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Abstract

In this paper, we present a study applying re-
ject option to build a two-stage sentiment po-
larity classification system. We construct a
Naive Bayes classifier at the first stage and a
Support Vector Machine at the second stage,
in which documents rejected at the first stage
are forwarded to be classified at the second
stage. The obtained accuracies are comparable
to other state-of-the-art results. Furthermore,
experiments show that our classifier requires
less training data while still maintaining rea-
sonable classification accuracy.

1 Introduction

The rapid growth of the Web supports human users to
easily express their reviews about such entities as prod-
ucts, services, events and their properties as well as to
find and evaluate the others’ opinions. This brings new
challenges for building systems to categorize and un-
derstand the sentiments in those reviews.

In particular, document-level sentiment classifica-
tion systems aim to determine either a positive or neg-
ative opinion in a given opinionated document (Tur-
ney, 2002; Liu, 2010). In order to construct these
systems, classification-based approaches (Pang et al.,
2002; Pang and Lee, 2004; Mullen and Collier, 2004;
Whitelaw et al., 2005; Kennedy and Inkpen, 2006;
Martineau and Finin, 2009; Maas et al., 2011; Tu et
al., 2012; Wang and Manning, 2012) utilizing machine
learning to automatically identify document-level sen-
timent polarity are still mainstream methods obtaining
state-of-the-art performances. It is because of possibly
combining various features such as: bag of words, syn-
tactic and semantic representations as well as exploit-
ing lexicon resources (Wilson et al., 2005; Ng et al.,
2006; Taboada et al., 2011) like SentiWordNet (Bac-
cianella et al., 2010). In these systems, Naive Bayes
(NB) and Support Vector Machine (SVM) are often ap-
plied for training learning models as they are frequently
used as baseline methods in task of text classification
(Wang and Manning, 2012). Although NBs are very
fast classifiers requiring a small amount training data,
there is a loss of accuracy due to the NBs’ conditional
independence assumption. On the other hand, SVMs

achieve state-of-the-art results in various classification
tasks; however, they may be slow in the training and
testing phases.

In pattern recognition systems, reject option (Chow,
1970; Pudil et al., 1992; Fumera et al., 2000; Fumera
et al., 2004) is introduced to improve classification re-
liability. Although it is very useful to apply reject op-
tion in many pattern recognition/classification systems,
it has not been considered in a sentiment classification
application so far.

In this paper, we introduce a study combining the
advantages of both NB and SVM classifiers into a two-
stage system by applying reject option for document-
level sentiment classification. In the first stage of our
system, a NB classifier, which is trained based on a
feature representing the difference between numbers
of positive and negative sentiment orientation phrases
in a document review, deals with easy-to-classify doc-
uments. Remaining documents, that are detected as
“hard to be correctly classified” by the NB classifier in
the use of rejection decision, are forwarded to process
in a SVM classifier at the second stage, where the hard
documents are represented by additional bag-of-words
and topic-based features.

2 Our approach
This section is to describe our two-stage system for
sentiment classification. Figure 1 details an overview
of our system’s architecture.

Figure 1: The architecture of our two-stage classifier.

In this positive (pos) and negative (neg) classifica-
tion problem of sentiment polarity, we reject every sen-
timent document D satisfying the following rejection
decision based on conditional probabilities:

(τ1 > P (pos|D) and P (pos|D) ≥ P (neg|D))
OR
(τ2 > P (neg|D) and P (neg|D) > P (pos|D))
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where thresholds τ1, τ2 ∈ [0, 1]. Otherwise, if doc-
ument D does not satisfy the rejection decision, it is
accepted to be classified by the NB.

A NB classifier at the first stage is to categorize
accepted documents. Rejected sentiment documents,
that are determined as hard to be correctly classified
(most likely to be miss-classified) by the NB classi-
fier in applying reject option, are processed at the sec-
ond stage in a SVM classifier. In our system, the NB
classifier categorizes document reviews based on a fea-
ture namely DiffPosNeg while the SVM one classifies
document reviews with additional bag-of-words (BoW)
and topic features.

DiffPosNeg feature

We exploit the opinion lexicons1 of positive words and
negative words (Hu and Liu, 2004) to detect the senti-
ment orientation of words in each document. We then
employ basic rules presented in (Liu, 2010) to iden-
tify the sentiment orientation of phrases. The numerical
distance between the numbers of positive and negative
opinion phrases in a document D is referred to as its
DiffPosNeg feature value.

BoW features

The BoW model is the most basic representation model
used in sentiment classification, in which each docu-
ment is represented as a collection of unique unigram
words where each word is considered as an indepen-
dent feature. We calculate the value of feature i in using
term frequency - inverse document frequency weighting
scheme for the document D as following:

BoWiD = log(1 + tfiD) ∗ log |{D}|
dfi

where tfiD is the occurrence frequency of word fea-
ture i in document D, |{D}| is the total number of doc-
uments in the data corpus {D}, and dfi is the number of
documents containing the feature i. We then normalize
BoW feature vector of the document D as below:
−−−−−→
ηBoWD =

∑
δ∈{D} ‖

−−−−→
BoWδ‖

|{D}| ∗ ‖
−−−−→
BoWD‖

∗
−−−−→
BoWD

Topic features

Our system also treats each document review as a “bag-
of-topics”, and considers each topic as a feature. The
topics are determined by using Latent Dirichlet Allo-
cation (LDA) (Blei et al., 2003). LDA is a generative
probabilistic model to discover topics for a corpus of
documents. LDA represents each document as a proba-
bility distribution over latent topics, where each topic is
modeled by a probability distribution over words. Us-
ing Bayesian inference methods, LDA computes poste-
rior distribution for unseen documents. In our system,
we refer to topic probabilities as topic feature values.

1http://www.cs.uic.edu/∼liub/FBS/opinion-lexicon-
English.rar

3 Experimental results

3.1 Experimental setup

We conducted experiments on the publicly available
standard polarity dataset V2.02 of 2000 movie reviews
constructed by Pang and Lee (2004).

We did not apply stop-word removal, stemming and
lemmatization because such stop-words as negation
words (e.g: no, not, isn’t) were used in the basic rules
to reverse the sentiment orientation of phrases, and as
pointed out by Leopold and Kindermann (2002) stem-
ming and lemmatization processes could be detrimen-
tal to accuracy. We kept 4000 most frequent words for
each polarity class, after removing duplication, we had
total 5043 BoW features.

For extracting LDA topic features, we used the
JGibbLDA implementation3 developed by Phan and
Nguyen (2007), in which α is set to 0.5, β is set to
0.1 and the number of Gibbs sampling iterations is set
to 3000. We exploited a corpus4 of 50000 unlabeled
movie reviews published by Maas et al. (2011) to build
LDA topic models. We then applied these models to
compute the posterior probability distribution over la-
tent topics for each movie review in the experimented
dataset of 2000 reviews.

In order to compare with other published results,
we evaluate our classifier based on 10-fold cross-
validation. We randomly separate the dataset into 10
folds; giving one fold size of 100 positive and 100 neg-
ative reviews. This evaluation procedure is repeated 10
times that each fold is used as the testing dataset, and
9 remaining folds are merged as the training dataset.
All our performance results are reported as the average
accuracy over the testing folds.

We utilized WEKA’s implementations (Hall et al.,
2009) of NB and SVM’s fast training Sequential Min-
imal Optimization algorithm (Platt, 1999) for learning
classification with the WEKA’s default parameters (e.g:
the linear kernel for SVM).

3.2 Results without reject option

Table 1 provides accuracies achieved by the single NB
and SVM classifiers without the reject option: our NB
and SVM classifiers were trained on the whole train-
ing dataset of 9 folds according to the above 10-fold
cross-validation scheme. We consider BoW model as
a baseline, similar to other approaches (Pang and Lee,
2004; Whitelaw et al., 2005; Tu et al., 2012).

In table 1, the accuracy results based on only Diff-
PosNeg feature are 70.00% for NB and 69.55% for
SVM. The highest accuracies in utilizing LDA topics
are 78.05% for NB classifier and 85.30% for SVM clas-
sifier due to 50 topic features. Besides, the accuracy
accounted for SVM at 86.30% over the combination of

2http://www.cs.cornell.edu/people/pabo/movie-review-
data/

3http://jgibblda.sourceforge.net/
4http://ai.stanford.edu/∼amaas/data/sentiment/
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Table 2: Results in applying reject option (8 folds for training), and in other SVM-based methods

τ1 τ2 rPos rNeg NB SVM Accuracy
0.79 0.81 0.764 0.987 236 13 1519 232 (tuned thresholds) 87.75
0.82 0.80 0.796 0.990 205 9 1554 232 87.95
1.0 1.0 1.0 1.0 0 0 1752 248 87.60

Pang and Lee (2004) BoW 87.15
BoW with minimum cuts 87.20

Whitelaw et al. (2005) BoW (48314 features) 87.00
BoW and appraisal groups (49911 features) 90.20

Kennedy and Inkpen (2006) Contextual valence shifters with 34718 features 86.20
Martineau and Finin (2009) BoW with smoothed delta IDF 88.10

Maas et al. (2011) Full model and BoW 87.85
Full model + additional unlabeled data + BoW 88.90

Tu et al. (2012) BoW 87.05
BoW & dependency trees with simple words 88.50

Wang and Manning (2012) NBSVM-Unigram 87.80
NBSVM-Bigram 89.45

Table 1: Results without reject option

Features NB SVM
BoW (baseline) 73.55 86.05
20 LDA topics 77.55 82.05
30 LDA topics 74.95 79.65
40 LDA topics 76.60 82.15
50 LDA topics 78.05 85.30
60 LDA topics 75.80 83.40
DiffPosNeg 70.00 69.55
DiffPosNeg & BoW 73.50 86.30
DiffPosNeg & 50-LDA 79.35 85.45
BoW & 50-LDA 73.60 87.70
DiffPosNeg & BoW & 50-LDA 73.85 87.70

DiffPosNeg and BoW features is greater than the base-
line result of 86.05% with only BoW features. By ex-
ploiting a full combination of DiffPosNeg, BOW and
50 LDA topic features, the SVM classifier gains the
exceeding accuracy to 87.70%.

3.3 Results in applying reject option

In terms of evaluating our two-stage approach, if
the foldith is selected as the testing dataset, the
fold(ith+1)%10 will be selected as the development
dataset to estimate reject thresholds while both NB and
SVM classifiers will be learned from 8 remaining folds.
By varying the thresholds’ values, we have found the
most suitable values τ1 of 0.79 and τ2 of 0.81 to gain
the highest accuracy on the development dataset.

Table 2 presents performances of our sentiment clas-
sification system in employing reject option, where the
NB classifier was learned based on the DiffPosNeg fea-
ture, and the SVM classifier was trained on the full
combination of DiffPosNeg, BoW and 50 LDA topic
features (total 5094 features). In the table 2, rPos and
rNeg are reject rates corresponding with positive label
and negative label in the testing phase:

rPos =
number of rejected positive reviews

1000

rNeg =
number of rejected negative reviews

1000

Overall reject rate =
rPos + rNeg

2

With the values τ1 of 0.79 and τ2 of 0.81, our two-
stage classifier achieves the result of 87.75% on the
testing dataset that as illustrated in table 2, it is com-
parable with other state-of-the-art SVM-based classifi-
cation systems, many of which used deeper linguistic
features. In total 10 times of cross fold-validation ex-
periments for this accuracy, the NB accepted 249 docu-
ments to perform classification and rejected 1751 doc-
uments to forward to the SVM. Specifically, the NB
correctly classified 236 documents whilst the SVM cor-
rectly categorized 1519 documents.

Additionally, in the setup of taking 8 folds for train-
ing NB and SVM, and not taking 1 fold of development
into account, by directly varying values τ1 and τ2 on the
testing dataset, our system can reach the highest result
of 87.95% which is 1.9% and 0.35% higher than the
SVM-based baseline result (86.05%) and the accuracy
(87.60%) of the single SVM classifier without reject
option, respectively.

3.4 Results in using less training data

To assess the combination of advantages of NB (re-
quiring small amount of training data) and SVM (high
performance in classification tasks), we also carried
out experiments of using less training data. In this
evaluation, if the foldi is selected as testing data, the
fold(i+1)%10 will be selected as training dataset to
build the NB classifier. Applying the rejection deci-
sion on 8 remaining folds with given reject thresholds,
the dataset of rejected documents are used to learn the
SVM classifier.

In experiments, the single NB classifier without re-
ject option attains an averaged accuracy of 69.9% that
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is approximately equal to the accuracy on 9-fold train-
ing dataset at 70% as provided in the table 1. This
comes from that our proposed DiffPosNeg feature is
simple enough to obtain a good NB classifier from
small training set. In these experiments, the given
thresholds applied in the training phase to learn the
SVMs are reused in the testing phase (i.e. the same
thresholds for both training and testing phases).

Table 3: Reject option results using less training data

τ1 τ2 r∗Pos r∗Neg rPos rNeg AccS Accuracy
0.95 0.63 0.722 0.478 0.722 0.475 84.80 80.55
0.64 0.75 0.483 0.723 0.486 0.729 84.80 82.35
0.72 0.65 0.495 0.496 0.491 0.494 83.75 80.50
0.78 0.69 0.606 0.605 0.609 0.600 84.65 82.30
0.88 0.74 0.764 0.770 0.765 0.770 85.80 84.35
0.97 0.78 0.906 0.905 0.908 0.910 86.65 85.75

Table 3 summaries some reject option-based results
taking less training data to learn the SVMs based on the
full combination of 5094 features, where r∗Pos and r∗Neg
are reject rates in the training phase, and AccS denotes
the accuracy of the single SVM classifier without reject
option. With the modest overall reject rate of 0.493
in testing phase, our classifier reached an accuracy of
80.50%, which it outperformed the single NB.

Table 4: Results with SVM trained on DiffPosNeg and BoW

τ1 τ2 r∗Pos r∗Neg rPos rNeg AccS Accuracy
0.95 0.63 0.722 0.478 0.722 0.475 84.50 80.55
0.64 0.75 0.483 0.723 0.486 0.729 84.00 81.60
0.80 0.68 0.618 0.591 0.622 0.585 83.90 81.05
0.85 0.73 0.726 0.745 0.732 0.753 84.65 83.65
0.97 0.78 0.906 0.905 0.908 0.910 85.70 84.85
0.92 0.80 0.854 0.941 0.861 0.945 85.70 85.35

In other experiments using less training data as pre-
sented in table 4, we trained the SVM classifier based
on the combination of DiffPosNeg and BoW features.
For the overall reject rate of 0.903 in testing phase, our
system gained a result of 85.35% that is a bit of differ-
ence against the accuracy of the single SVM at 85.70%.

Table 3 and table 4 show that our classifier produced
reasonable results in comparison with single NB and
SVM classifiers without reject option.

3.5 Discussion
It is clearly that a different set of features could be used
for learning the NB classifier at the first classification
stage in our system. However, as mentioned in section
3.4, it is sufficient to have a good NB classifier learned
from an unique DiffPosNeg feature. Furthermore, an
obvious benefit of having the NB based on only one
easy-to-extract feature is to enhance the efficiency in
terms of time used in the document classification pro-
cess. That is the reason why we applied only the Diff-
PosNeg feature at the first stage.

With regards to the processing time efficiency, it is
because there are no recognition time evaluations asso-
ciated to the other compared systems as well as it is not
straightforward to re-implement those systems, hence,
the comparison over processing time with the other sys-
tems is not crucial to our evaluation. Nevertheless, we
believe that our classifier enables to get a fast complete
recognition in which time spent to extract features is
also taken into accounts, where the majority amount of
the classification time is allocated to the feature extrac-
tion process.

Considering to feature extraction time, let Γ1 be the
time taken to extract DiffPosNeg feature and Γ2 be the
time spent for extracting other features (i.e. BoW and
LDA topic features): our two-stage system then costs
(Γ1+overall reject rate∗Γ2) as opposed to (Γ1+Γ2)
by the single SVM without reject option. Depending on
the overall reject rate, our system could get a significant
increase in the complete recognition time while the re-
turned accuracy of our system is promising compared
to that of the single SVM classifier.

4 Conclusion

In this paper, we described a study combining NB and
SVM classifiers to construct a two-stage sentiment po-
larity system by applying reject option. At the first
stage, a NB classifier processes easy-to-classify doc-
uments. Hard-to-classify documents, which are identi-
fied as most likely to be miss-classified by the first NB
classifier in using rejection decision, are forwarded to
be categorized in a SVM classifier at the second stage.

The obtained accuracies of our two-stage classi-
fier are comparable with other state-of-the-art SVM-
based results. In addition, our classifier outperformed
a bag-of-words baseline classifier with a 1.9% abso-
lute improvement in accuracy. Moreover, experiments
also point out that our approach is suitable for under-
resourced tasks as it takes less training data while still
maintaining reasonable classification performance.
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