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Word Alignment Combination over Multiple Word Segmentation
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Abstract
In this paper, we present a new word alignment combination approach on language pairs where one language has no explicit word boundaries. Instead of combining word alignments of different models (Xiang et al., 2010), we try to combine word alignments over multiple monolingually motivated word segmentation. Our approach is based on link confidence score defined over multiple segmentations, thus the combined alignment is more robust to inappropriate word segmentation. Our combination algorithm is simple, efficient, and easy to implement. In the Chinese-English experiment, our approach effectively improved word alignment quality as well as translation performance on all segmentations simultaneously, which showed that word alignment can benefit from complementary knowledge due to the diversity of multiple and monolingually motivated segmentations.

1 Introduction
Word segmentation is the first step prior to word alignment for building statistical machine translations (SMT) on language pairs without explicit word boundaries such as Chinese-English. Many works have focused on the improvement of word alignment models. (Brown et al., 1993; Haghighi et al., 2009; Liu et al., 2010). Most of the word alignment models take single word segmentation as input. However, for languages such as Chinese, it is necessary to segment sentences into appropriate words for word alignment.

A large amount of works have stressed the impact of word segmentation on word alignment. Xu et al. (2004), Ma et al. (2007), Chang et al. (2008), and Chung et al. (2009) try to learn word segmentation from bilingually motivated point of view; they use an initial alignment to learn word segmentation appropriate for SMT. However, their performance is limited by the quality of the initial alignments, and the processes are time-consuming. Some other methods try to combine multiple word segmentation at SMT decoding step (Xu et al., 2005; Dyer et al., 2008; Zhang et al., 2008; Dyer et al., 2009; Xiao et al., 2010). Different segmentations are yet independently used for word alignment.

Instead of time-consuming segmentation optimization based on alignment or postponing segmentation combination late till SMT decoding phase, we try to combine word alignments over multiple monolingually motivated word segmentation on Chinese-English pair, in order to improve word alignment quality and translation performance for all segmentations. We introduce a tabular structure called word segmentation network (WSN for short) to encode multiple segmentations of a Chinese sentence, and define skeleton links (SL for short) between spans of WSN and words of English sentence. The confidence score of a SL is defined over multiple segmentations. Our combination algorithm picks up potential SLs based on their confidence scores similar to Xiang et al. (2010), and then projects each selected SL to link in all segmentation respectively. Our algorithm is simple, efficient, easy to implement, and can effectively improve word alignment quality on all segmentations simultaneously, and alignment errors caused
by inappropriate segmentations from single segmenter can be substantially reduced.

Two questions will be answered in the paper: 1) how to define the link confidence over multiple segmentations in combination algorithm? 2) According to Xiang et al. (2010), the success of their word alignment combination of different models lies in the complementary information that the candidate alignments contain. In our work, are multiple monolingually motivated segmentations complementary enough to improve the alignments?

The rest of this paper is structured as follows: WSN will be introduced in section 2. Combination algorithm will be presented in section 3. Experiments of word alignment and SMT will be reported in section 4.

2 Word Segmentation Network

We propose a new structure called word segmentation network (WSN) to encode multiple segmentations. Due to space limitation, all definitions are presented by illustration of a running example of a sentence pair:

下雨路滑 (xia-yu-lu-hua)
Road is slippery when raining

We first introduce skeleton segmentation. Given two segmentation S₁ and S₂ in Table 1, the word boundaries of their skeleton segmentation is the union of word boundaries (marked by “/”) in S₁ and S₂.

<table>
<thead>
<tr>
<th>Segmentation</th>
<th>S₁</th>
<th>雨₂</th>
<th>路滑₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>S₂</td>
<td>下₁</td>
<td>雨₁</td>
<td>路₂</td>
</tr>
<tr>
<td>skeleton</td>
<td>下₁</td>
<td>雨₁</td>
<td>路₂</td>
</tr>
</tbody>
</table>

Table 1: The skeleton segmentation of two segmentations S₁ and S₂.

The WSN of S₁ and S₂ is shown in Table 2. As is depicted, line 1 and 2 represent words in S₁ and S₂ respectively, line 3 represents skeleton words. Each column, or span, comprises a skeleton word and words of S₁ and S₂ with the skeleton word as their morphemes at that position. The number of columns of a WSN is equal to the number of skeleton words. It should be noted that there may be words covering two or more spans, such as “路滑” in S₁, because the word “路滑” in S₁ is split into two words “路” and “滑” in S₂.

<table>
<thead>
<tr>
<th>S₁</th>
<th>下₁</th>
<th>雨₂</th>
<th>路滑₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>S₂</td>
<td>雨₁</td>
<td>路₂</td>
<td>滑₃</td>
</tr>
<tr>
<td>skeleton</td>
<td>下₁</td>
<td>雨₁</td>
<td>路₂</td>
</tr>
</tbody>
</table>

Table 2: The WSN of Table 1. Subscripts indicate indexes of words.

The skeleton word can be projected onto words in the same span in S₁ and S₂. For clarity, words in each segmentation are indexed (1-based), for example, “路滑” in S₁ is indexed by 3. We use a projection function δₖ(j) to denote the index of the word onto which the j-th skeleton word is projected in the k-th segmentation, for example, δ₁(4) = 3 and δ₂(3) = 2.

In the next, we define the links between spans of the WSN and English words as skeleton links (SL), the subset of all SLs comprise the skeleton alignment (SA). Figure 1 shows an SA of the example.

<table>
<thead>
<tr>
<th>路滑₃</th>
<th>下₁</th>
<th>雨₂</th>
<th>路滑₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>路₂</td>
<td>雨₁</td>
<td>路₂</td>
<td>滑₃</td>
</tr>
<tr>
<td>路₃</td>
<td>下₁</td>
<td>雨₁</td>
<td>路₃</td>
</tr>
</tbody>
</table>

Figure 1: An example alignment between WSN in Table 2 and English sentence “Road is slippery when raining”. (a) skeleton link; (b) skeleton alignment.

Each span of the WSN comprises words from different segmentations (Figure 1a), which indicates that the confidence score of a SL can be defined over words in the same span. By projection function, a SL can be projected onto the link for each segmentation. Therefore, the problem of combining word alignment over different segmentations can be transformed into the problem of selecting SLs for SA first, and then project the selected SLs onto links for each segmentation respectively.

3 Combination Algorithm

Given k alignments δₖ over segmentations sₖ respectively (k = 1, ..., K), and (C, E) is the pair
of the Chinese WSN and its parallel English sentence. Suppose \( A_{ij} \) is the SL between the \( j \)-th span \( c_j \) and \( i \)-th English word \( e_i \). \( a_{ij}^k \) is the link between the \( j \)-th Chinese word \( c_j^k \) in \( s_k \) and \( e_i \). Inspired by Huang (2009), we define the confidence score of each SL as follows:

\[
C(A_{ij} | C, E) = \sum_{k=1}^{K} w_k \cdot c(a_{i|s_k}^k | C, E) \tag{1}
\]

where \( c(a_{i|s_k}^k | C, E) \) is the confidence score of the link \( a_{i|s_k}^k \), defined as:

\[
c(a_{i|s_k}^k | C, E) = \sqrt{q_{c2e}(a_{i|s_k}^k | C, E) \cdot q_{e2c}(a_{i|s_k}^k | C, E)} \tag{2}
\]

where \( c \)-to-\( e \) link posterior probability is defined as:

\[
q_{c2e}(a_{i|s_k}^k | C, E) = \frac{p_k(e_i | c_j^k)}{\sum_{r=1}^{P} p_k(e_i | c_j^r)} \tag{3}
\]

and \( I \) is the length of \( E \). \( E \)-to-\( c \) link posterior probability \( q_{e2c}(a_{i|s_k}^k | C, E) \) can be defined similarly.

Our alignment combination algorithm is as follows.

2. Compute the confidence score for each SL based on Eq. (1). A SL \( A_{ij} \) gets a vote from \( a_k \) if \( a_{i|s_k}^k \) appears in \( a_k \) \((k = 1, \ldots, K)\). Denote the set of all SLs getting at least one vote by \( B_0 \).
3. All SLs in \( B_0 \) are sorted in descending order and evaluated sequentially. A SL \( A_{ij} \) is included if its confidence score is higher than a tunable threshold \( \alpha \), and one of the following is true:
   - Neither \( c_j \) nor \( e_j \) is aligned so far;
   - \( c_j \) is not aligned and its left or right neighboring word is aligned to \( e_j \) so far;
   - \( e_j \) is not aligned and its left or right neighboring word is aligned to \( c_j \) so far.
4. Repeat 3 until no more SLs can be included. All included SLs comprise \( B_1 \).
5. Map SLs in \( B_1 \) on each \( s_k \) to get \( k \) new alignments \( a_k' \) respectively, i.e. \( a_k' = \{a_{i|s_k}^k | A_{ij} \in B_1 \} \)(\( k = 1, \ldots, K \)). For each \( k \), we sort all links in \( a_k' \) in ascending order and evaluated them sequentially. Compare \( a_k' \) and \( a_k \). A link \( a_{ij}^k \) is removed from \( a_k' \) if it is not appeared in \( a_k \), and one of the following is true:
   - both \( c_j^k \) and \( e_j \) are aligned in \( a_k' \);
   - There is a word which is neither left nor right neighboring word of \( e_j \) but aligned to \( c_j^k \) in \( a_k' \);
   - There is a word which is neither left nor right neighboring word of \( c_j^k \) but aligned to \( e_j \) in \( a_k' \).

The heuristic in step 3 is similar to Xiang et al. (2010), which avoids adding error-prone links. We apply the similar heuristic again in step 5 in each \( a_k' \) \((k = 1, \ldots, K)\) to delete error-prone links. The weights in Eq. (1) and \( \alpha \) can be tuned in a hand-aligned dataset to maximize word alignment F-score on any \( a_k' \) with hill climbing algorithm. Probabilities in Eq. (2) and Eq. (3) can be estimated using GIZA++.

4 Experiment

4.1 Data

Our training set contains about 190K Chinese-English sentence pairs from LDC2003E14 corpus. The NIST’06 test set is used as our development set and the NIST’08 test set is used as our test set. The Chinese portions of all the data are preprocessed by three monolingually motivated segmenters respectively. These segmenters differ in either training method or specification, including ICTCLAS (I)\(^3\), Stanford segmenters with CTB (C) and PKU (P) specifications\(^4\) respectively. We used a phrase-based MT system similar to (Koehn et al., 2003), and generated two baseline alignments using GIZA++ enhanced by gdf heuristics (Koehn et al., 2003) and a linear discriminative word alignment model (DIWA) (Liu et al., 2010) on training set with the three segmentations respectively. A 5-gram language model trained from the Xinhua portion of Gigaword corpus was used. The decoding weights were optimized with Minimum Error Rate Training (MERT) (Och, 2003). We used the hand-aligned set of 491 sentence pairs in Haghighi et al. (2009), the first 250 sentence pairs were used to tune the weights in Eq. (1), and the other 241 were

---

\(^1\) SLs getting \( K \) votes are forced to be included without further examination.

\(^2\) Two or more SLs in \( B_1 \) may be projected onto one links in \( a_k' \), in this case, we keep only one in \( a_k' \).

\(^3\) http://www.ictclas.org/

\(^4\) http://nlp.stanford.edu/software/segmenter.shtml
used to measure the word alignment quality. Note that we adapted the Chinese portion of this hand-aligned set to segmentation C.

4.2 Improvement of Word Alignment

We first evaluate our combination approach on the hand-aligned set (on segmentation C). Table 3 shows the precision, recall and F-score of baseline alignments and combined alignments.

As shown in Table 3, the combination alignment outperformed the baselines (setting C) in all settings in both GIZA and DIWA. We notice that the higher F-score is mainly due to the higher precision in GIZA but higher recall in DIWA. In GIZA, the result of C+I and C+P achieve 8.4% and 9.5% higher F-score respectively, and both of them outperformed C+P+I, we speculate it is because GIZA favors recall rather than DIWA, i.e. GIZA may contain more bad links than DIWA, which would lead to more unstable F-score if more alignments produced by GIZA are combined, just as the poor precision (69.68%) indicated. However, DIWA favors precision than recall (this observation is consistent with Liu et al. (2010)), which may explain that the more diversified segmentations lead to better results in DIWA.

<table>
<thead>
<tr>
<th>setting</th>
<th>GIZA</th>
<th>DIWA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>C</td>
<td>61.84</td>
<td>84.99</td>
</tr>
<tr>
<td>C+P</td>
<td>80.16</td>
<td>79.80</td>
</tr>
<tr>
<td>C+I</td>
<td>82.96</td>
<td>79.28</td>
</tr>
<tr>
<td>C+I+P</td>
<td>69.68</td>
<td>85.17</td>
</tr>
</tbody>
</table>

Table 3: Alignment precision, recall and F-score. C: baseline, C+I: Combination of C and I.

Figure 2 gives baseline alignments and combined alignments on two sentence pairs in the training data. As can be seen, alignment errors caused by inappropriate segmentations by single segmenter were substantially reduced. For example, in the second example, the word “香港特别行政区” appears in segmentation I of the Chinese sentence, which benefits the generation of the three correct links connecting for words “香港”，“特别”，“行政区” respectively in the combined alignment.

4.3 Improvement in MT performance

We then evaluate our combination approach on the SMT training data on all segmentations. For efficiency, we just used the first 50k sentence pairs of the aligned training corpus with the three segmentations to build three SMT systems respectively. Table 4 shows the BLEU scores of baselines and combined alignment (C+P+I, and then projected onto C, P, I respectively). Our approach achieves improvement over baseline alignments on all segmentations consistently, without using any lattice decoding techniques as Dyer et al. (2009). The gain of translation performance purely comes from improvements of word alignment on all segmentations by our proposed word alignment combination.

<table>
<thead>
<tr>
<th>Segmentation</th>
<th>GIZA</th>
<th>DIWA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Comb</td>
</tr>
<tr>
<td>C</td>
<td>19.77</td>
<td>20.9</td>
</tr>
<tr>
<td>P</td>
<td>20.5</td>
<td>21.16</td>
</tr>
<tr>
<td>I</td>
<td>20.11</td>
<td>21.14</td>
</tr>
</tbody>
</table>

Table 4: Improvement in BLEU scores. B:Baseline alignment, Comb: Combined alignment.
5 Conclusion

We evaluated our word alignment combination over three monolingually motivated segmentations on Chinese-English pair. We showed that the combined alignment significantly outperforms the baseline alignment with both higher F-score and higher BLEU score on all segmentations. Our work also proved the effectiveness of link confidence score in combining different word alignment models (Xiang et al., 2010), and extend it to combine word alignments over different segmentations.

Xu et al. (2005) and Dyer et al. (2009) combine different segmentations for SMT. They aim to achieve better translation but not higher alignment quality of all segmentations. They combine multiple segmentations at SMT decoding step, while we combine segmentation alternatives at word alignment step. We believe that we can further improve the performance by combining these two kinds of works. We also believe that combining word alignments over both monolingually motivated and bilingually motivated segmentations (Ma et al., 2009) can achieve higher performance.

In the future, we will investigate combining word alignments on language pairs where both languages have no explicit word boundaries such as Chinese-Japanese.
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Abstract
In summarization, sentence ordering is conducted to enhance summary readability by accommodating text coherence. We propose a grouping-based ordering framework that integrates local and global coherence concerns. Summary sentences are grouped before ordering is applied on two levels: group-level and sentence-level. Different algorithms for grouping and ordering are discussed. The preliminary results on single-document news datasets demonstrate the advantage of our method over a widely accepted method.

1 Introduction and Background
The canonical pipeline of text summarization consists of topic identification, interpretation, and summary generation (Hovy, 2005). In the simple case of extraction, topic identification and interpretation are conflated to sentence selection and concerned with summary informativeness. In comparison, summary generation addresses summary readability and a frequently discussed generation technique is sentence ordering.

It is implicitly or explicitly stated that sentence ordering for summarization is primarily driven by coherence. For example, Barzilay et al. (2002) use lexical cohesion information to model local coherence. A statistical model by Lapata (2003) considers both lexical and syntactic features in calculating local coherence. More globally biased is Barzilay and Lee’s (2004) HMM-based content model, which models global coherence with word distribution patterns.

Whilst the above models treat coherence as lexical or topical relations, Barzilay and Lapata (2005, 2008) explicitly model local coherence with an entity grid model trained for optimal syntactic role transitions of entities.

Although coherence in those works is modeled in the guise of “lexical cohesion”, “topic closeness”, “content relatedness”, etc., few published works simultaneously accommodate coherence on the two levels: local coherence and global coherence, both of which are intriguing topics in text linguistics and psychology. For sentences, local coherence means the well-connectedness between adjacent sentences through lexical cohesion (Halliday and Hasan, 1976) or entity repetition (Grosz et al., 1995) and global coherence is the discourse-level relation connecting remote sentences (Mann and Thompson, 1995; Kehler, 2002). An abundance of psychological evidences show that coherence on both levels is manifested in text comprehension (Tapiero, 2007). Accordingly, an apt sentence ordering scheme should be driven by such concerns.

We also note that as sentence ordering is usually discussed only in the context of multi-document summarization, factors other than coherence are also considered, such as time and source sentence position in Bollegala et al.’s (2006) “agglomerative ordering” approach. But it remains an open question whether sentence ordering is non-trivial for single-document summarization, as it has long been recognized as an actual strategy taken by human summarizers (Jing, 1998; Jing and McKeown, 2000) and acknowledged early in work on sentence ordering for multi-document summarization (Barzilay et al., 2002).

In this paper, we outline a grouping-based sentence ordering framework that is driven by the concern of local and global coherence. Summary sentences are grouped according to their conceptual relatedness before being ordered on two levels: group-level ordering and sentence-level ordering, which capture global coherence and local coherence in an integrated model. As a preliminary study, we applied the framework to single-
document summary generation and obtained interesting results.

The main contributions of this work are: (1) we stress the need to channel sentence ordering research to linguistic and psychological findings about text coherence; (2) we propose a grouping-based ordering framework that integrates both local and global coherence; (3) we find in experiments that coherence-driven sentence ordering improves the readability of single-document summaries, for which sentence ordering is often considered trivial.

In Section 2, we review related ideas and techniques in previous work. Section 3 provides the details of grouping-based sentence ordering. The preliminary experimental results are presented in Section 4. Finally, Section 5 concludes the whole paper and describes future work.

2 Grouping-Based Ordering

Our ordering framework is designed to capture both local and global coherence. Globally, we identify related groups among sentences and find their relative order. Locally, we strive to keep sentence similar or related in content close to each other within one group.

2.1 Sentence Representation

As summary sentences are isolated from their original context, we retain the important content information by representing sentences as concept vectors. In the simplest case, the “concept” is equivalent to content word. A drawback of this practice is that it considers every content word equally contributive to the sentence content, which is not always true. For example, in the news domain, entities realized as NPs are more important than other concepts.

To represent sentences as entity vectors, we identify both common entities (as the head nouns of NPs) and named entities. Two common entities are equivalent if their noun stems are identical or synonymous. Named entities are usually equated by identity. But in order to improve accuracy, we also consider: 1) structural subsumption (one is part of another); 2) hypernymy and holonymy (the named entities are in a superordinate-subordinate or part-whole relation).

Now with summary sentence $S_i$ and $m$ entities $e_{ik}$ ($k = 1 \ldots m$), $S_i = (wf(e_{i1}), wf(e_{i2}), \ldots, wf(e_{im}))$, where $wf(e_{ik}) = w_k \times f(e_{ik})$, $f(e_{ik})$ is the frequency of $e_{ik}$ and $w_k$ is the weight of $e_{ik}$. We define $w_k = 1$ if $e_{ik}$ is a common entity and $w_k = 2$ if $e_{ik}$ is a named entity. We give double weight to named entities because of their significance to news articles. After all, a news story typically contains events, places, organizations, people, etc. that denote the news theme. Other things being equal, two sentences sharing a mention of named entities are thematically closer than two sentences sharing a mention of common entities.

Alternatively, we can realize the “concept” as “event” because events are prevalent semantic constructs that bear much of the sentence content in some domains (e.g., narratives and news reports). To represent sentences as event vectors, we can follow Zhang et al.’s (2010) method at the cost of more complexity.

2.2 Sentence Grouping

To meet the global need of identifying sentence groups, we develop two grouping algorithms by applying graph-based operation and clustering.

Connected Component Finding (CC)

This algorithm treats grouping sentences as finding connected components (CC) in a text graph $TG = (V, E)$, where $V$ represents the sentences and $E$ the sentence relations weighted by cosine similarity. Edges with weight $< t$, a threshold, are removed because they represent poor sentence coherence.

The resultant graph may be disconnected, in which we find all of its connected components, using depth-first search. The connected components are the groups we are looking for. Note that this method cannot guarantee that every two sentences in such a group are directly linked, but it does guarantee that there exists a path between every sentence pair.

Modified K-means Clustering (MKM)

Observing that the CC method finds only coherent groups, not necessarily groups of coherent sentences, we develop a second algorithm using clustering. A good choice might be K-means as it is efficient and outperforms agglomerative clustering methods in NLP applications (Steibach et al., 2000), but the difficulty with the conventional K-means is the decision of $K$.

Our solution is modified K-means (MKM) based on (Wilpon and Rabiner, 1985). Let’s denote
cluster \( i \) by \( CL_i \) and cluster similarity by \( Sim(CL_i) \) = \( \min_{S_m, S_n \in CL_i} (Sim(S_m, S_n)) \), where \( Sim(S_m, S_n) \) is their cosine. The following illustrates the algorithm.

1. \( CL_i \) = all the sentence vectors;
2. Do the 1-means clustering by assigning all the vectors to \( CL_i \);
3. While at least 1 cluster has at least 2 sentences and \( \min(Sim(CL_i)) < t \), do:
   1. If \( Sim(S_m, S_n) = \min(Sim(CL_i)) \), create two new centroids as \( S_m \) and \( S_n \);
   2. Do the conventional K-means clustering until clusters stabilize;

The above algorithm stops iterating when each cluster contains all above-threshold-similarity sentence pairs or only one sentence. Unlike CC, MKM results in more strongly connected groups, or groups of coherence sentences.

### 2.3 Ordering Algorithms

After the sentences are grouped, ordering is to be conducted on two levels: group and sentence.

Composed of closely related sentences, groups simulate high-level textual constructs, such as "central event", "cause", "effect", "background", etc. for news articles, around which sentences are generated for global coherence. For an intuitive example, all sentences about "cause" should immediately precede all sentences about "effect" to achieve optimal readability. We propose two approaches to group-level ordering. 1) If the group sentences come from the same document, group \( (G_i) \) order is decided by the group-representing sentence \( (g_i) \) order (\( \prec \) means "precede") in the text.

\[ g_i \prec g_j \implies G_i \prec G_j \]

2) Group order is decided in a greedy fashion in order to maximize the connectedness between adjacent groups, thus enhancing local coherence. Each time a group is selected to achieve maximum similarity with the ordered groups and the first ordered group \( (G_i) \) is selected to achieve maximum similarity with all the other groups.

\[ G_i = \arg \max_G \sum_{G' \in G} Sim(G, G') \]

\[ G_i = \arg \max_{G \in \text{unordered groups}} \sum_{j=1}^{i-1} Sim(G_j, G) \ (i > 1) \]

where \( Sim(G, G') \) is the average sentence cosine similarity between \( G \) and \( G' \).

Within the ordered groups, sentence-level ordering is aimed to enhance local coherence by placing conceptually close sentences next to each other. Similarly, we propose two approaches. 1) If the sentences come from the same document, they are arranged by the text order. 2) Sentence order is greedily decided. Similar to the decision of group order, with ordered sentence \( S_{pi} \) in group \( G_p \):

\[ S_{pi} = \arg \max_{S \in G_p} \sum_{S \in S} Sim(S, S') \]

\[ S_{pi} = \arg \max_{S \in \text{unordered sentences in } G_p} \sum_{j=1}^{i-1} Sim(S_{pi}, S) \ (i > 1) \]

Note that the text order is used as a common heuristic, based on the assumption that the sentences are arranged coherently in the source document, locally and globally.

### 3 Experiments and Preliminary Results

Currently, we have evaluated grouping-based ordering on single-document summarization, for which text order is usually considered sufficient. But there is no theoretical proof that it leads to optimal global and local coherence that concerns us. On some occasions, e.g., a news article adopting the “Wall Street Journal Formula” (Rich and Harper, 2007) where conceptually related sentences are placed at the beginning and the end, sentence conceptual relatedness does not necessarily correlate with spatial proximity and thus selected sentences may need to be rearranged for better readability. We are not aware of any published work that has empirically compared alternative ways of sentence ordering for single-document summarization. The experimental results reported below may draw some attention to this taken-for-granted issue.

#### 3.1 Data and Method

We prepared 3 datasets of 60 documents each, the first (D400) consisting of documents of about 400 words from the Document Understanding Conference (DUC) 01/02 datasets; the second (D1k) consisting of documents of about 1000 words manually selected from popular English journals such as The Wall Street Journal, The Washington Post, etc.; the third (D2k) consisting of documents of about 2000 words from the DUC 01/02 dataset. Then we generated 100-word summaries for D400 and 200-word summaries for D1k and D2k. Since sentence selection is not our
focus, the 180 summaries were all extracts produced by a simple but robust summarizer built on term frequency and sentence position (Aone et al., 1999).

Three human annotators were employed to each provide reference orderings for the 180 summaries and mark paragraph (of at least 2 sentences) boundaries, which will be used by one of the evaluation metrics described below.

In our implementation of the grouping-based ordering, sentences are represented as entity vectors and the threshold \( t = \text{Avg}(\text{Sim}(S_m, S_n)) \times c \), the average sentence similarity in a group multiplied by a coefficient empirically decided on separate held-out datasets of 20 documents for each length category. The “group-representing sentence” is the textually earliest sentence in the group. We experimented with both CC and MKM to generate sentence groups and all the proposed algorithms in 2.3 for group-level and sentence-level orderings, resulting in 8 combinations as test orderings, each coded in the format of “Grouping (CC/MKM) / Group ordering (T/G) / Sentence ordering (T/G)”, where T and G represent the text order approach and the greedy selection approach respectively. For example, “CC/T/G” means grouping with CC, group ordering with text order, and sentence ordering with the greedy approach.

We evaluated the test orderings against the 3 reference orderings and compute the average (Madnani et al., 2007) by using 3 different metrics.

The first metric is Kendall’s \( \tau \) (Lapata 2003, 2006), which has been reliably used in ordering evaluations (Bollegala et al., 2006; Madnani et al., 2007). It measures ordering differences in terms of the number of adjacent sentence inversions necessary to convert a test ordering to the reference ordering.

\[
\tau = 1 - \frac{4m}{N(N-1)}
\]

In this formula, \( m \) represents the number of inversions described above and \( N \) is the total number of sentences.

The second metric is the Average Continuity (AC) proposed by Bollegala et al. (2006), which captures the intuition that the quality of sentence orderings can be estimated by the number of correctly arranged continuous sentences.

\[
AC = \exp(1/(k-1) \sum_{n=2}^{k} \log(P_n + \alpha))
\]

In this formula, \( k \) is the maximum number of continuous sentences, \( \alpha \) is a small value in case \( P_n = 1 \). \( P_n \), the proportion of continuous sentences of length \( n \) in an ordering, is defined as \( m/(N-n+1) \) where \( m \) is the number of continuous sentences of length \( n \) in both the test and reference orderings and \( N \) is the total number of sentences. Following (Bollegala et al., 2006), we set \( k = \text{Min}(4, N) \) and \( \alpha = 0.01 \).

We also go a step further by considering only the continuous sentences in a paragraph marked by human annotators, because paragraphs are local meaning units perceived by human readers and the order of continuous sentences in a paragraph is more strongly grounded than the order of continuous sentences across paragraph boundaries. So in-paragraph sentence continuity is a better estimation for the quality of sentence orderings. This is our third metric: Paragraph-level Average Continuity (P-AC).

\[
P\text{-AC} = \exp(1/(k-1) \sum_{n=2}^{k} \log(P_{PP_n} + \alpha))
\]

Here \( P_{PP_n} = m'/(N-n+1) \), where \( m' \) is the number of continuous sentences of length \( n \) in both the test ordering and a paragraph of the reference ordering. All the other parameters are as defined in AC and \( P_n \).

### 3.2 Results

The following tables show the results measured by each metric. For comparison, we also include a “Baseline” that uses the text order. For each dataset, two-tailed t-test is conducted between the top scorer and all the other orderings and statistical significance \( (p < 0.05) \) is marked with *.

<table>
<thead>
<tr>
<th></th>
<th>( \tau )</th>
<th>AC</th>
<th>P-AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.6573*</td>
<td>0.4452*</td>
<td>0.0630</td>
</tr>
<tr>
<td>CC/T/T</td>
<td>0.7286</td>
<td>0.5688</td>
<td>0.0749</td>
</tr>
<tr>
<td>CC/T/G</td>
<td>0.7149</td>
<td>0.5449</td>
<td>0.0714</td>
</tr>
<tr>
<td>CC/G/T</td>
<td>0.7094</td>
<td>0.5449</td>
<td>0.0703</td>
</tr>
<tr>
<td>CC/G/G</td>
<td>0.6986</td>
<td>0.5320</td>
<td>0.0689</td>
</tr>
<tr>
<td>MKM/T/T</td>
<td>0.6735</td>
<td>0.4670*</td>
<td>0.0685</td>
</tr>
<tr>
<td>MKM/T/G</td>
<td>0.6722</td>
<td>0.4452*</td>
<td>0.0674</td>
</tr>
<tr>
<td>MKM/G/T</td>
<td>0.6710</td>
<td>0.4452*</td>
<td>0.0660</td>
</tr>
<tr>
<td>MKM/G/G</td>
<td>0.6588*</td>
<td>0.4683*</td>
<td>0.0682</td>
</tr>
</tbody>
</table>

Table 1: D400 Evaluation
Table 2: D1k Evaluation

<table>
<thead>
<tr>
<th>Method</th>
<th>τ</th>
<th>AC</th>
<th>P-AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.3276</td>
<td>0.0867*</td>
<td>0.0428*</td>
</tr>
<tr>
<td>CC/T/T</td>
<td>0.3324</td>
<td>0.0979</td>
<td>0.0463*</td>
</tr>
<tr>
<td>CC/T/G</td>
<td>0.3276</td>
<td>0.0923</td>
<td>0.0436*</td>
</tr>
<tr>
<td>CC/G/T</td>
<td>0.3282</td>
<td>0.0944</td>
<td>0.0479*</td>
</tr>
<tr>
<td>CC/G/G</td>
<td>0.3220</td>
<td>0.0893*</td>
<td>0.0428*</td>
</tr>
<tr>
<td>MKM/T/T</td>
<td>0.3390</td>
<td>0.1152</td>
<td>0.0602</td>
</tr>
<tr>
<td>MKM/T/G</td>
<td>0.3381</td>
<td>0.1130</td>
<td>0.0588</td>
</tr>
<tr>
<td>MKM/G/T</td>
<td>0.3375</td>
<td>0.1124</td>
<td>0.0576</td>
</tr>
<tr>
<td>MKM/G/G</td>
<td>0.3379</td>
<td>0.1124</td>
<td>0.0581</td>
</tr>
</tbody>
</table>

Table 3: D2k Evaluation

<table>
<thead>
<tr>
<th>Method</th>
<th>τ</th>
<th>AC</th>
<th>P-AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.3125*</td>
<td>0.1622</td>
<td>0.0213</td>
</tr>
<tr>
<td>CC/T/T</td>
<td>0.3389</td>
<td>0.1683</td>
<td>0.0235</td>
</tr>
<tr>
<td>CC/T/G</td>
<td>0.3281</td>
<td>0.1683</td>
<td>0.0229</td>
</tr>
<tr>
<td>CC/G/T</td>
<td>0.3274</td>
<td>0.1665</td>
<td>0.0226</td>
</tr>
<tr>
<td>CC/G/G</td>
<td>0.3279</td>
<td>0.1672</td>
<td>0.0226</td>
</tr>
<tr>
<td>MKM/T/T</td>
<td>0.3125*</td>
<td>0.1634</td>
<td>0.0216</td>
</tr>
<tr>
<td>MKM/T/G</td>
<td>0.3125*</td>
<td>0.1628</td>
<td>0.0215</td>
</tr>
<tr>
<td>MKM/G/T</td>
<td>0.3125*</td>
<td>0.1630</td>
<td>0.0216</td>
</tr>
<tr>
<td>MKM/G/G</td>
<td>0.3122*</td>
<td>0.1628</td>
<td>0.0215</td>
</tr>
</tbody>
</table>

The grouping method does make a difference. While CC works best for the short and long datasets (D400 and D2k), MKM is more effective for the medium-sized dataset D1k. Whether the difference is simply due to length or linguistic/stylistic subtleties is an interesting topic for in-depth study.

4 Conclusion and Future Work

We have established a grouping-based ordering scheme to accommodate both local and global coherence for summary generation. Experiments on single-document summaries validate our approach and challenge the well accepted text order by the summarization community.

Nonetheless, the results do not necessarily propagate to multi-document summarization, for which the same-document clue for ordering cannot apply directly. Adapting the proposed scheme to multi-document summary generation is the ongoing work we are engaged in. In the next step, we will experiment with alternative sentence representations and ordering algorithms to achieve better performance.

We are also considering adapting more sophisticated coherence-oriented models, such as (Soricut and Marcu, 2006; Elsner et al., 2007), to our problem so as to make more interesting comparisons possible.
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Abstract
In this thesis proposal I present my thesis work, about pre- and postprocessing for statistical machine translation, mainly into Germanic languages. I focus my work on four areas: compounding, definite noun phrases, reordering, and error correction. Initial results are positive within all four areas, and there are promising possibilities for extending these approaches. In addition I also focus on methods for performing thorough error analysis of machine translation output, which can both motivate and evaluate the studies performed.

1 Introduction
Statistical machine translation (SMT) is based on training statistical models from large corpora of human translations. It has the advantage that it is very fast to train, if there are available corpora, compared to rule-based systems, and SMT systems are often relatively good at lexical disambiguation. A large drawback of SMT systems is that they use no or little grammatical knowledge, relying mainly on a target language model for producing correct target language texts, often resulting in ungrammatical output. Thus, methods to include some, possibly shallow, linguistic knowledge seem reasonable.

The main focus for SMT to date has been on translation into English, for which the models work relatively well, especially for source languages that are structurally similar to English. There has been less research on translation out of English, or between other language pairs. Methods that are useful for translation into English have problems in many cases, for instance for translation into morphologically rich languages. Word order differences and morphological complexity of a language have been shown to be explanatory variables for the performance of phrase-based SMT systems (Birch et al., 2008). German and the Scandinavian languages are a good sample of languages, I believe, since they are both more morphologically complex than English to a varying degree, and the word order differ to some extent, with mostly local differences between English and Scandinavian, and also long distance differences with German, especially for verbs.

Some problems with SMT into German and Swedish are exemplified in Table 1. In the German example, the translation of the verb welcome is missing in the SMT output. Missing and misplaced verbs are common error types, since the German verb should appear last in the sentence in this context, as in the reference, begrüßen. There is also an idiomatic compound, redebeitrag (speech+contribution; intervention) in the reference, which is produced as the single word Beitrag in the SMT output. In the Swedish example, there are problems with a definite NP, which has the wrong gender of the definite article, den instead of det, and is missing a definite suffix on the noun synsätt(et) ((the) approach).

In this proposal I outline my thesis work which aims to improve statistical machine translation, particularly into Germanic languages, by using pre- and postprocessing on one or both language sides, with an additional focus on error analysis. In section 2 I present a thesis overview, and in section 3 I briefly overview MT evaluation techniques, and discuss my work on MT error analysis. In section 4 I describe my work on pre- and postprocessing, which is focused on compounding, definite noun phrases, word order, and error correction.
2 Thesis Overview

My main research focus is how pre- and postprocessing can be used to improve statistical MT, with a focus on translation into Germanic languages. The idea behind preprocessing is to change the training corpus on the source side and/or on the target side in order to make them more similar, which makes the SMT task easier, since the standard SMT models work better for more similar languages. Postprocessing is needed after the translation when the target language has been preprocessed, in order to restore it to the normal target language. Postprocessing can also be used on standard MT output, in order to correct some of the errors from the MT system. I focus my work about pre- and postprocessing on four areas: compounding, definite noun phrases, word order, and error correction. In addition I am making an effort into error analysis, to identify and classify errors in the MT output, both in order to focus my research effort, and to evaluate and compare systems.

My work is based on the phrase-based approach to statistical machine translation (PBSMT, Koehn et al. (2003)). I further use the framework of factored machine translation, where each word is represented as a vector of factors, such as surface word, lemma and part-of-speech, rather than only as surface words (Koehn and Hoang, 2007). I mostly utilize factors to translate into both words and (morphological) part-of-speech, and can then use an additional sequence model based on part-of-speech, which potentially can improve word order and agreement. I take advantage of available tools, such as the Moses toolkit (Koehn et al., 2007) for factored phrase-based translation.

I have chosen to focus on PBSMT, which is a very successful MT approach, and have received much research focus. Other SMT approaches, such as hierarchical and syntactical SMT (e.g. Chiang (2007), Zhang et al. (2007a)) can potentially overcome some language differences that are problematic for PBSMT, such as long-distance word order differences. Many of these models have had good results, but they have the drawback of being more complex than PBSMT, and some methods do not scale well to large corpora. While these models at least in principle address some of the drawbacks of the flat structure in PBSMT, Wang et al. (2010) showed that a syntactic SMT system can still gain from preprocessing such as parse-tree modification.

3 Evaluation and Error Analysis

Machine translation systems are often only evaluated quantitatively by using automatic metrics, such as Bleu (Papineni et al., 2002), which compares the system output to one or more human reference translations. While this type of evaluation has its advantages, mainly that it is fast and cheap, its correlation with human judgments is often low, especially for translation out of English (Callison-Burch et al., 2009). In order to overcome these problems to some extent I use several metrics in my studies, instead of only Bleu. Despite this, metrics only give a single score per sentence batch and system, which even using several metrics gives us little information on the particular problems with a system, or about what the possible improvements are.

One alternative to automatic metrics is human judgments, either absolute scores, for instance for adequacy or fluency, or by ranking sentences or segments. Such evaluations are a valuable complement to automatic metrics, but they are costly and time-consuming, and while they are useful for comparing systems they also fail to pinpoint specific problems. I mainly take advantage of this type of evaluation as part of participating with my research group in MT.

Table 1: Examples of problematic PBSMT output
shared tasks with large evaluation campaigns such as WMT (e.g. Callison-Burch et al. (2009)).

To overcome the limitation of quantitative evaluations, I focus on error analysis (EA) of MT output in my thesis. EA is the task of annotating and classifying the errors in MT output, which gives a qualitative view. It can be used to evaluate and compare systems, but is also useful in order to focus the research effort on common problems for the language pair in question. There have been previous attempts of describing typologies for EA for MT, but they are not unproblematic. Vilar et al. (2006) suggested a typology with five main categories: missing, incorrect, unknown, word order, and punctuation, which have also been used by other researchers, mainly for evaluation. However, this typology is relatively shallow and mixes classification of errors with causes of errors. Farrús et al. (2010) suggested a typology based on linguistic categories, such as orthography and semantics, but their descriptions of these categories and their subcategories are not detailed. Thus, as part of my research, I am in the progress of designing a fine-grained typology and guidelines for EA. I have also created a tool for performing MT error analysis (Stymne, 2011a). Initial annotations have helped to focus my research efforts, and will be discussed below. I also plan to use EA as one means of evaluating my work on pre- and postprocessing.

4 Main Research Problems

In this section I describe the four main problem areas I will focus on in my thesis project. I summarize briefly previous work in each area, and outline my own current and planned contributions. Sample results from the different studies are shown in Table 2.

4.1 Compounding

In most Germanic languages, compounds are written without spaces or other word boundaries, which makes them problematic for SMT, mainly due to sparse data problems. The standard method for treating compounds for translation from Germanic languages is to split them in both the training data and translation input (e.g. (Nießen and Ney, 2000; Koehn and Knight, 2003; Popović et al., 2006)). Koehn and Knight (2003) also suggested a corpus-based compound splitting method that has been much used for SMT, where compounds are split based on corpus frequencies of its parts.

If compounds are split for translation into Germanic languages, the SMT system produces output with split compounds, which need to be postprocessed into full compounds. There has been very little research into this problem. For this process to be successful, it is important that the SMT system produces the split compound parts in a correct word order. To encourage this I have used a factored translation system that outputs parts-of-speech and uses a sequence model on parts-of-speech. I extended the part-of-speech tagset to use special part-of-speech tags for split compound parts, which depend on the head part-of-speech of the compound. For instance, the Swedish noun päronträd (pear tree) would be tagged as päron\textit{|N-part träd}|N when split. Using this model the number of compound parts that were produced in the wrong order was reduced drastically compared to not using a part-of-speech sequence model for translation into German (Stymne, 2009a).

I also designed an algorithm for the merging task that uses these part-of-speech tags to merge compounds only when the next part-of-speech tag matches. This merging method outperforms reimplementations and variations of previous merging suggestions (Popović et al., 2006), and methods adapted from morphology merging (Virpioja et al., 2007) for translation into German (Stymne, 2009a). It also has the advantage over previous merging methods that it can produce novel compounds, while at the same time reducing the risk of merging parts into non-words. I have also shown that these compound processing methods work equally well for translation into Swedish (Stymne and Holmqvist, 2008). Currently I am working on methods for further improving compound merging, with promising initial results.

4.2 Definite Noun Phrases

In Scandinavian languages there are two ways to express definiteness in noun phrases, either by a definite article, or by a suffix on the noun. This leads to problems when translating into these languages, such as superfluous definite articles and wrong forms of nouns. I am not aware of any published research in this area, but an unpublished
Table 2: A selection of results for the four pre- and postprocessing strategies. Corpus sizes are given as number of sentences. BL is baseline systems, +Comp with compound processing, +Def with definite processing, +Reo with iterative reordering and alignment and monotone decoding, +EC with grammar checker error correction. The test set for error correction only contains sentences that are affected by the error correction.

<table>
<thead>
<tr>
<th>Language pair</th>
<th>Corpus</th>
<th>Corpus size</th>
<th>Testset size</th>
<th>In article</th>
<th>System</th>
<th>Bleu</th>
<th>NIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>En-De</td>
<td>Europarl</td>
<td>439,513</td>
<td>2,000</td>
<td>Stymne (2008)</td>
<td>BL</td>
<td>19.31</td>
<td>5.727</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+Comp</td>
<td>19.73</td>
<td>5.854</td>
</tr>
<tr>
<td>En-Se</td>
<td>Europarl</td>
<td>701,157</td>
<td>2,000</td>
<td>Stymne and Holmqvist (2008)</td>
<td>BL</td>
<td>21.63</td>
<td>6.109</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+Comp</td>
<td>22.12</td>
<td>6.143</td>
</tr>
<tr>
<td>En-Da</td>
<td>Automotive</td>
<td>168,046</td>
<td>1,000</td>
<td>Stymne (2009b)</td>
<td>BL</td>
<td>70.91</td>
<td>8.816</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+Def</td>
<td>76.35</td>
<td>9.363</td>
</tr>
<tr>
<td>En-Se</td>
<td>Europarl</td>
<td>701,157</td>
<td>1,000</td>
<td>Stymne (2011b)</td>
<td>BL</td>
<td>21.63</td>
<td>6.109</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+Def</td>
<td>22.03</td>
<td>6.178</td>
</tr>
<tr>
<td>En-De</td>
<td>Europarl</td>
<td>439,513</td>
<td>2,000</td>
<td>Stymne (2011c)</td>
<td>BL</td>
<td>19.32</td>
<td>5.901</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+Reo</td>
<td>19.59</td>
<td>5.936</td>
</tr>
<tr>
<td>En-Se</td>
<td>Europarl</td>
<td>701,157</td>
<td>335</td>
<td>Stymne and Ahrenberg (2010)</td>
<td>BL</td>
<td>19.44</td>
<td>5.381</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+EC</td>
<td>22.12</td>
<td>5.447</td>
</tr>
</tbody>
</table>

I address definiteness by preprocessing the source language, to make definite NPs structurally similar to target language NPs. The transformations are rule-based, using part-of-speech tags. Definite NPs in Scandinavian languages are mimicked in the source language by removing superfluous definite articles, and/or adding definite suffixes to nouns. In an initial study, this gave very good results, with relative Bleu improvements of up to 22.1% for translation into Danish (Stymne, 2009b). In Swedish and Norwegian, the distribution of definite suffixes is more complex than in Danish, and the basic strategy that worked well for Danish was not successful (Stymne, 2011b). A small modification to the basic strategy, so that superfluous English articles were removed, but no suffixes were added, was successful for translation from English into Swedish and Norwegian. A planned extension is to integrate the transformations into a lattice that is fed to the decoder, in the spirit of (Dyer et al., 2008).

4.3 Word Order

There has been a lot of research on how to handle word order differences between languages. Preprocessing approaches can use either hand-written rules targeting known language differences (e.g. Collins et al. (2005), Li et al. (2009)), or automatically learnt rules (e.g. Xia and McCord (2004), Zhang et al. (2007b)), which are basically language independent.

I have performed an initial study on a language independent word order strategy where reordering rule learning and word alignment are performed iteratively, since they both depend on the other process (Stymne, 2011c). There were no overall improvements as measured by Bleu, but an investigation of the reordering rules showed that the rules learned in the different iterations are different with regard to the linguistic phenomena they handle, indicating that it is possible to learn new information from iterating rule learning and word alignment. In this study I only choose the 1-best reordering as input to the SMT system. I plan to extend this by presenting several reorderings to the decoder as a lattice, which has been successful in previous work (see e.g. Zhang et al. (2007b)).

My preliminary error analysis has shown that there are two main word order difficulties for translation between English and Swedish, adverb placement, and V2 errors, where the verb is not placed in the correct position when it should be placed before the subject. I plan to design a preprocessing scheme to tackle these particular problems for English-Swedish translation.
4.4 Error Correction

Postprocessing can be used to correct MT output that has not been preprocessed, for instance in order to improve the grammaticality. There has not been much research in this area. A few examples are Elming (2006), who use transformation-based learning for word substitution based on aligned human post-edited sentences, and Guzmán (2007) who used regular expression to correct regular Spanish errors. I have applied error correction suggestions given by a grammar checker to the MT output, showing that it can improve certain types of errors, such as NP agreement and word order, with a high precision, but unfortunately with a low recall (Stymne and Ahrenberg, 2010). Since the recall is low, the positive effect on metrics such as Bleu is small on general test sets, but there are improvements on test sets which only contains sentences that are affected by the postprocessing. An error analysis showed that 68–74% of the corrections made were useful, and only around 10% of the changes made were harmful. I believe that this approach could be even more useful for similar languages, such as Danish and Swedish, where a spell-checker might also be useful.

The initial error analysis I have performed has helped to identify common errors in SMT output, and shown that many of them are quite regular. A strategy I intend to pursue is to further identify common and regular problems, and to either construct rules or to train a machine learning classifier to identify them, in order to be able to postprocess them. It might also be possible to use the annotations from the error analysis as part of the training data for such a classifier.

5 Discussion

The main focus of my thesis will be on designing and evaluating methods for pre- and postprocessing of statistical MT, where I will contribute methods that can improve translation within the four areas discussed in section 4. The effort is focused on translation into Germanic languages, including German, on which there has been much previous research, and Swedish and other Scandinavian languages, where there has been little previous research. I believe that both language-pair dependent and independent methods for pre- and postprocessing can be useful. It is also the case that some language-pair dependent methods carry over to other (similar) language pairs with no or little modification. So far I have mostly used rule-based processing, but I plan to extend this with investigating machine learning methods, and compare the two main approaches.

I strongly believe that it is important for MT researchers to perform qualitative evaluations, both for identifying problems with MT systems, and for evaluating and comparing systems. In my experience it is often the case that a change to the system to improve one aspect, such as compounding, also leads to many other changes, in the case of compounding for instance because of the possibility of improved alignments, which I think we lack a proper understanding of.

My planned thesis contributions are to design a detailed error typology, guidelines, and a tool, targeted at MT researchers, for performing error annotation, and to improve statistical machine translation in four problem areas, using several methods of pre- and postprocessing.
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Abstract

Named entity disambiguation is the task of linking an entity mention in a text to the correct real-world referent predefined in a knowledge base, and is a crucial subtask in many areas like information retrieval or topic detection and tracking. Named entity disambiguation is challenging because entity mentions can be ambiguous and an entity can be referenced by different surface forms. We present an approach that exploits Wikipedia relations between entities co-occurring with the ambiguous form to derive a range of novel features for classifying candidate referents. We find that our features improve disambiguation results significantly over a strong popularity baseline, and are especially suitable for recognizing entities not contained in the knowledge base. Our system achieves state-of-the-art results on the TAC-KBP 2009 dataset.

1 Introduction

Identifying the correct real-world referents of named entities (NE) mentioned in text (such as people, organizations, and geographic locations) plays an important role in various natural language processing and information retrieval tasks. The goal of Named Entity Disambiguation (NED) is to label a surface form denoting an NE in text with one of multiple predefined NEs from a knowledge base (KB), or to detect that the surface form refers to an out-of-KB entity, which is known as NIL detection. NED has become a popular research field recently, as the growth of large-scale publicly available encyclopedic knowledge resources such as Wikipedia has stimulated research on linking NEs in text to their entries in these KBs (Bunescu and Pasca, 2006; McNamee and Dang, 2009).

The disambiguation of named entities raises several challenges: Surface forms in text can be ambiguous, and the same entity can be referred to by different surface forms. For example, the surface form “George Bush” may denote either of two former U.S. presidents, and the later president can be referred to by “George W. Bush” or with his nickname “Dubya”. Thus, a many-to-many mapping between surface forms and entities has to be resolved. In addition, entity mentions may not have a matching entity in the KB, which is often the case for non-popular entities.

Typical approaches to NED combine the use of document context knowledge with entity information stored in the KB in order to disambiguate entities. Many systems represent document context and KB information as word or concept vectors, and rank entities using vector space similarity metrics (Cucerzan, 2007). Other authors employ supervised machine learning algorithms to classify or rank candidate entities (Bunescu and Pasca, 2006; Zhang et al., 2010). Common features include popularity metrics based on Wikipedia’s graph structure or on name mention frequency (Dredze et al., 2010; Han and Zhao, 2009), similarity metrics exploring Wikipedia’s concept relations (Han and Zhao, 2009), and string similarity features. Recent work also addresses the task of NIL detection (Dredze et al., 2010).

While previous research has largely focused on disambiguating each entity mention in a document
separately (McNamee and Dang, 2009), we explore an approach that is driven by the observation that entities normally co-occur in texts. Documents often discuss several different entities related to each other, e.g. a news article may report on a meeting of political leaders from different countries. Analogously, entries in a KB such as Wikipedia are linked to other, related entries.

Our Contributions In this paper, we evaluate a range of novel disambiguation features that exploit the relations between NEs identified in a document and in the KB. Our goal is to explore the usefulness of Wikipedia’s link structure as source of relations between entities. We propose a method for candidate selection that is based on an inverted index of surface forms and entities (Section 3.2). Instead of a bag-of-words approach we use co-occurring NEs in text for describing an ambiguous surface form. We introduce several different disambiguation features that exploit the relations between entities derived from the graph structure of Wikipedia (Section 3.3). Finally, we combine our disambiguation features and achieve state-of-the-art results with a Support Vector Machine (SVM) classifier (Section 4).

2 Problem statement

The task of NED is to assign a surface form \( s \) found in a document \( d \) to a target NE \( t \in E(s) \), where \( E(s) \subset E \) is a set of candidate NEs from an entity KB that is defined by \( E = \{ e_1, e_2, ..., e_n \} \), or to recognize that the found surface form \( s \) refers to a missing target entity \( t \notin E(s) \). For solving the task, three main challenges have to be addressed:

Ambiguity Names of NEs may be ambiguous. Since the same surface form \( s \) may refer to more than one NE \( e \), the correct target entity \( t \) has to be determined from a set of candidates \( E(s) \).

Name variants Often, name variants (e.g. abbreviations, acronyms or synonyms) are used in texts to refer to the same NE, which has to be considered for the determination of candidates \( E(s) \) for a given surface form \( s \).

KB coverage KBs cover only a limited number of NEs, mostly popular NEs. Another challenge of NED is therefore to recognize missing NEs where \( t \notin E(s) \), given a surface form \( s \) (NIL detection).

3 Named Entity Disambiguation

We formulate NED as a supervised binary classification problem. In this section we describe the construction and structure of the KB and the candidate selection scheme, followed by an overview of disambiguation features and the candidate classification algorithm.

3.1 Knowledge base construction

Our approach disambiguates named entities against a KB constructed from Wikipedia. To this end, we process Wikipedia to extract several types of information for each Wikipedia article describing a concept (i.e. any article not being a redirect page, a disambiguation page, or any other kind of meta page). We collect a set of name variants (surface forms) for each concept from article titles, redirect pages, disambiguation pages and the anchor texts of internal Wikipedia links, following Cucerzan (2007). For each concept, we also collect its set of incoming and outgoing links to other Wikipedia pages. Finally, we extract the article’s full text. We store this information in an inverted index, which allows for very efficient access and search during candidate selection and feature computation.

Figure 1: Ambiguity of Wikipedia surface forms. The distribution follows a power law, as many surface forms have only a single meaning (i.e. refer to a single Wikipedia concept), and some surface forms are highly ambiguous, referring to very many different concepts.
The distribution of surface forms follows a power law, where the majority of surface forms is unambiguous, but some surface forms are very ambiguous (Figure 1). This suggests that for a given set of distinct surface forms found in a document, many of these will unambiguously refer to a single Wikipedia entity. These entities can then be used to disambiguate surface forms referring to multiple entities.

3.2 Candidate selection

Given a surface form identified in a document, the task of the candidate selection component is to retrieve a set of candidate entities from the KB. To this end, we execute a search on index fields storing article titles, redirect titles, and name variants. We implement a weighted search to give high weights to exact title matches, a lesser emphasis on redirect matches, and finally a low weight for all other name variants. In addition, we implement a fuzzy search on the title and redirect fields to select KB entries with approximate string similarity to the surface form.

3.3 Disambiguation features

In this section, we describe the features that we use in our disambiguation approach.

Entity Context (EC) The EC disambiguation feature is calculated as the cosine similarity between the document context \( \mathbf{d} \) of a surface form \( s \) and the Wikipedia article \( c \) of each candidate \( c \in E(s) \). We represent both contexts as vectors of URIs. To create \( \mathbf{d} \) we extract all NEs from the text using the Stanford NE Recognizer (Finkel et al., 2005) and represent each NE by its Wikipedia URI. If a surface form is ambiguous, we choose the most popular NE with the popularity metric described below. Analogously, we represent each \( c \) as a vector of the incoming and outgoing URIs found on its Wikipedia page.

Link Context (LC) The link context feature is an extension of the EC feature. Since our observations have shown that the entity context can be very small and consequently the overlap between \( \mathbf{d} \) and \( \mathbf{c} \) may be very low, we extend \( \mathbf{d} \) by all incoming (LC-in) or by all incoming and outgoing (LC-all) Wikipedia URIs of the NEs from the entity context. We assume that Wikipedia pages contain information on the referenced pages or at least are thematically related to these pages. With the extension of \( \mathbf{d} \) to \( \mathbf{d}' \), we expect a higher overlap between the context vectors, so that \( \cos(\mathbf{d}', \mathbf{c}) \geq \cos(\mathbf{d}, \mathbf{c}) \).

Candidate Rank (CR) The features described so far disambiguate every surface form \( s \in S \) from a document \( d \) separately, whereas our Candidate Rank feature aims to disambiguate all surface forms \( S \) found in a document \( d \) at once. We represent \( d \) as a graph \( D = (E(S), L(E(S))) \) where the nodes \( E(S) = \bigcup_{s \in S} E(s) \) are all candidates of all surface forms in the document and \( L(E(S)) \) is the set of links between the candidates, as found in Wikipedia. Then, we compute the PageRank score (Brin and Page, 1998) of all \( c \in E(S) \) and choose for each \( s \) the candidate with the highest PageRank score in the document graph \( D \).

Standard Features In addition to the previously described features we also implement a set of commonly accepted features. These include a feature based on the cosine similarity between word vector representations of the document and the Wikipedia article of each candidate (BOW) (Bunescu, 2007). We perform stemming, remove stopwords, and weight words with tf.idf in both cases. Another standard feature we use is the popularity of a surface form (SFP). We calculate how often a surface form \( s \) references a candidate \( c \in E(s) \) in relation to the total number of mentions of \( s \) in Wikipedia (Han and Zhao, 2009). Since we use an index for selecting candidates (Section 3.2), we also exploit the candidate selection score (CS) returned for each candidate as a disambiguation feature.

3.4 Candidate classifier and NIL detection

We cast NED as a supervised classification task and use two binary SVM classifiers (Vapnik, 1995). The first classifier decides for each candidate \( c \in E(s) \) if it corresponds to the target entity. Each candidate is represented as a vector \( \mathbf{x}_c \) of features. For training the classifier we label as a positive example at most one \( \mathbf{x}_c \) from the set of candidates for a surface form \( s \), and all others as negative.

In addition, we train a separate classifier to detect NIL queries, i.e. where all \( \mathbf{x}_c \) from \( E(s) \) are labeled as negative examples. This may e.g. be the case
if the similarity values of all candidates \( c \in E(s) \) are very low. We calculate several different features, such as the maximum, mean and minimum, the difference between maximum and mean, and the difference between maximum and minimum, of all atomic features, using the feature vectors of all candidates in \( E(s) \). Both classifier use a radial basis function kernel, with parameter settings of \( C = 32 \) and \( \gamma = 8 \). We optimized these settings on a separate development dataset.

### 4 Evaluation

We conduct our experiments on the 2009 Knowledge Base Population (KBP) dataset of the Text Analysis Conference (TAC) (McNamee and Dang, 2009). The dataset consists of a KB derived from a 2008 snapshot of the English Wikipedia, and a collection of newswire, weblog and newsgroup documents. A set of 3904 surface form-document pairs (queries) is constructed from these sources, encompassing 560 unique entities. The majority of queries (57%) are NIL queries, of the KB queries, 69% are for organizations and 15% each for persons and geopolitical entities. For each query the surface form appearing in the given document has to be disambiguated against the KB.

We randomly split the 3904 queries to perform 10-fold cross-validation, and stratify the resulting folds to ensure a similar distribution of KB and NIL queries in our training data. After normalizing feature values to be in \([0, 1]\), we train a candidate and a NIL classifier on 90% of the queries in each iteration, and test using the remaining 10%. Results reported in this paper are then averaged across the test folds.

Table 1 compares the micro-averaged accuracy of our approach on KB and NIL queries for different feature sets, and lists the results of two other state-of-the-art systems (Dredze et al., 2010; Zheng et al., 2010), as well as the best and median reported performance of the 2009 TAC-KBP track (McNamee et al., 2010). Micro-averaged accuracy is calculated as the fraction of correct queries, and is the official TAC-KBP evaluation measure. As a baseline we use a feature set consisting of the BOW and SFP features. The best feature set in our experiments comprises all features except for the LC-all and CR features.

![Figure 2: The micro-averaged accuracy for all types of queries on TAC-KBP 2009 data in comparison to other systems.](image)

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>All queries</th>
<th>KB</th>
<th>NIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline features</td>
<td>0.7797</td>
<td>0.6246</td>
<td>0.8964</td>
</tr>
<tr>
<td>All features</td>
<td>0.8391</td>
<td>0.6795</td>
<td>0.9592</td>
</tr>
<tr>
<td>Best features</td>
<td>0.8422</td>
<td>0.6825</td>
<td>0.9623</td>
</tr>
<tr>
<td>Dredze et al.</td>
<td>0.7941</td>
<td>0.6639</td>
<td>0.8919</td>
</tr>
<tr>
<td>Zheng et al.</td>
<td>0.8494</td>
<td>0.7900</td>
<td>0.8941</td>
</tr>
<tr>
<td>Best TAC 2009</td>
<td>0.8217</td>
<td>0.7725</td>
<td>0.8919</td>
</tr>
<tr>
<td>Median TAC 2009</td>
<td>0.7108</td>
<td>0.6352</td>
<td>0.7891</td>
</tr>
</tbody>
</table>

Our best accuracy of 0.84 compares favorably with other state-of-the-art systems on this dataset. Using the best feature set improves the disambiguation accuracy by 6.2% over the baseline feature set, which is significant at \( p = 0.05 \). For KB queries our system’s accuracy is higher than that of Dredze et al., but lower than the accuracy reported by Zheng et al. One striking result is the high accuracy for NIL queries, where our approach outperforms all previously reported results (Figure 2).

Figure 3 displays the performance of our approach when iteratively adding features. We can see that the novel entity features contribute to a higher overall accuracy. Including the candidate selection score (CS) improves accuracy by 3.6% over the baseline. The Wikipedia link-based features provide additional gains, however differences are quite
Adding Wikipedia link-based features significantly improves performance over the baseline feature set.

We find that there is hardly any difference in performance between using the LC-all and LC-in features. The Candidate Rank (CR) feature slightly decreases the overall accuracy. A manual inspection of the CR feature shows that often candidates cannot be distinguished by the classifier because they are assigned the same PageRank scores. We assume this results from our use of uniform priors for the edges and vertices of the document graphs.

5 Conclusion and Future Work

We presented a supervised approach for named entity disambiguation that explores novel features based on Wikipedia’s link structure. These features use NEs co-occurring with an ambiguous surface form in a document and their Wikipedia relations to score the candidates. Our system achieves state-of-the-art results on the TAC-KBP 2009 dataset. We find that our features improve disambiguation results by 6.2% over the popularity baseline, and are especially helpful for recognizing entities not contained in the KB.

In future work we plan to explore multilingual data for NED. Since non-English versions of Wikipedia often are less extensive than the English version we find it promising to combine Wikipedia versions of different languages and to use them as a source for multilingual NED. For multilingual NED evaluation we are currently working on a German dataset, following the TAC-KBP dataset creation guidelines. In addition to Wikipedia, we also intend to exploit more dynamical information sources. For example, when considering news articles, NEs often occur for a certain period of time in consecutive news dealing with the same topic. This short-time context could be a useful source of information for disambiguating novel entities.
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Abstract

This paper describes a method for automatically extracting and classifying multiword expressions (MWEs) for Urdu on the basis of a relatively small unannotated corpus (around 8.12 million tokens). The MWEs are extracted by an unsupervised method and classified into two distinct classes, namely locations and person names. The classification is based on simple heuristics that take the co-occurrence of MWEs with distinct postpositions into account. The resulting classes are evaluated against a hand-annotated gold standard and achieve an f-score of 0.5 and 0.746 for locations and persons, respectively. A target application is the Urdu ParGram grammar, where MWEs are needed to generate a more precise syntactic and semantic analysis.

1 Introduction

Multiword expressions (MWEs) are expressions which can be semantically and syntactically idiosyncratic in nature; acting as a single unit, their meaning is not always predictable from their components. Their identification is therefore an important task for any Natural Language Processing (NLP) application that goes beyond the analysis of pure surface structure, in particular for languages with few other NLP tools available.

There is a vast amount of literature on extracting and classifying MWEs automatically; many approaches rely on already available resources that aid during the acquisition process. In the case of the Indo-Aryan language Urdu, a lack of linguistic resources such as annotated corpora or lexical knowledge bases impedes the task of detecting and classifying MWEs. Nevertheless, statistical measures and language-specific syntactic information can be employed to extract and classify MWEs.

Therefore, the method described in this paper can partly overcome the bottleneck of resource sparsity, despite the relatively small size of the available corpus and the simplistic approach taken. With the help of heuristics as to the occurrence of Urdu MWEs with characteristic postpositions and other cues, it is possible to cluster the MWEs into two groups: locations and person names. It is also possible to detect junk MWEs. The classification is then evaluated against a hand-annotated gold standard of Urdu MWEs.

An NLP tool where the MWEs can be employed is the Urdu ParGram grammar (Butt and King, 2007; Bögel et al., 2007; Bögel et al., 2009), which is based on the Lexical-Functional Grammar (LFG) formalism (Dalrymple, 2001). For this task, different types of MWEs need to be distinguished as they are treated differently in the syntactic analysis.

The paper is structured as follows: Section 2 provides a brief review of related work, in particular on MWE extraction in Indo-Aryan languages. Section 3 describes our methodology, with the evaluation following in Section 4. Section 5 presents the Urdu ParGram Grammar and its treatment of MWEs, followed by the discussion and the summary of the paper in Section 6.

2 Related Work

MWE extraction and classification has been the focus of a large amount of research. However, much work
has been conducted for well-resourced languages such as English, benefiting from large enough corpora (Attia et al., 2010), parallel data (Zarrieß and Kuhn, 2009) and NLP tools such as taggers or dependency parsers (Martens and Vandeghinste (2010), among others) and lexical resources (Pearce, 2001).

Related work on Indo-Aryan languages has mostly focused on the extraction of complex predicates, with the focus on Hindi (Mukerjee et al., 2006; Chakrabarti et al., 2008; Sinha, 2009) and Bengali (Das et al., 2010; Chakraborty and Bandypadhyay, 2010). While complex predicates also make up a large part of the verbal inventory in Urdu (Butt, 1993), for the scope of this paper, we restrict ourselves to classifying MWEs as locations or person names and filter out junk bigrams.

Our approach deviates in several aspects to the related work in Indo-Aryan: First, we do not concentrate on specific POS constructions or dependency relations, but use an unannotated middle-sized corpus. For classification, we use simple heuristics by taking the postpositions of the MWEs into account. These can provide hints as to the nature of the MWE.

3 Methodology
3.1 Extraction and Identification of MWE Candidates

The bigram extraction was carried out on a corpus of around 8.12 million tokens of Urdu newspaper text, collected by the Center for Research in Urdu Language Processing (CRULP) (Hussain, 2008). We did not perform any pre-processing such as POS tagging or stop word removal.

Due to the relatively small size of our corpus, the frequency cut-off for bigrams was set to 5, i.e. all bigrams that occurred five times or more in the corpus were considered. This rendered a list of 172,847 bigrams which were then ranked with the $X^2$ association measure, using the UCS toolkit.\footnote{Available at http://www.collocations.de. See Evert (2004) for documentation.}

The reasons for employing the $X^2$ association measure are twofold. First, papers using comparatively sized corpora reported encouraging results for similar experiments (Ramisch et al., 2008; Kizito et al., 2009). Second, initial manual comparison between MWE lists ranked according to all measures implemented in the UCS toolkit revealed the most convincing results for the $X^2$ test.

For the time being, we focus on bigram MWE extraction. While the UCS toolkit readily supports work on Unicode-based languages such as Urdu, it does not support trigram extraction; other freely available tools such as TEXT-NSP\footnote{Available at http://search.cpan.org/dist/Text-NSP. See Banerjee and Pedersen (2003) for documentation.} do come with trigram support, but cannot handle Unicode script. As a consequence, we currently implement our own scripts to overcome these limitations.

3.2 Syntactic Cues

The clustering approach taken in this paper is based on Urdu-specific syntactic information that can be gathered straightforwardly from the corpus. Urdu has a number of postpositions that can be used to identify the nature of an MWE. Typographical cues such as initial capital letters do not exist in the Urdu script.

Locative postpositions The postposition پر (par) either expresses location on something which has a surface or that an object is next to something.\footnote{The employed transliteration scheme is explained in Malik et al. (2010).} In addition, it expresses movement to a destination.

(1) نادیہ تل ابھب پر گئی (Nadiyah t3ul AbEb par gAyI)

Nadya Tel Aviv to go.Perf.Fem.Sg

‘Nadya went to Tel Aviv.’

میں (mEN) expresses location in or at a point in space or time, whereas ذکر (tak) denotes that something extends to a specific point in space. چھ (sE) shows movement away from a certain point in space.

These postpositions mostly occur with locations and are thus syntactic indicators for this type of MWE. However, in special cases, they can also occur with other nouns, in which case we predict wrong results during classification.

Person-indicating syntactic cues To classify an MWE as a person, we consider syntactic cues that usually occur after such MWEs. The ergative marker (nE) describes an agentive subject in transitive
sentences; therefore, it forms part of our heuristic for finding person MWEs.

nAdiyah nE yAsIn kO mArA
Nadya  Erg Yasin Acc hit.Perf.Masc.Sg
‘Nadya hit Yasin.’

The same holds for the possessive markers کا (kA), کی (kE) and کی (kI).

The accusative and dative case marker کو (kO) is also a possible indicator that the preceding MWE is a person.

These cues can also appear with common nouns, but the combination of MWE and syntactic cue hints to a person MWE. However, consider cases such as New Delhi said that the taxes will rise., where New Delhi is treated as an agent with nE attached to it, providing a wrong clue as to the nature of the MWE.

### 3.3 Classifying Urdu MWEs

The classification of the extracted bigrams is solely based on syntactic information as described in the previous section. For every bigram, the postpositions that it occurs with are extracted from the corpus, together with the frequency of the co-occurrence.

Table 1 shows which postpositions are expected to occur with which type of MWE. The first stipulation is that only bigrams that occur with one of the locative postpositions plus the ablative/instrumental marker (sE) one or more times are considered to be locative MWEs (LOC). In contrast, bigrams are judged as persons (PERS) when they co-occur with all postpositions apart from the locative postpositions one or more times. If a bigram occurs with none of the postpositions, it is judged as being junk (JUNK). As a consequence this means that theoretically valid MWEs such as complex predicates, which never occur with a postposition, are misclassified as being JUNK.

Without any further processing, the resulting clusters are then evaluated against a hand-annotated gold standard, as described in the following section.

### 4 Evaluation

#### 4.1 Gold Standard

Our gold standard comprises the 1300 highest ranked Urdu multiword candidates extracted from the CRULP corpus, using the $X^2$ association measure. The bigrams are then hand-annotated by a native speaker of Urdu and clustered into the following classes: locations, person names, companies, miscellaneous MWEs and junk. For the scope of this paper, we restrict ourselves to classifying MWEs as either locations or person names,. This also lies in the nature of the corpus: companies can usually be detected by endings such as “Corp.” or “Ltd.”, as is the case in English. However, these markers are often left out and are not present in the corpus at hand. Therefore, they cannot be used for our clustering. The class of miscellaneous MWEs contains complex predicates that we do not attempt to deal with here.

In total, the gold standard comprises 30 companies, 95 locations, 411 person names, 512 miscellaneous MWEs and 252 junk bigrams. We have not analyzed the gold standard any further, and restricting it to $n < 1300$ might improve the evaluation results.

#### 4.2 Results

The bigrams are classified according to the heuristics outlined in Section 3.3. Evaluating against the hand-annotated gold standard yields the results in Table 2.

While the results are encouraging for persons with an F-score of 0.746, there is still room for improvement for locative MWEs. Part of the problem for per-
son names is that Urdu names are generally longer than two words, and as we have not considered tri-
grams yet, it is impossible to find a postposition after
an incomplete though generally valid name. Locations tend to have the same problem, however the
reasons for missing out on a large part of the loca-
tive MWEs are not quite clear and are currently being
investigated.

Junk bigrams can be detected with an f-score of
0.379. Due to the heterogeneous nature of the mis-
cellaneous MWEs (e.g., complex predicates), many
of them are judged as being junk because they never
occur with a postposition. If one could detect com-
plex predicate and, possibly, other subgroups from
the miscellaneous class, then classifying the junk
MWEs would become easier.

### 5 Integration into the Urdu ParGram

The extracted MWEs are integrated into the Urdu
ParGram grammar (Butt and King, 2007; Bögel et
al., 2007; Bögel et al., 2009), a computational gram-
mar for Urdu running with XLE (Crouch et al., 2010)
and based on the syntax formalism of LFG (Dal-
rymple, 2001). XLE grammars are generally hand-
written and not acquired a machine learning pro-
cess or the like. This makes grammar development a
very conscious task and it is imperative to deal with
MWEs in order to achieve a linguistically valid and
deep syntactic analysis that can be used for an addi-
tional semantic analysis.

MWEs that are correctly classified according to the
gold standard are automatically integrated into the
multiword lexicon of the grammar, accompanied by
information about their nature (see example (3)).

In general, grammar input is first tokenized by a
standard tokenizer that separates the input string into
single tokens and replaces the white spaces with a
special token boundary symbol. Each token is then
passed through a cascade of finite-state morpholog-
ical analyzers (Beesley and Karttunen, 2003). For

MWEs, the matter is different as they are treated as
a single unit to preserve the semantic information
they carry. Apart from the meaning preservation, in-
tegrating MWEs into the grammar reduces parsing
ambiguity and parsing time, while the perspicuity of
the syntactic analyses is increased (Butt et al., 1999).

In order to prevent the MWEs from being inde-
pendently analyzed by the finite-state morphology,
a look-up is performed in a transducer which only
contains MWEs with their morphological informa-
tion. So instead of analyzing t3ul and AbEb sepa-
ately, for example, they are analyzed as a single
item carrying the morphological information
+Noun+Location.4

(3) t3ul AbEb: /t3ul AbEb/ +Noun
+Location

The resulting stem and tag sequence is then
passed on to the grammar. See (4) for an example
and Figures 1 and 2 for the corresponding c- and
f-structure; the +Location tag in (3) is used to
produce the location analysis in the f-structure. Note
also that t3ul AbEb is displayed as a multiword
under the N node in the c-structure.

(4) نادیہ تل ابیب پر گئی
nAdiyah t3ul AbEb par gAyI
Nadya Tel Aviv to go.Perf.Fem.Sg
‘Nadya went to Tel Aviv.’

Figure 1: C-structure for (4)

4The ` symbol is an escape character, yielding a literal white
space.
6 Discussion, Summary and Future Work

Despite the simplistic approach for extracting and clustering Urdu MWEs taken in this paper, the results are encouraging with f-scores of 0.5 and 0.746 for locations and person names, respectively. We are well aware that this paper does not present a complete approach to classifying Urdu multiwords, but considering the targeted tool, the Urdu ParGram grammar, this methodology provides us with a set of MWEs that can be implemented to improve the syntactic analyses.

The methodology provided here can also guide MWE work in other languages facing the same resource sparsity as Urdu, given that distinctive syntactic cues are available in the language.

For Urdu, the syntactic cues are good indications of the nature of the MWE; future work on this subtopic might prove beneficial to the clustering regarding companies, complex predicates and junk MWEs. Another area for future work is to extend the extraction and classification to trigrams to improve the results especially for locations and person names. We also consider harvesting data sources from the web such as lists of cities, common names and companies in Pakistan and India. Such lists are not numerous for Urdu, but they may nevertheless help to generate a larger MWE lexicon.
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Abstract

Recently, several latent topic analysis methods such as LSI, pLSI, and LDA have been widely used for text analysis. However, those methods basically assign topics to words, but do not account for the events in a document. With this background, in this paper, we propose a latent topic extracting method which assigns topics to events. We also show that our proposed method is useful to generate a document summary based on a latent topic.

1 Introduction

Recently, several latent topic analysis methods such as Latent Semantic Indexing (LSI) (Deerwester et al., 1990), Probabilistic LSI (pLSI) (Hofmann, 1999), and Latent Dirichlet Allocation (LDA) (Blei et al., 2003) have been widely used for text analysis. However, those methods basically assign topics to words, but do not account for the events in a document. Here, we define a unit of informing the content of document at the level of sentence as an “Event” 1, and propose a model that treats a document as a set of Events. We use LDA as a latent topic analysis method, and assign topics to Events in a document. To examine our proposed method’s performance on extracting latent topics from a document, we compare the accuracy of our method to that of the conventional methods through a common document retrieval task. Furthermore, as an application of our method, we apply it to a query-biased document summarization (Tombros and Sanderson, 1998; Okumura and Mochizuki, 2000; Berger and Mittal, 2000) to verify that the method is useful for various applications.

2 Related Studies

Suzuki et al. (2010) proposed a flexible latent topics inference in which topics are assigned to phrases in a document. Matsumoto et al. (2005) showed that the accuracy of document classification will be improved by introducing a feature dealing with the dependency relationships among words.

In case of assigning topics to words, it is likely that two documents, which have the same word frequency in themselves, tend to be estimated as they have the same topic probabilistic distribution without considering the dependency relation among words. However, there are many cases where the relationship among words is regarded as more important rather than the frequency of words as the feature identifying the topics of a document. For example, in case of classifying opinions to objects in a document, we have to identify what sort of opinion is assigned to the target objects, therefore, we have to focus on the relationship among words in a sentence, not only on the frequent words appeared in a document. For this reason, we propose a method to assign topics to Events instead of words.

As for studies on document summarization, there are various methods, such as the method based on word frequency (Luhn, 1958; Nenkova and Vanderwende, 2005), and the method based on a graph (Radev, 2004; Wan and Yang, 2006). Moreover, several methods using a latent topic model have been proposed (Bing et al., 2005; Arora and Ravin-
dran, 2008; Bhandari et al., 2008; Henning, 2009; Haghighi and Vanderwende, 2009). In those studies, the methods estimate a topic distribution on each sentence in the same way as the latent semantic analysis methods normally do that on each document, and generate a summary based on the distribution. We also show that our proposed method is useful for the document summarization based on extracting latent topics from sentences.

3 Topic Extraction based on Events

In this study, since we deal with a document as a set of Events, we extract Events from each document; define some of the extracted Events as the index terms for the whole objective documents; and then make an Event-by-document matrix consisting of the frequency of Events to the documents. A latent topic distribution is estimated based on this matrix.

3.1 Definition of an Event

In this study, we define a pair of words in dependent relation which meets the following conditions: (Subject, Predicate) or (Predicate1, Predicate2), as an Event. A noun and unknown words correspond to Subject, while a verb, adjective and adjective verb correspond to Predicate. To extract these pairs, we analyze the dependency structure of sentences in a document by a Japanese dependency structure analyzer, CaboCha. The reason why we define (Predicate1, Predicate2) as an Event is because we recognized the necessity of such type of an Event by investigating the extracted pairs of words and comparing them with the content of the target document in preliminary experiments, and could not extract any Event in case of extracting an Event from the sentences without subject.

3.2 Making an Event-by-Document Matrix

In making a word-by-document matrix, high-frequent words appeared in any documents, and extremely infrequent words are usually not included in the matrix. In our method, high-frequent Events like the former case were not observed in preliminary experiments. We think the reason for this is because an Event, a pair of words, can be more meaningful than a single word, therefore, an Event is particularly a good feature to express the meaning of a document. Meanwhile, the average number of Events per sentence is 4.90, while the average number of words per sentence is 8.93. A lot of infrequent Events were observed in the experiments because of the nature of an Event, i.e., a pair of words. This means that the same process of making a word-by-document matrix cannot be applied to making an Event-by-document matrix because the nature of an Event as a feature expressing a document is different from that of a word. In concrete, if the events, which once appear in documents, would be removed from the candidates to be a part of a document vector, there might be a case where the constructed document vector does not reflect the content of the original documents. Considering this, in order to make the constructed document vector reflect the content of the original documents, we do not remove the Event only itself extracted from a sentence, even though it appears only once in a document.

3.3 Estimating a Topic Distribution

After making an Event-by-document matrix, a latent topic distribution of each Event is estimated by means of Latent Dirichlet Allocation. Latent Dirichlet Allocation is a generative probabilistic model that allows multiple topics to occur in a document, and gets the topic distribution based on the idea that each topic emerges in a document based on a certain probability. Each topic is expressed as a multinomial distribution of words.

In this study, since a topic is assigned to an Event, each topic is expressed as a multinomial distribution of Events. As a method to estimate a topic distribution, while a variational Bayes method (Blei et al., 2003) and its application (Teh et al., 2006) have been proposed, in this study we use Gibbs sampling method (Griffiths and Steyvers, 2004). Furthermore, we define a sum of topic distributions of the events in a query as the topic distribution of the query.

4 Performance Evaluation Experiment

Through a common document retrieval task, we compare our method with the conventional method and evaluate both of them. In concrete, we regard the documents which have a similar topic distribu-

---

2 http://chasen.org/taku/software/cabocha/
tion to a query’s topic distribution as the result of retrieval, and then examine whether or not the estimated topic distribution can represent the latent semantics of each document based on the accuracy of retrieval results. Henceforth, we call the conventional word-based LDA “wordLDA” and our proposed event-based LDA “eventLDA”.

4.1 Measures for Topic Distribution

As measures for identifying the similarity of topic distribution, we adopt Kullback-Leibler Divergence (Kullback and Leibler, 1951), Symmetric Kullback-Leibler Divergence (Kullback and Leibler, 1951), Jensen-Shannon Divergence (Lin, 2002), and cosine similarity. As for wordLDA, Henning (2009) has reported that Jensen-Shannon Divergence shows the best performance among the above measures in terms of estimating the similarity between two sentences. We also compare the performance of the above measures when using eventLDA.

4.2 Experimental Settings

As for the documents used in the experiment, we use a set of data including users’ reviews and their evaluations for hotels and their facilities, provided by Rakuten Travel\(^3\). Each review has five-grade evaluations of a hotel’s facilities such as room, location, and so on. Since the data hold the relationships between objects and their evaluations, therefore, it is said that they are appropriate for the performance evaluation of our method because the relationship is usually expressed in a pair of words, i.e., an Event. The query we used in the experiment was “a room is good”. The total number of documents is 2000, consisting of 1000 documents randomly selected from the users’ reviews whose evaluation for “a room” is 1 (bad) and 1000 documents randomly selected from the reviews whose evaluation is 5 (good). The latter 1000 documents are regarded as the objective documents in retrieval. Because of this experiment design, it is clear that the random choice for retrieving “good” vs. “bad” is 50%. As for the evaluation measure, we adopt 11-point interpolated average precision.

In this experiment, a comparison between the both methods, i.e., wordLDA and eventLDA, is conducted from the viewpoints of the proper number of topics and the most useful measure to estimate similarity. At first, we use Jensen-Shannon Divergence as the measure to estimate the similarity of topic distribution, changing the number of topics \(k\) in the following, \(k = 5, k = 10, k = 20, k = 50, k = 100, \) and \(k = 200\). Next, the number of topics is fixed based on the result of the first process, and then it is decided which measure is the most useful by applying each measure to estimate the similarity of topic distributions. Here, the iteration count of Gibbs Sampling is 200. The number of trials is 20, and all trials are averaged. The same experiment is conducted for wordLDA to compare both results.

4.3 Result

Table 1 shows the retrieval result examined by 11-point interpolated average precision, changing the number of topics \(k\). High accuracy is shown at \(k = 5\) in eventLDA, and \(k = 50\) in wordLDA, respectively. Overall, we see that eventLDA keeps higher accuracy than wordLDA.

<table>
<thead>
<tr>
<th>number of topics</th>
<th>wordLDA</th>
<th>eventLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.5152</td>
<td>0.6256</td>
</tr>
<tr>
<td>10</td>
<td>0.5473</td>
<td>0.5744</td>
</tr>
<tr>
<td>20</td>
<td>0.5649</td>
<td>0.5874</td>
</tr>
<tr>
<td>50</td>
<td>0.5767</td>
<td>0.5740</td>
</tr>
<tr>
<td>100</td>
<td>0.5474</td>
<td>0.5783</td>
</tr>
<tr>
<td>200</td>
<td>0.5392</td>
<td>0.5870</td>
</tr>
</tbody>
</table>

Table 1: Result based on the number of topics.

Table 2 shows the retrieval result examined by 11-point interpolated average precision under various measures. The number of topics \(k\) is \(k = 50\) in wordLDA and \(k = 5\) in eventLDA respectively, based on the above result. Under any measures, we see that eventLDA keeps higher accuracy than wordLDA.

<table>
<thead>
<tr>
<th>similarity measure</th>
<th>wordLDA</th>
<th>eventLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kullback-Leibler</td>
<td>0.5009</td>
<td>0.5056</td>
</tr>
<tr>
<td>Symmetric Kullback-Leibler</td>
<td>0.5695</td>
<td>0.5676</td>
</tr>
<tr>
<td>Jensen-Shannon</td>
<td>0.5753</td>
<td>0.6754</td>
</tr>
<tr>
<td>cosine</td>
<td>0.5684</td>
<td>0.6859</td>
</tr>
</tbody>
</table>

Table 2: Performance under various measures.

4.4 Discussions

The result of the experiment shows that eventLDA provides a better performance than wordLDA, there-
fore, we see our method can properly treat the latent topics of a document. In addition, as for a property of eventLDA, we see that it can provide detail classification with a small number of topics. As the reason for this, we think that a topic distribution on a feature is narrowed down to some extent by using an Event as the feature instead of a word, and then as a result, the possibility of generating error topics decreased.

On the other hand, a proper measure for our method is identified as cosine similarity, although cosine similarity is not a measure to estimate probabilistic distribution. It is unexpected that the measures proper to estimate probabilistic distribution got the result of lower performance than cosine similarity. From this, there are some space where we need to examine the characteristics of topic distribution as a probabilistic distribution.

5 Application to Summarization

Here, we show multi-document summarization as an application of our proposed method. We make a query-biased summary, and show the effectiveness of our method by comparing the accuracy of a generated summary by our method with that of summaries by the representative summarization methods often used as benchmark methods to compare.

5.1 Extracting Sentences by MMR-MD

In extracting important sentences, considering only similarity to a given query, we may generate a redundant summary. To avoid this problem, a measure, MMR-MD (Maximal Marginal Relevance Multi-Document), was proposed (Goldstein et al., 2000). This measure is the one which prevents extracting similar sentences by providing penalty score that corresponds to similarity between a newly extracted sentence and the previously extracted sentences. It is defined by Eq. 1 (Okumura and Nanba, 2005).

\[
\text{MMR-MD} \equiv \arg \max_{C_i \in R \setminus S} \left[ \lambda \text{Sim}_1(C_i, Q) - (1 - \lambda) \max_{C_j \in S} \text{Sim}_2(C_i, C_j) \right]
\]  

(1)

We aim to choose sentences whose content is similar to query’s content based on a latent topic, while reducing the redundancy of choosing similar sentences to the previously chosen sentences. Therefore, we adopt the similarity of topic distributions for \(\text{Sim}_1\) which estimates similarity between a sentence and a query, and adopt cosine similarity based on Events as a feature unit for \(\text{Sim}_2\) which estimates the similarity with the sentences previously chosen. As the measures to estimate topic distribution similarity, we use the four measures explained in Section 4.1. Here, as for the weighting parameter \(\lambda\), we set \(\lambda = 0.5\).

5.2 Experimental Settings

In the experiment, we use a data set provided at NT-CIR4 (NII Test Collection for IR Systems 4) TSC3 (Text Summarization Challenge 3) \(^4\).

The data consists of 30 topic sets of documents in which each set has about 10 Japanese newspaper articles, and the total number of the sentences in the data is 3587. In order to make evaluation for the result provided by our method easier, we compile a set of questions, provided by the data sets for evaluating the result of summarization, as a query, and then use it as a query for query-biased summarization. As an evaluation method, we adopt precision and coverage used at TSC3 (Hirao et al., 2004), and the number of extracted sentences is the same as used in TSC3. Precision is an evaluation measure which indicates the ratio of the number of correct sentences to that of the sentences generated by the system. Coverage is an evaluation measure which indicates the degree of how the system output is close to the summary generated by a human, taking account of the redundancy.

Moreover, to examine the characteristics of the proposed method, we compare both methods in terms of the number of topics and the proper measure to estimate similarity. The number of trials is 20 at each condition. 5 sets of documents selected at random from 30 sets of documents are used in the trials, and all the trials are totally averaged. As a target for comparison with the proposed method, we also conduct an experiment using wordLDA.

---

\(\text{Sim}_1\): sentence in the document sets
\(Q\): query
\(R\): a set of sentences retrieved by \(Q\) from the document sets
\(S\): a set of sentences in \(R\) already extracted
\(\lambda\): weighting parameter

\(^4\)http://research.nii.ac.jp/ntcir/index-en.html
5.3 Result
As a result, there is no difference among the four measures — the same result is obtained by the four measures. Table 3 shows comparison between eventLDA and wordLDA in terms of precision and coverage. The number of topics providing the highest accuracy is \( k = 5 \) for wordLDA, and \( k = 10 \) for eventLDA, respectively.

<table>
<thead>
<tr>
<th>number of topics</th>
<th>wordLDA</th>
<th>eventLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Coverage</td>
</tr>
<tr>
<td>5</td>
<td>0.314</td>
<td>0.249</td>
</tr>
<tr>
<td>10</td>
<td>0.264</td>
<td>0.211</td>
</tr>
<tr>
<td>20</td>
<td>0.261</td>
<td>0.183</td>
</tr>
<tr>
<td>50</td>
<td>0.253</td>
<td>0.171</td>
</tr>
</tbody>
</table>

Table 3: Comparison of the number of topics.

Furthermore, Table 4 shows comparison between the proposed method and representative summarization methods which do not deal with latent topics. As representative summarization methods to compare our method, we took up the Lead method (Brandow et al., 1995) which is effective for document summarization of newspapers, and the important sentence extraction-based summarization method using TF-IDF.

<table>
<thead>
<tr>
<th>method</th>
<th>Precision</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead</td>
<td>0.426</td>
<td>0.212</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>0.454</td>
<td>0.305</td>
</tr>
<tr>
<td>wordLDA (k=5)</td>
<td>0.314</td>
<td>0.249</td>
</tr>
<tr>
<td>eventLDA (k=10)</td>
<td>0.418</td>
<td>0.340</td>
</tr>
</tbody>
</table>

Table 4: Comparison of each method.

5.4 Discussions
Under any condition, eventLDA provides a higher accuracy than wordLDA. We see that the proposed method is useful for estimating a topic on a sentence. As the reason for that the accuracy does not depend on any kinds of similarity measures, we think that an estimated topic distribution is biased to a particular topic, therefore, there was not any influence due to the kinds of similarity measures. Moreover, the proper number of topics of eventLDA is bigger than that of wordLDA. We consider the reason for this is because we used newspaper articles as the objective documents, so it can be thought that the topics onto the words in the articles were specific to some extent; in other words, the words often used in a particular field are often used in newspaper articles, therefore, we think that wordLDA can classify the documents with the small number of topics. In comparison with the representative methods, the proposed method takes close accuracy to their accuracy, therefore, we see that the performance of our method is at the same level as those representative methods which directly deal with words in documents. In particular, as for coverage, our method shows high accuracy. We think the reason for this is because a comprehensive summary was made by latent topics.

6 Conclusion
In this paper, we have defined a pair of words with dependency relationship as “Event” and proposed a latent topic extracting method in which the content of a document is comprehended by assigning latent topics onto Events. We have examined the ability of our proposed method in Section 4, and as its application, we have shown a document summarization using the proposed method in Section 5. We have shown that eventLDA has higher ability than wordLDA in terms of estimating a topic distribution on even a sentence or a document; furthermore, even in case of assigning a topic on an Event, we see that latent topics can be properly estimated. Since an Event can hold a relationship between a pair of words, it can be said that our proposed method, i.e., eventLDA, can comprehend the content of a document more deeper and proper than the conventional method, i.e., wordLDA. Therefore, eventLDA can be effectively applied to various document data sets rather than wordLDA can be. We have also shown that another feature other than a word, i.e., an Event is also useful to estimate latent topics in a document. As future works, we will conduct experiments with various types of data and query, and further investigate the characteristic of our proposed method.
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Abstract

In this paper I present a Master’s thesis proposal in syntax-based Statistical Machine Translation. I propose to build discriminative SMT models using both tree-to-string and tree-to-tree approaches. Translation and language models will be represented mainly through the use of Tree Automata and Tree Transducers. These formalisms have important representational properties that makes them well-suited for syntax modeling. I also present an experiment plan to evaluate these models through the use of a parallel corpus written in English and Brazilian Portuguese.

1 Introduction

Statistical Machine Translation (SMT) has dominated Machine Translation (MT) research in the last two decades. One of its variants, Phrase-based SMT (PB-SMT), is currently considered the state of the art in the area. However, since the advent of PB-SMT by Koehn et al. (2003) and Och and Ney (2004), purely statistical MT systems have not achieved considerable improvements. So, new research directions point toward the use of linguistic resources integrated into SMT systems.

According to Lopez (2008), there are four steps when building an SMT system: translational equivalence modeling1, parameterization, parameter estimation and decoding. This Master’s thesis proposal aims to improve SMT systems by including syntactic information in the first and second steps. Therefore, I plan to investigate two approaches: the Tree-to-String (TTS) and the Tree-to-Tree (TTT) models. In the former, syntactic information is provided only for the source language while in the latter, it is provided for both source and target languages.

There are many formal theories to represent syntax in a language, like Context-free Grammars (CFGs), Tree Substitution Grammars (TSGs), Tree Adjoining Grammars (TAGs) and all its synchronous counterparts. In this work, I represent each sentence as a constituent tree and use Tree Automata (TAs) and Tree Transducers (TTs) in the language and translation models.

Although this work is mainly language independent, proof-of-concept experiments will be executed on the English and Brazilian Portuguese (en-ptBR) language pair. Previous research on factored translation for this pair (using morphological information) showed that it improved the results in terms of BLEU (Papineni et al., 2001) and NIST (Doddington, 2002) scores, as shown in Table 1 (Caseli and Nunes, 2009). However, even factored translation models have limitations: many languages (and Brazilian Portuguese is not an exception) have relatively loose word order constraints and present long-distance agreements that cannot be efficiently represented by those models. Such phenomena motivate the use of more powerful models that take syntactic information into account.

2 Related work

Syntax-based approaches for SMT have been proposed in many ways. Some apply the TTS model: Yamada and Knight (2001) uses explicit inser-

---

1For the remainder of this proposal, I will refer to this step as simply translation model.
Table 1: BLEU and NIST scores for PB-SMT and factored translation experiments for the en-ptBR language pair.

<table>
<thead>
<tr>
<th></th>
<th>BLEU</th>
<th>NIST</th>
<th>BLEU</th>
<th>NIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB-SMT</td>
<td>0.3589</td>
<td>7.8312</td>
<td>0.3903</td>
<td>8.3008</td>
</tr>
<tr>
<td>FT</td>
<td>0.3713</td>
<td>7.9813</td>
<td>0.3932</td>
<td>8.4421</td>
</tr>
</tbody>
</table>

There have been research efforts to combine syntax-based systems with phrase-based systems. These works mainly try to incorporate non-syntactic phrases into a syntax-based model: while Liu et al. (2006) integrates bilingual phrase tables as separate TTS templates, Zhang et al. (2008) uses an algorithm to convert leaves in a parse tree to phrases before rule extraction. All those works also include methods and algorithms for efficient rule extraction since it’s unfeasible to extract all possible rules from a parsed corpus due to exponential cost.

Language models that take into account syntactic aspects have also been an active research subject. While works like Post and Gildea (2009) and Van deghinste (2009) focus solely on language modeling itself, Graham and van Genabith (2010) shows an experiment that incorporates a syntax-based model into an PB-SMT system.

### 3 Tree automata and tree transducers

Tree Automata are similar to Finite-state Automata (FSA), except they recognize trees instead of strings (or sequences of words). Formally, FSA can only represent Regular Languages and thus, cannot efficiently model several syntactic features, including long-distance agreement. TA recognize the so-called Regular Tree Languages (RTLs), which can represent Context-free Languages (CFLs) since a set of all syntactic trees of a CFL is an RTL (Comon et al., 2007). However, it is important to note that the reciprocal is not true: there are RTLs that cannot be modeled by a CFL because those cannot capture the inner structure of trees. Figure 1 shows such an RTL, composed of two trees. If we extract an CFG from this RTL it would have the recursive rule S → SS, which would generate an infinite set of syntactic trees. In other words, there isn’t an CFG capable to generate only the syntactic trees contained in the RTL shown in Figure 1. This feature implies that RTLs have more representational power than CFLs.

As a Finite-state Transducer (FST) is an extension of an FSA that produces strings, a Tree Transducer is an extension of a TA that produces trees. An FST is composed by an input RTL, an output RTL and a set of transformation rules. Restrictions can be added to the rules, leading to many TT variations, each with its properties (Graehl et al., 2008). The variations studied in this work are the xT (extended top-down, for TTT models) and xTS (extended top-down tree-to-string, for TTS models).

Top-down (T) transducers processes input trees starting from its root and descending through its nodes until it reaches the leaves, in contrast to bottom-up transducers, which do the opposite. Figure 2 shows a T rule, where uppercase letters (NP) represent symbols, lowercase letters (q, r, s) represent states and x1 and x2 are variables (formal definitions can be found in Comon et al. (2007)). Default top-down transducers must have only one symbol on the left-hand sides and thus cannot model some syntactic transformations (like local reordering, for example) without relying on copy and delete operations (Maletti et al., 2009). Extended top-down transducers allow multiple symbols on left-hand sides, making them more suited for syntax modeling. This property is shown on Figure 3 (adapted from Maletti et al. (2009)). Tree-to-string transducers simply drop the tree structure on right-
hand sides, which makes them adequate for translation models without syntactic information in one of the languages. Figure 4 shows an example of a xTS rule, applied for the en-ptBR pair.

![Figure 2: Example of a T rule](image1)

### 4 SMT Model

The systems will be implemented using a discriminative, log-linear model (Och and Ney, 2002), using the language and translation models as feature functions. Settings that use more features besides those two models will also be built. In particular, I will investigate settings that incorporate non-syntactic phrases, using methods similar to Liu et al. (2006) and Zhang et al. (2008).

The translation models will be weighted TTs (Graehl et al., 2008), which add probabilities to the rules. These probabilities will be learned by an EM algorithm similar to the one described in Graehl et al. (2008). Rule extraction for TTS will be similar to the GHKM algorithm described in Galley et al. (2004) but I also plan to investigate the approaches used by Liu et al. (2006) and Nguyen et al. (2008). For TTT rule extraction, I will use a method similar to the one described in Zhang et al. (2008).

I also plan to use language models which take into account syntactic properties. Although most works in syntactic language models uses tree grammars like TSGs and TAGs, these can be simulated by TAs and TTs (Shieber, 2004; Maletti, 2010). This property can help the systems implementation because it’s possible to unite language and translation modeling in one TT toolkit.

### 5 Methods

In this section, I present the experiments proposed in my thesis and the materials required, along with the metrics used for evaluation. This work is planned to be done over a year.

![Figure 3: Example of a xT rule and its corresponding T rules](image2)

#### 5.1 Materials

To implement and evaluate the techniques described, a parallel corpus with syntactic annotation is required. As the focus of this thesis is the English and Brazilian Portuguese language pair, I will use the PesquisaFAPESP corpus in my experiments. This corpus is composed of 646 scientific papers, originally written in Brazilian Portuguese and manually translated into English, resulting in about 17,000 parallel sentences. As for syntactic annotation, I will use the Berkeley parser (Petrov and Klein, 2007) for

[2](http://revistapesquisa.fapesp.br)
English and the PALAVRAS parser (Bick, 2000) for Brazilian Portuguese.

In addition to the corpora and parsers, the following tools will be used:

- GIZA++\(^3\) (Och and Ney, 2000) for lexical alignment
- Tiburon\(^4\) (May and Knight, 2006) for transducer training in both TTS and TTT systems
- Moses\(^5\) (Koehn et al., 2007) for decoding

5.2 Experiments and evaluation

Initially the corpus will be parsed using the tools described in section 5.1 and divided into a training set and a test set. For the TTS systems (one for each translation direction), the training set will be lexically aligned using GIZA++ and for the TTT system, its syntactic trees will be aligned using techniques similar to the ones proposed by Gildea (2003) and by Zhang et al. (2008). Both TTS and TTT systems will be implemented using Tiburon and Moses. For evaluation, BLEU and NIST scores on the test set will be used. The baseline will be the score for factored translation, shown in Table 1.

6 Contributions

After its conclusion, this thesis will have brought the following contributions:

- Language-independent SMT models which incorporates syntactic information in both language and translation models.
- Implementations of these models, using the tools described in Section 5.
- Experimental results for the en-ptBR language pair.

Technical reports will be written during this thesis progress and made publicly available. Paper submission showing intermediate and final results is also planned.
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Abstract
We present ConsentCanvas, a system which structures and “texturizes” End-User License Agreement (EULA) documents to be more readable. The system aims to help users better understand the terms under which they are providing their informed consent. ConsentCanvas receives unstructured text documents as input and uses unsupervised natural language processing methods to embellish the source document using a linked stylesheet. Unlike similar usable security projects which employ summarization techniques, our system preserves the contents of the source document, minimizing the cognitive and legal burden for both the end user and the licensor. Our system does not require a corpus for training.

1 Introduction
Less than 2% of users read End-User License Agreement (EULA) documents when indicating their consent to the software installation process (Good et al., 2007). While these documents often serve as a user’s sole direct interaction with the legal terms of the software, they are usually not read, as they are presented in such a way as is divorced from the use of the software itself (Friedman et al., 2005). To address this, Kay and Terry (2010) developed what they call Textured Consent agreements which employ a linked stylesheet to augment salient parts of a EULA document. Unlike summarization-driven approaches to usable security, this is achieved without any modification of the underlying text, minimizing the cognitive and legal burden for both the end user and the licensor and removing the need to make available a supplementary unmodified document (Kelley et al., 2009; Farzindar, 2004).

We have developed a system, ConsentCanvas, for automating the creation of a Textured Consent document from an unstructured EULA based on the example XHTML/CSS template provided by Kay and Terry (2010; Figure 1). Our system does not currently use any complex syntactic or semantic information from the source document. Instead, it makes use of regular expressions and correlation functions to identify variable-length relevant phrases (Kim and Chan, 2004) to alter the document’s structure and appearance.

We report on ConsentCanvas as a work in progress. The system automates the labour intensive manual process used by Kay and Terry (2010). ConsentCanvas has a working implementation, but has not yet been formally evaluated. We also present the first available implementation of Kim and Chan’s algorithm (2004).

Figure 1. Example Textured Consent Document as designed by Kay and Terry (2010).
2 Methods

We built ConsentCanvas in Python 2.6 using the Natural Language Toolkit (NLTK) 2.0b9. It uses a modified version of the markup.py library available from http://markup.sourceforge.net to generate valid HTML5 documents. A detailed specification of our system workflow is provided in Figure 2. ConsentCanvas was designed with modularity as a priority in order to adapt to the needs of future experimentation and improvement. As such, we contribute not just a working application, but also an extensible framework for the visual embellishment of plaintext documents.

2.1 Analysis

Our system takes plain-text EULA documents as input through a simple command line interface. It then passes this document to four independent submodules for analysis. Each submodule stores the initial and final character positions of a string selected from within the document body, but does not modify the document before reaching the renderer step. This allows for easy extensibility of the system.

2.2 Variable-Length Phrase Finder

The variable-length phrase finder module features a Python implementation of the Variable-Length Phrase Finding (VLPF) Algorithm by Kim and Chan (2004). Kim and Chan’s algorithm was chosen for its domain independence and adaptability, as it can be fine-tuned to use different correlation functions.

This algorithm computes the conditional probability for the relative importance of variable-length n-gram phrases from the source document alone. It begins by considering every word a phrase with a length of one. The algorithm iteratively increases the length of phrases, adding an adjacent word to the end. That is, every phrase of length $m \ P\{m\}$ is considered as $P\{m-1\}w$, where $w$ is a following adjacent word.

Correlation is calculated between the leading phrase $P\{m-1\}$ and the trailing word $w$. Phrases that maintain a high level of correlation are creating by appending the trailing word $w$, and those with a correlation score below a certain threshold are pruned before the next iteration. This continues until no more phrases can be created. This method is completely unsupervised.

The VLPF algorithm is able to use any of several existing correlation functions. We have implemented the Piatetsky-Shapiro correlation function, the simplest of the three best-performing functions used by Kim and Chan, which achieved a correlation of 92.0% with human rankings of meaningful phrases (2004).

We removed English stopwords, but did not perform any stemming when selecting relevant phrases because the selection of VLPs did not depend on global term co-occurrence, and we did not want to modify selected exact phrases. We emphasize the top 15% meaningful phrases (as determined by the algorithm) for the entire document. 15% was chosen for its comparable results to Kay and Terry’s example document (2010). The phrase selected as the most relevant is also reproduced in the pull quote at the top of the document, as shown in Figure 3.

2.3 Contact Information Extractor

The contact information extractor module uses regular expressions to match URLs, email addresses, or phone numbers within the document text. This information was displayed as bold type in accordance with the Textured Consent template.

2.4 Segmenter

The segmenter module uses Hearst’s TextTiling algorithm to “segment text into multi-paragraph subtopic passages” (1997). This algorithm analyzes...
patterns of lexical co-occurrence and distribution in order to impose topic boundaries on a document. ConsentCanvas uses the NLTK implementation of the TextTiling algorithm. Segmentation was not applied to the entire document (doing this resulted in a messy layout incoherent with structuring applied by headers and titles). Instead, we used it to identify the lead paragraph of the document, which was rendered differently using the “lead paragraph” container in the template. Future versions will use a more modern segmenting algorithm.

2.5 Header Extractor

The header extractor module uses regular expressions to match any section header-like text from the original document. Several different search strings were used to catch multiple potential header types, including but not limited to:

- 8 OR FEWER ALL-CAPS TOKENS
- 3. Single level numbered headers
- 3.1 Multi-level numbered headers
- Eight or fewer tokens separated by a line break

Figure 3. Summary text in the example document.

2.6 Rendering

Each analysis submodule produces a list of character positions where found items begin and end. These are passed to our rendering system, which inserts the corresponding HTML5 tags at the positions in original plaintext EULA. We append a header to the output document to include the linked stylesheet per HTML5 specifications.

3 Analysis & Results

We conducted a brief qualitative analysis on ConsentCanvas after implementation and debugging. However, the problem space and system are not yet ready for formal verification or experimentation. More exploration and refinement are required before we will be able to empirically determine if we have improved readability and comprehension.

3.1 Corpus

We conducted our analysis on a small sample of EULAs from the same collection used by Lavesson et al. (2008) in their work on the classification of EULAs. There were 1021 EULAs in this corpus divided into 96 “bad” and 925 “good” examples. We used the “good” examples for our analysis.

3.2 Variable-Length Phrase Finding Results

Variable-Length Phrases (VLPs) were reasonably effective. In several of the best examples of texturized EULAs security concerns were highlighted; in the texturized version of one document, the pull quote was “on media, ICONIX, Inc. warrants that such media is free from defects in materials and workmanship under normal use for a period of ninety (90) days from the date of purchase as evidenced by a copy of the receipt. ICONIX, Inc. warrants.” In the same EULA, other VLPs proved helpful: “e that ICONIX, Inc. is free to use any ideas, concepts,” “(except one copy for backup purposes),” and “Inc. ICONIX, Inc. does not collect any personally identifiable information regarding senders.” Some phrases have incomplete words at the beginning and end; this is an artifact of a known but unfixed bug in the implementation, not a result of the algorithm.

However, these results were mixed in other EULAs. Several short but frequent phrases were found to be VLPs, such as “Inc.” in the same EULA. In short licenses consisting of only one to three paragraphs, sometimes no relevant VLPs were discovered. There are also many phrases that should be highlighted that are not.

3.3 Preliminary System Evaluation

We conducted an informal evaluation in which our system applied texture to 15 documents chosen from our corpus at random. Of these, five were determined to be highly readable exemplar documents. An excerpt from one of these is shown in Figure 4. Of the remaining ten documents, four had poorly selected header markup but were otherwise satisfactory, two were too short or poorly-structured to benefit from the insertion of header markup, two did not perform well on the VLPF step, and two had several errors which appeared to have been caused by the use of non-ASCII characters in the original document.
The pull quote text was nearly unintelligible in almost all cases, due largely to the fact that it did not split evenly on sentence borders. We did not let this detract from our evaluation of the documents, because performance in this area was so consistently, and charmingly, poor, but did not affect readability of the main document body.

4 Discussion

Our preliminary analysis has provided several insights into the challenges and next steps in accomplishing this task.

4.1 Comparisons with Kay and Terry

Kay and Terry (2010) make reference to “augmenting and embellishing” the document text – specifically not altering the original content. However, their example document is written concisely in a user-friendly voice dissimilar to most formal EULAs found in the wild. Their work provides a strong proof of concept, but a key line of investigation will be whether their approach is practical, or whether some preprocessing is necessary to simplify content.

4.2 Handling Legal Language

We had anticipated a considerable amount of difficulty in selecting meaningful phrases from difficult-to-understand legal language in the source document. However, most documents were found to contain a number of high-frequency VLPs with both layperson-salient legal terminology and common clues to document structure.

4.3 Future Work

ConsentCanvas is fully implemented but offers many opportunities for improvement as the task becomes better understood. The variable-length phrase finding module only incorporates a single correlation function. More will be added, drawing in particular from those documented by Kim and Chan (2004). Machine learning techniques might also be used to classify phrases as relevant or not, leading to better-emphasized content.

The rhythm of emphasized phrasing is also important. In the example license designed by Kay and Terry (2010), there are one or two emphasized phrases in each section. The phrases found by ConsentCanvas are often sporadic, clustering in some sections and absent from others. As a result of this, readability suffers, and so we may need to look into possible stratification of VLPs. This might also aid multi-lingual documents, of which there are a few examples (a cursory look showed the results in French were comparable to those in English in a bilingual EULA in our corpus).

Figure 4. Summary text in an example output document.
Contact information is currently emphasized in the same manner as salient phrases. We plan to eventually embed hyperlinks for all URLs and email addresses found in the source document, as in Kay and Terry (2010).

The segmenter module uses the basic TextTiling algorithm with default parameters. More recent approaches could be implemented and could act on more than the lead paragraph. For example, coherent sections of long EULAs might be identified and presented as separate containers.

We plan to improve header extractor providing more sophisticated regular expressions; we found that a wide variety of header styles were used. In particular, we plan to consider layouts that use digits, punctuation, or inconsistent capitalization in multiple instances in the document body.

There is currently no module that incorporates the “Warning” box from Kay and Terry (2010). This module would be designed to select relevant multi-line blocks of text by using techniques similar to the variable-length phrase finder or the segmenter.

ConsentCanvas will also be extended to support command-line parameters. This will enable customized texturing of EULAs and facilitate experimentation for understanding and evaluating gains in comprehension and readability. Finally, we will conduct a formal user evaluation of ConsentCanvas.

5 Conclusion

We have provided a description of the work in progress for ConsentCanvas, a system for automatically adding texture to EULAs to improve readability and comprehension. Informal analysis revealed several key challenges in accomplishing this task and identified the next steps towards exploring effective solutions to this problem.
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Appendix

The source code, our corpus, and a sample of converted documents are all available at: https://github.com/axfelix/consentCanvas.
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Abstract

Temporal–contrastive discourse connectives (although, while, since, etc.) signal various types of relations between clauses such as temporal, contrast, concession and cause. They are often ambiguous and therefore difficult to translate from one language to another. We discuss several new and translation-oriented experiments for the disambiguation of a specific subset of discourse connectives in order to correct some of the translation errors made by current statistical machine translation systems.

1 Introduction

The probabilistic phrase-based models used in statistical machine translation (SMT) have been improved by integrating linguistic information during training stages. Recent attempts include, for example, the reordering of the source language syntax in order to align it closer to the target language word order (Collins et al., 2010) or the tagging of pronouns for grammatical gender agreement (Le Nagard and Koehn, 2010). On the other hand, integrating discourse information, such as discourse relations holding between two spans of text or between sentences, has not yet been applied to SMT.

This paper describes several disambiguation and translation experiments for a specific subset of discourse connectives. Based on examinations in multilingual corpora, we identified the connectives although, but, however, meanwhile, since, though, when and while as being particularly problematic for machine translation. These discourse connectives signal various types of relations between clauses, such as temporal, contrast, concession, expansion, cause and condition, which are, as we also show, hard to annotate even by humans. Disambiguating these senses and tagging them in large corpora is hypothesized to help in improving SMT systems to avoid translation errors.

The paper is organized as follows. Section 2 exemplifies translation and human annotation difficulties. Resources and the state of the art for discourse connective disambiguation and parsing are described in Section 3. Section 4 summarizes our experiments for disambiguating the senses of temporal–contrastive connectives. The impact of connective disambiguation on SMT is briefly presented in Section 5. Section 6 concludes the paper with an outline of future work.

2 Translating Connectives

Discourse connectives can signal multiple senses (Miltsakaki et al., 2005). For instance, the connective since can have a temporal and causal meaning. The disambiguation of these senses is crucial to the correct translation of texts from one language to another. Translation can be difficult because there may be no direct lexical correspondence for the explicit source language connective in the target language, as shown by the reference translation of the first example in Table 1, taken from the Europarl corpus (Koehn, 2005).

More often, the incorrect rendering of the sense of a connective can lead to wrong translations, as in the second, third and fourth example in Table 1, which were translated by the Moses SMT decoder (Koehn
Table 1: Translation examples from Europarl and the PDTB. The discourse connectives, their translations, and their senses are indicated in bold. The first example is a reference translation from EN into FR, while the second, third and fourth example are wrong translations generated by MT (EN–FR and EN–DE), hence marked with an asterisk.

Table 2: The English connectives while and although in the Europarl corpus (sections numbered 199x, EN–FR and EN–DE) with token frequency, sense distribution and most frequent translations ordered by the corresponding senses (T = temporal, CO = concession, CT = contrast).

Table: 2.6

of the methods to achieve this).

When examining the frequency and sense distribution of these connectives and their translations in the Europarl corpus, the results confirm that at least such a fine-grained disambiguation as the one between contrast and concession is necessary for a correct translation. Table 2 shows cases where the different senses of the connectives while and although lead to different translations. Disambiguation of the senses here can help finding the correct lexical correspondence of the connective.

To confirm that the automatic translation of discourse connectives is not straightforward, we annotated 80 sentences from the Europarl corpus containing the connective while with the corresponding sense (T, CO or CT) and another 60 sentences containing the French connective alors que (T or CT). We then translated these sentences with the already mentioned EN–FR and FR–EN Moses SMT system and compared the output manually to the reference translations from the corpus. The overall system performance was 61% of correct translations for sentences with while and 55% of correct translations with alors que. As mistakes we either counted missing target connective words (only when the output sentence became incoherent) or wrong connective words because of failure in correct sense rendering.

Also, the manual sense annotation task is not trivial. In a manual annotation experiment, the senses of the connective while (T, CO and CT) were indicated in 30 sentences by 4 annotators. The overall agreement on the senses was not higher than a kappa value of 0.6, which is acceptable but would need improvement in order to produce a reliable resource.
3 Data and Related Work

One of the few available discourse annotated corpora in English is the Penn Discourse Treebank (PDTB) (Prasad et al., 2008). For this resource, one hundred types of explicit connectives were manually annotated, as well as implicit relations not signaled by a connective.

For French, the ANNODIS project for annotation of discourse (Pery-Woodley et al., 2009) will provide an original, discourse-annotated corpus. Resources for Czech are also becoming available (Zikanova et al., 2010). For German, a lexicon of discourse connectives exists since the 1990s, namely DiMLex for lexicon of discourse markers (Stede and Umbach, 1998). An equivalent, more recent database for French is LexConn for lexicon of connectives (Roze et al., 2010) – containing a list of 328 explicit connectives. For each of them, LexConn indicates and exemplifies the possible senses, chosen from a list of 30 labels inspired from Rhetorical Structure Theory (Mann and Thompson, 1988).

For the first classification experiments in Section 4, we concentrated on English and the explicit connectives in the PDTB data. The sense hierarchy used in the PDTB consists of three levels, reaching from four top level senses (Temporal, Contingency, Comparison and Expansion) via 16 subsenses on the second level to 23 further subsenses on the third level. As the annotators were allowed to assign one or two senses for each connective there are 129 possible simple or complex senses for more than 18,000 explicit connectives. The PDTB further sees connectives as discourse-level predicates that have two propositional arguments. Argument 2 is the one containing the explicit connective. The sentence from the first example in Table 1 can be represented as while(So what we...[argument 1], the Office itself...[argument 2]), which is very helpful to examine the context of a connective (see Section 4.1 on features).

The release of the PDTB had quite an impact on disambiguation experiments. The state of the art for recognizing explicit connectives in English is therefore already high, at a level of 94% for disambiguating the four main senses on the first level of the PDTB sense hierarchy (Pitler and Nenkova, 2009). However, when using all 100 types of connectives and the whole PDTB training set, it is not so difficult to achieve such a high score, because of the large amount of instances and the rather broad distinction of the four main classes only. As we show in the next section, when building separate classifiers for specific connectives with senses from the more detailed second hierarchy level of the PDTB, it is more difficult to reach high accuracies. Recently, Lin et al. (2010) built the first end-to-end PDTB discourse parser, which is able to parse unrestricted text with an F1 score of 38.18% on PDTB test data and for senses on the second hierarchy level.

4 Disambiguation Experiments

For the experiments described here we used the WEKA machine learning toolkit (Hall et al., 2009) and its implementation of a RandomForest classifier (Breiman, 2001). This method outperformed, in our task, the C4.5 decision tree and NaiveBayes algorithms often used in recent research on discourse connective classification.

Our first experiment was aimed at sense disambiguation down to the third level of the PDTB hierarchy. The training set here consisted of all 100 types of explicit connectives annotated in the PDTB training set (15,366 instances). To make the figures and results of this paper comparable to related work, we use the subdivision of the PDTB recommended in the annotation manual: sections 02–21 as training set and section 23 as test set. The only two features were the (capitalized) connective word tokens from the PDTB and their Part of Speech (POS) tags. For all 129 possible sense combinations, including complex senses, results reach 66.51% accuracy with 10-fold cross validation on the training set and 74.53% accuracy on the PDTB test set\(^1\).

This can be seen as a baseline experiment. For instance, Pitler and Nenkova (2009) report an accuracy of 85.86% for correctly classified connectives (with the 4 main senses), when using the connective token as the only feature.

Based on the analysis of translations and frequencies from Section 2, we then reduced the list of senses to the following six: temporal (T), cause (C),

\(^1\)As far as we know, Versley (2010) is the only reference reporting results down to the third level, reaching an accuracy of 79%, using more features, but not stating whether the complex sense annotations were included.
Connective Senses with number of occurrences Best feature subset Accuracy Baseline kappa
although 134 CO, 133 CT 8, 9, 10 58.4% 48.7% 0.17
but 2090 CT, 485 CO, 77 E 5, 8, 9, 10 76.4% 78.8% 0.02
however 261 CT, 119 CO 1–10 68.4% 68.7% 0.05
meanwhile 77 T, 57 E, 22 CT 1–10 51.9% 49.4% 0.09
since 83 C, 67 T 1, 4, 6, 8, 9, 10 75.3% 55.3% 0.49
though 136 CO, 125 CT 1, 2, 3, 9, 10 65.1% 52.1% 0.30
when 640 T, 135 COND, 17 C, 8 CO, 2 CT 1, 2, 10 79.9% 79.8% 0.05
while 342 CT, 159 T, 77 CO, 53 E 3, 5, 7, 8, 9, 10 59.6% 54.1% 0.23
all 2975 CT, 959 CO, 943 T, 187 E, 135 COND, 100 C 1–10 72.6% 56.1% 0.50

Table 3: Disambiguation of temporal–contrastive connectives.

condition (COND), contrast (CT), concession (CO) and expansion (E). All subsenses from the third PDTB hierarchy level were merged under second level ones (C, COND, CT, CO). Exceptions were the top level senses T and E, which, so far, need no further disambiguation for translation. In addition, we extracted separate training sets for each of the 8 temporal–contrastive connectives in question and one training set for all them. The number of occurrences and senses in the sets for the single connectives is listed in Table 3. The total number of instances in the training set for all 8 connectives is 5,299 occurrences, with a sense distribution of 56.1% CT, 18% CO, 17.8% T, 3.5% E, 2.5% COND, 1.9% C.

Before summarizing the results, we describe the features implemented and used so far.

4.1 Features

The following basic surface features were considered when disambiguating the senses signaled by connectives. Their values were extracted from the PDTB manual gold annotation. Future automated disambiguation will be applied to unrestricted text, identifying the discourse arguments and syntactical elements in automatically parsed and POS–tagged sentences.

1. the (capitalized) connective word form
2. its POS tag
3. first word of argument 1
4. last word of argument 1
5. first word of argument 2
6. last word of argument 2
7. POS tag of the first word of argument 2
8. type of first word of argument 2
9. parent syntactical categories of the connective
10. punctuation pattern

The cased word forms (feature 1) were left as is, therefore also indicating whether the connective is located at the beginning of a sentence or not. The variations from the PDTB (e.g. when – back when etc.) were also included, supplemented by their POS tags (feature 2). As shown by Lin et al. (2010) and duVerle and Prendinger (2009), the context of a connective is very important. The arguments may include other (reinforcing or opposite) connectives, numbers and antonyms (to express contrastive relations). We extracted the words at the beginning and at the end of argument 1 (features 3, 4) and argument 2 (features 5, 6) which are, as observed, other connectives, gerunds, adverbs or determiners (further generalized by features 7 and 8). The paths to syntactical ancestors (feature 9) in which the connective word form appears are quite numerous and were therefore truncated to a maximum of four ancestors (e.g. [SBAR][VP][S], [ADVP][ADJP][VP][S], etc). Punctuation patterns (feature 10) are of the form C,A – A,CA etc. where C is the explicit connective and A a placeholder for all the other words. Punctuation is important for locating connectives as many of them are subordinating and coordinating conjunctions, separated by commas (Haddow, 2005, p. 23).

4.2 Results

In the disambiguation experiments described here, results were generated separately for every temporal–contrastive connective (supposing one may try to improve the translation of only certain connectives), in addition to one result for the whole subset. The results in Table 3 above are based on 10-fold cross validation on the training sets. They were measured using accuracy (percentage of correctly classified instances) and the kappa
value. The baseline is the majority class, i.e. the prediction for the most frequent sense annotated for the corresponding connective. Feature selection was performed in order to find the best feature subset, which also improved the accuracy in a range of 1% to 2%. Marked in bold are the accuracy values significantly above the baseline ones\(^2\). The last result for all 8 temporal–contrastive connectives reports a six-way classification of senses very close to one another: the accuracy and kappa values are well above random agreement and prediction of the majority class.

Note that experiments for specific subsets of connectives have very rarely been tried in research. Miltsakaki et al. (2005) describe results for since, while and when, reporting accuracies of 89.5%, 71.8% and 61.6%. The results for the single connectives are comparable with ours in the case of since and while, where similar senses were used. For when they only distinguished three senses, whereas we report a higher accuracy for 5 different senses, see Table 3.

5 SMT Experiments

We have started to explore how to constrain an SMT system to use labeled connectives resulting from the experiments above. There are at least two methods to integrate labeled discourse connectives in the SMT process. A first method modifies the phrase table of the Moses SMT decoder (Koehn et al., 2007) in order to encourage it to translate a specific sense of a connective with an acceptable equivalent. A second, more natural method for an SMT system would be to apply the discourse information obtained from the disambiguation module, adding the sense tags to the discourse connectives in a large parallel corpus. This corpus could then be used to train a new SMT system learning and weighting these tags during the training.

So far, we experimented with method one. Information about the possible senses of the connective while, labeled as temporal(1), contrast(2) or concession(3)) was directly introduced to the English source language phrases when there was an appropriate translation of the connective in the French equivalent phrase. We also increased the lexical probability scores for such modified phrases. The following example gives an idea of the changes in the phrase table of the above-mentioned EN–FR Moses SMT system:

<original>
and the commission, while preserving ||| et la commission tout en défendant ||| 1 3.8131e-06 1 5.56907e-06 2.718 ||| 1 1
and while many ||| et bien que de nombreuses ||| 1 0.00140575 0.5 0.000103573 2.718 ||| 1 1

> modified:
and the commission, while-1 preserving ||| et la commission tout en défendant ||| 1 1 1 1 1 2.718 ||| 1 1
and while-3 many ||| et bien que de nombreuses ||| 1 1 0.5 1 2.718

Experiments with such modifications have already demonstrated a slight increase of BLEU scores (by 0.8% absolute) on a small test corpus (20 hand-labeled sentences). The analysis of results has shown that the system behaves as expected, i.e. labeled connectives are correctly translated. This tends to confirm the hypothesis of this paper, that information regarding discourse connectives indeed can lead to better translations.

6 Conclusion and Future Work

The paper described new translation-oriented approaches to the disambiguation of a subset of explicit discourse connectives with highly ambiguous temporal–contrastive senses. Although lexically explicit, their translation by current SMT systems is often wrong. Disambiguation results in reasonably high accuracies but also shows that one should find more accurate and additional features. We will try to better model the context of a connective, for instance by integrating word similarity distances from WordNet as features.

In addition, the paper showed a first method to force an existing and trained SMT system to translate discourse connectives correctly. This led to noticeable improvements on the translations of the tested sentences. We will continue to train SMT systems on automatically labeled discourse connectives in large corpora.
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Abstract
Sentiment analysis is one of the hot demanding research areas since last few decades. Although a formidable amount of research has been done but still the existing reported solutions or available systems are far from perfect or to meet the satisfaction level of end user's. The main issue may be there are many conceptual rules that govern sentiment, and there are even more clues (possibly unlimited) that can convey these concepts from realization to verbalization of a human being. Human psychology directly relates to the unrevealed clues; govern the sentiment realization of us. Human psychology relates many things like social psychology, culture, pragmatics and many more endless intelligent aspects of civilization. Proper incorporation of human psychology into computational sentiment knowledge representation may solve the problem. PsychoSentiWordNet is an extension over SentiWordNet that holds human psychological knowledge and sentiment knowledge simultaneously.

1 Introduction
In order to identify sentiment from a text, lexical analysis plays a crucial role. For example, words like love, hate, good and favorite directly indicate sentiment or opinion. Various previous works (Pang et al., 2002; Wiebe and Mihalcea, 2006; Baccianella et. al., 2010) have already proposed techniques for making dictionaries for those sentiment words. But polarity assignment of such sentiment lexicons is a hard semantic disambiguation problem. The regulating aspects which govern the lexical level semantic orientation are natural language context (Pang et al., 2002), language properties (Wiebe and Mihalcea, 2006), domain pragmatic knowledge (Aue and Gamon, 2005), time dimension (Read, 2005), colors and culture (Strapparava and Ozbal, 2010) and many more unrevealed hidden aspects. Therefore it is a challenging and enigmatic research problem.

What previous studies proposed is to attach prior polarity to each sentiment lexicon level. Prior polarity is an approximation value based on corpus heuristics based statistics and not exact. The probabilistic fixed point prior polarity scores do not solve the problem completely rather it shoves the problem into next level, called contextual polarity classification.

The hypothesis we started with is that the summation of all the regulating aspects of sentiment orientation is human psychology and thus it is called multi-faceted problem (Liu, 2010). More precisely what we meant by human psychology is the all known and unknown aspects, directly or indirectly govern the sentiment orientation knowledge of us. The regulating aspects wrapped in the present PsychoSentiWordNet are Gender, Age, City, Country, Language and Profession.

The PsychoSentiWordNet is an extension over the existing SentiWordNet to hold the possible psychological ingredients, governs the sentiment understandability of us. The PsychoSentiWordNet holds variable prior polarity scores, could be fetched depending upon those psychological regulating aspects. An example may illustrate the definition better for the concept Rock_Climbing:

<table>
<thead>
<tr>
<th>Aspects (Age)</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null</td>
<td>Positive</td>
</tr>
<tr>
<td>50-54</td>
<td>Negative</td>
</tr>
<tr>
<td>26-29</td>
<td>Positive</td>
</tr>
</tbody>
</table>
In the previous example the described concept “Rock_Climbing” is generally positive as it is adventurous and people have it to make fun or excursion. But it demands highly physical ability thus may be not as good for aged people like the younger people.

PsychoSentiWordNet provides good coverage as it an extension over SentiWordNet 3.0 (Baccianella et. al., 2010). In this paper, we propose an interactive gaming (Dr Sentiment) technology to collect psycho-sentimental polarity for lexicons.

In this section we have philosophically argued about the necessity of developing PsychoSentiWordNet. In the next section we will describe about the technical proposed architecture for building the lexical resource. Section 3 explains about some exciting outcomes that support the usefulness of the PsychoSentiWordNet. What we believe is the developed PsychoSentiWordNet will help automatic sentiment analysis research in many aspect and other disciplines as well, described in the section 4. The data structure and organization is described in section 5 and finally the present paper concluded with section 6.

2 Dr Sentiment

Dr Sentiment is a template based interactive online game, which collects player’s sentiment by asking a set of simple template based questions and finally reveals a player’s sentimental status. Dr Sentiment fetches random words from SentiWordNet synsets and asks every player to tell about his/her sentiment polarity understanding regarding the concept behind.

There are several motivations behind developing an intuitive game to automatically collect human psycho-sentimental orientation information.

In the history of Information Retrieval research there is a milestone when ESP game (Ahn et al., 2004) innovate the concept of a game to automatically label images available in the World Wide Web. It has been identified as the most reliable strategy to automatically annotate the online images. We are highly motivated by the success of the Image Labeler game.

A number of research endeavors could be found in literature for creation of Sentiment Lexicon in several languages and domains. These techniques can be broadly categorized in two genres, one follows classical manual annotation (Andreeva et al. and Bergler, 2006); (Wiese and Riloff, 2006); (Mohammad et al., 2008) techniques and the others proposed various automatic techniques (Tong, 2001). Both types of techniques have few limitations. Manual annotation techniques are undoubtedly trustable but it generally takes time. Automatic techniques demands manual validations and are dependent on the corpus availability in the respective domain. Manual annotation technique required a large number of annotators to balance one’s sentimentality in order to reach agreement. But human annotators are quite unavailable and costly.

But sentiment is a property of human intelligence and is not entirely based on the features of a language. Thus people’s involvement is required to capture the sentiment of the human society. We have developed an online game to attract internet population for the creation of PsychoSentiWordNet automatically. Involvement of Internet population is an effective approach as the population is very high in number and ever growing (approx. 360,985,492). Internet population consists of people with various languages, cultures, age etc and thus not biased towards any domain, language or particular society. The Sign Up form of the “Dr Sentiment” game asks the player to provide personal information such as Sex, Age, City, Country, Language and Profession.

The lexicons tagged by this system are credible as it is tagged by human beings. In other way it is not like a static sentiment lexicon set as it is updated regularly. Almost 100 players per day are currently playing it throughout the world in different languages.

The game has four types of question templates. For further detailed description the question templates are named as Q1, Q2, Q3 and Q4. To make the gaming interface more interesting images has been added with the help of Google image search API and to avoid biasness we have randomized among the first ten images retrieved by Google. Snapshots of different screens from the game are presented in Figure 1.

1 http://www.amitavadas.com/Sentiment%20Game/
2 http://www.espgame.org/
3 http://www.internetworldstats.com/stats.htm
4 http://code.google.com/apis/imagesearch/
2.1 Gaming Strategy
There are four types of questions: Q1, Q2, Q3 and Q4. Dr Sentiment asks 30 questions to each player. There are predefined distributions of each question type as 11 for Q1, 11 for Q2, 4 for Q3 and 4 for Q4. There is no thumb rule behind the cardinals rather they are arbitrarily chosen and randomly changed for experimentation. The questions are randomly asked to keep the game more interesting.

2.2 Q1
An English word from the English SentiWordNet synset is randomly chosen. The Google image search API is fired with the word as a query. An image along with the word itself is shown in the Q1 page of the game.

Players press the different emoticons (Fig 2) to express their sentimentality. The interface keeps log records of each interaction.

![Figure 2: Emoticons to Express Player’s Sentiment](image)

2.3 Q2
This question type is specially designed for relative scoring technique. For example: good and better both are positive but we need to know which one is more positive than other. Table 1 shows how in SentiWordNet relative scoring has been made. With the present gaming technology relative polarity scoring has been assigned to each word pair combination.

Now about the technical solution how we did it. Randomly \( n \) (presently 2-4) words have been chosen from the source SentiWordNet synsets along with their images as retrieved by Google API. Each player is then asked to select one of them that he/she likes most. The relative score is calculated and stored in the corresponding log table.

<table>
<thead>
<tr>
<th>Word</th>
<th>Positivity</th>
<th>Negativity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
<td>0.625</td>
<td>0.0</td>
</tr>
<tr>
<td>Better</td>
<td>0.875</td>
<td>0.0</td>
</tr>
<tr>
<td>Best</td>
<td>0.980</td>
<td>0.0</td>
</tr>
</tbody>
</table>

*Table 1: Relative Sentiment Scores from SentiWordNet*

2.4 Q3
The player is asked for any positive word in his/her mind. This technique helps to increase the coverage of existing SentiWordNet. The word is then added to the PsychoSentiWordNet and further used in Q1 to other users to note their sentimentality about the particular word.

2.5 Q4
A player is asked by Dr Sentiment about any negative word. The word is then added to the PsychoSentiWordNet and further used in Q1 to
other users to note their sentimentality about the particular word.

2.6 Comment Architecture

There are three types of Comments, Comment type 1 (CMNT1), Comment type 2 (CMNT2) and the final comment as Dr Sentiment’s prescription. CMNT1 type and CMNT2 type comments are associated with question types Q1 and Q2 respectively.

2.7 CMNT1

Comment type 1 has 5 variations as shown in the Comment table in Table 3. Comments are randomly retrieved from comment type table according to their category.

- Positive word has been tagged as negative (PN)
- Positive word has been tagged as positive (PP)
- Negative word has been tagged as positive (NP)
- Negative word has been tagged as negative (NN)
- Neutral (NU)

2.8 CMNT2

The strategy here is as same as the CMNT 1. Comment type 2 has only 2 variations as.

- Positive word has been tagged as negative. (PN)
- Negative word has been tagged as positive (NP)

2.9 Dr Sentiment’s Prescription

The final prescription depends on various factors such as total number of positive, negative or neutral comments and the total time taken by any player. The final prescription also depends on the range of the values of accumulating all the above factors.

This is only the appealing factor to a player. The provoking message for players is Dr Sentiment can reveal their sentimental status: whether they are extreme negative or positive or very much neutral or diplomatic etc. A word previously tagged by a player is avoided by the tracking system for the next time playing as our intension is to tag more and more words involving Internet population. We observe that the strategy helps to keep the game interesting as a large number of players return to play the game after this strategy was implemented.

We are not demanding that the revealed status of a player by Dr Sentiment is exact or ideal. It is only to make fun but the outcomes of the game effectively help to store human sentimental psychology in terms of computational lexicon.

3 Senti-Mentality

PsychoSentiWordNet gives a good sketch to understand the psycho-sentimental behavior of society depending upon proposed psychological dimensions. The PsychoSentiWordNet is basically the log records of every player’s tagged words.

3.1 Concept-Culture-Wise Analysis

The word “blue” get tagged by different players around the world. But surprisingly it has been tagged as positive from one part of the world and negative from another part of the world. The graphical illustration in Figure 3 explains the situation. The observation is that most of the negative tags are coming from the middle-east and especially from the Islamic countries. We found a line in Wiki\(^5\) (see in Religion Section) that may give a good explanation: “Blue in Islam: In verse 20:102 of the Qur’an, the word زرق (plural of azraq “blue”) is used metaphorically for evil doers whose eyes are glazed with fear”. But other explanations may be there for this. This is an interesting observation that supports the effectiveness of PsychoSentiWordNet. This information could be further retrieved from the developed source by giving information like (blue, Italy), (blue, Iraq) or (blue, USA) etc.

3.2 Age-Wise Analysis

Another interesting observation is that sentimentality may vary age-wise. For better understanding we look at the total statistics and the

---

\(^5\) http://en.wikipedia.org/wiki/Blue
age wise distribution of all the players. Total 533 players have taken part till date. The total number of players for each range of age is shown at top of every bar. In the Figure 4 the horizontal bars are divided into two colors (Green depicts the Positivity and Red depicts the negativity) according to the total positivity and negativity scores, gathered during playing. This sociological study gives an idea that variation of sentimentality with age. This information could be further retrieved from the developed source by giving information like (X, 36-39) or (X, 45-49) etc.

![Figure 4: Age-Wise Senti-Mentality](image)

### 3.3 Gender Specific

It is observed from the statistics collected that women are more positive than a man. The variations in sentimentality among men and women are shown in the following Figure 5.

![Figure 5: Gender Specific Senti-Mentality](image)

### 3.4 Other-Wise

We have described several important observations in the previous sections and there are other important observations as well. Studies on the combinations of the proposed psychological dimensions, such as, location-age, location-profession and gender-location may reveal some interesting results.

### 4 Expected Impact of the Resource

Undoubtedly the generated PsychoSentiWordNet are important resource for sentiment/opinion or emotion analysis task. Moreover the other non linguistic psychological dimensions are very much important for further analysis and in several newly discovered sub-disciplines such as: Geospatial Information retrieval (Egenhofer, 2002), Personalized search (Gaucha et al., 2003) and Recommender System (Adomavicius and Tuzhilin, 2005) etc.

### 5 The Data Structure and Organization

Deciding about the data structure of this kind of special requirement was not trivial. Presently RDBMS (Relational Database Management System) has been used. Several tables are being used to keep user’s clicking log and their personal information.

As one of the research motivations was to generate up-to-date prior polarity scores thus we decided to generate web service API by that people could access latest prior polarity scores. We do believe this method will over perform than a static sentiment lexicon set.

### 6 Conclusion & Future Direction

In the present paper the development of the PsychoSentiWordNet has been described. No evaluation has been done yet as there is no data available for this kind of experimentation and to the best of our knowledge this is the first endeavor where sentiment meets psychology.

Our present goal is to collect such corpus and experiment to check whether variable prior polarity score of PsychoSentiWordNet excel over the fixed point prior polarity score of SentiWordNet.
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Abstract
This paper describes a backtracking strategy for an incremental deterministic transition-based parser for HPSG. The method could theoretically be implemented on any other transition-based parser with some adjustments. In this paper, the algorithm is evaluated on CuteForce, an efficient deterministic shift-reduce HPSG parser. The backtracking strategy may serve to improve existing parsers, or to assess if a deterministic parser would benefit from backtracking as a strategy to improve parsing.

1 Introduction
Incremental deterministic parsing has received increased awareness over the last decade. Processing linguistic data linearly is attractive both from a computational and a cognitive standpoint. While there is a rich research tradition in statistical parsing, the predominant approach derives from chart parsing and is inherently non-deterministic.

A deterministic algorithm will incrementally expand a syntactic/semantic derivation as it reads the input sentence one word/token at the time. There are a number of attractive features to this approach. The time-complexity will be linear when the algorithm is deterministic, i.e. it does not allow for later changes to the partial derivation, only extensions to it. For a number of applications, e.g. speech recognition, the ability to process input on the fly per word, and not per sentence, can also be vital. However, there are inherent challenges to an incremental parsing algorithm. Garden paths are the canonical example of sentences that are typically misinterpreted due to an early incorrect grammatical assumption.

(1) The horse raced past the barn fell.

The ability to reevaluate an earlier grammatical assumption is disallowed by a deterministic parser. Optimistic Backtracking is an method designed to locate the incorrect parser decision in an earlier stage if the parser reaches an illegal state, i.e. a state in which a valid parse derivation cannot be retrieved. The Optimistic Backtracking method will try to locate the first incorrect parsing decision made by the parser, and replace this decision with the correct transition, and resume parsing from this state.

2 Related Work
Incremental deterministic classifier-based parsing algorithms have been studied in dependency parsing (Nivre and Scholz, 2004; Yamada and Matsumoto, 2003) and CFG parsing (Sagae and Lavie, 2005). Johansson and Nugues (2006) describe a non-deterministic implementation to the dependency parser outlined by Nivre and Scholz (2004), where they apply an n-best beam search strategy.

For a highly constrained unification-based formalism like HPSG, a deterministic parsing strategy could frequently lead to parse failures. Ninomiya et al. (2009) suggest an algorithm for deterministic shift-reduce parsing in HPSG. They outline two backtracking strategies for HPSG parsing. Their approach allows the parser to enter an old state if parsing fails or ends with non-sentential success, based on the minimal distance between the best candidate
and the second best candidate in the sequence of transitions leading up to the current stage. Further constraints may be added, i.e. restricting the number of states the parser may backtrack. This algorithm is expanded by using a beam-thresholding best-first search algorithm, where each state in the parse has a state probability defined by the product of the probabilities of the selecting actions that has been taken to reach the state.

3 CuteForce

Optimistic Backtracking is in this paper used to evaluate CuteForce, an incremental deterministic HPSG parser currently in development. Similar to MaltParser (Nivre et al., 2007), it employs a classifier-based oracle to guide the shift-reduce parser that incrementally builds a syntactic/semantic HPSG derivation defined by LinGO English Resource Grammar (ERG) (Flickinger, 2000).

Parser Layout CuteForce has a more complex transition system than MaltParser in order to facilitate HPSG parsing. The sentence input buffer β is a list of tuples with token, part-of-speech tags and HPSG lexical types (i.e. supertags (Bangalore and Joshi, 1999)).

Given a set of ERG rules R and a sentence buffer β, a parser configuration is a tuple \( c = (\alpha, \beta, \iota, \pi) \) where:

- \( \alpha \) is a stack of “active” edges\(^1\)
- \( \beta \) is a list of tuples of word forms \( W \), part-of-speech tags \( POS \) and lexical types \( LT \) derived from a sentence \( x = ((W_1, POS_1, LT_1), (W_n, POS_n, LT_n)) \).
- \( \iota \) is the current input position in \( \beta \)
- \( \pi \) is a stack of passive edges instantiating a ERG rule

The stack of passive edges \( \pi \) makes up the full HPSG representation of the input string if the string is accepted.

\(^1\)An “active” edges in our sense is a hypothesis of an application of a binary rule where the left daughter is known (an element of \( \pi \)), and the specific binary ERG rule and the right daughter is yet to be found.

Transition System The shift-reduce parser has four different transitions, two of which are parameterized with a unary or binary ERG rule, which are added to the passive edges, hence building the HPSG structure. The four transitions are:

- ACTIVE – (adds an active edge to stack \( \alpha \), and increments \( \iota \))
- UNIT(\( R^1 \)) – (adds unary passive edge to \( \pi \) instantiating unary ERG rule \( (R^1) \))
- PASSIVE(\( R^2 \)) – (pops \( \alpha \) and adds binary passive edge to \( \pi \) instantiating binary ERG rule \( (R^2) \))
- ACCEPT – (terminates the parse of the sentence. \( \pi \) represents the HPSG derivation of the sentence)

Derivation Example Figure 1 is a derivation example from Redwoods Treebank (Oepen et al., 2002). We note that the tree derivation consists of unary and binary productions, corresponding to the UNIT(\( R^1 \)) and PASSIVE(\( R^2 \)) parser transitions. Further, the pre-terminal lexical types have a \( \_fe \) suffix, and are provided together with the terminal word form in the input buffer for the parser.

Figure 1: HPSG derivation from Redwoods Treebank.

Parsing Configuration Mode CuteForce can operate in three different oracle configurations: HPSG Unification mode, CFG approximation mode and unrestricted mode.

In HPSG Unification mode, the parser validates that no oracle decisions lead to an invalid HPSG derivation. All UNIT and PASSIVE transitions are
an implicit unification. For each parsing stage, the parsing oracle returns a ranked list of transitions. The highest-ranked transition not violating a unification constraint will be executed. If no transition yields a valid unification, parsing fails for the given sentence.

In CFG mode, a naive CFG approximation of the ERG is employed to guide the oracle. The CFG approximation consists of CFG rules harvested from the treebanks used in training the parser – for this purpose we have used existing Redwoods treebanks used in training, and augmented with derivations from WikiWoods, in total 300,000 sentences. Each ERG rule instantiation, using the identifiers shown in Figure 1 as non-terminal symbols, will be treated as a CFG rule, and each parser action will be validated against the set of CFG rules. If the parser action yields a CFG projection not found among the valid CFG rules in the CFG approximation, the CFG filter will block this transition. If the parser arrives at a state where the CFG filter blocks all further transitions, parsing fails.

In unrestricted mode, the oracle chooses the highest scoring transition without any further restrictions imposed. In this setting, the parser typically reaches close to 100 % coverage – the only sentences not covered in this setting are instances where the parser enters an infinite unit production loop. Hence, we will only evaluate the parser in CFG and Unification mode in this paper.

4 Optimistic Backtracking

*Optimistic Backtracking* can be added as an overlay to a transition-based parser in order to evaluate the parser in non-deterministic mode. The overlay has a linear time-complexity. This backtracking method is, to the best of our knowledge, the only method that applies ranking rather than some probability-based algorithm for backtracking. This aspect is critical for classification-based parsing oracles that do not yield a probability score in the ranking of candidate transitions.

Treating backtracking as a ranking problem has several attractive features. It may combine global and local syntactic and semantic information related to each candidate transition, contrary to a probabilistic approach that only employs the local transition probability. Utilizing global information also seems more sound from a human point of view. Consider sentence (1), it’s first when the second verb (*fell*) is encountered that we would re-evaluate our original assumption, namely that *raced* may not be the head verb of the sentence. That *fell* indeed is a verb is surely relevant information for reconsidering *raced* as the head of a relative clause.

When the parser halts, the backtracker will rank each transition produced up until the point of failure according to which transition is most likely to be the first incorrect transition. When the best scoring transition is located, the parser will backtrack to this position, and replace this transition with the parsing oracle’s second-best scoring transition for this current parsing state. If the parser later comes to another halt, only the transitions occurring after the first backtrack will be subject to change. Hence, the backtracker will always assume that its last backtrack was correct (thus being *Optimistic*). Having allowed the parser to backtrack unrestrictedly, we could theoretically have reached close to 100 % coverage, but the insights of parsing incrementally would have become less pronounced.

The search space for the backtracker is \( n \times m \) where \( n \) is the number of candidate transitions, and \( m \) is the total number of parser transitions. In *Optimistic Backtracking* we disregard the \( m \) dimension altogether by always choosing the second-best transition candidate ranked by the parsing oracle, assuming that the second-ranked transition in the given state actually was the correct transition. Hence we reduce the search-space to the \( n \)-dimension. In this paper, using CuteForce as HPSG parser, this assumption holds in about 80-90 % of the backtracks in CFG mode, in HPSG Unification mode this number is somewhat lower.

4.1 Baseline

As a baseline for identifying the incorrect transition, we use a strategy inspired by Ninomiya et al. (2009), namely to pick the candidate transition with the minimal probability difference between the best and the second best transition candidate. However, since we do not have true probability, a pseudo-probability is computed by taking the dot product of the feature vector and weight-vector for each best-scoring (P) and second-best scoring (P2) candidate transi-
tion, and use the proportion of the second-best score over the joint probability of the best and second-best scoring transition:

\[ \frac{P_2}{P_1 + P_2} \]

In our development test set of 1794 sentences, we ran the parser in CFG and HPSG unification mode in deterministic and non-deterministic mode. The baseline results are found in Table 1 (CFG-BL) and Table 2 (UNI-BL). In CFG mode (Table 1), we obtain a 51.2% reduction in parsing failure. In unification mode (Table 2) the parser is much more likely to fail, as the parse derivations are guaranteed to be a valid HPSG derivation. Baseline backtracking yields a mere 10% reduction in parsing failures.

### 4.2 Feature Model

Each candidate transition is mapped to a feature vector that provides information about the transition. The task for the ranker is to identify the first incorrect transition in the sequence of transitions. The feature model used by the ranker employs features that can roughly be divided in three. First, the transition-specific features provide information on the nature of the candidate transition and surrounding transitions. Here we also have features related to the pseudo-probability of the transition (provided by the parsing oracle), and the oracle score distance between the best-scoring and second-best scoring transition for each given state. Secondly we have features related to the last token that was processed by the parser before it reached an invalid state, and the information on the incomplete HPSG derivation that was built at that state. These features are used in combination with local transition-specific features. Third, we have features concerning the preliminary HPSG derivation in the actual state of the transition.

**Feature Types** The list of transitions \( T = t_0, t_1, \ldots, t_n \) comprises the candidate transitions that are subject to backtracking upon parsing failure. The feature types used by the backtracker includes:

- the pseudo-probability of the best scoring (P) and second-best scoring (P2) transition
- the transition category of the current transition
- the probability proportion of the second best scoring transition over the joint probability

\[ \frac{P_2}{P_1 + P_2} \]

- the transition number in the list of applicable candidates, and the number of remaining transitions, relative to the list of candidates
- the last lexical tag and part-of-speech tag that were processed before parsing failure
- the head category of the HPSG derivation and the left daughter unification candidate for the HPSG derivation in the current position
- the lexical tag relative to the current position in the buffer

The backtracker is trained as a linear SVM using \( SVM^{rank} \) (Joachims, 2006). Totally, the feature vector maps 24 features for each transition, including several combinations of the feature types above.

### 5 Evaluation

In this paper we trained CuteForce with data from Redwoods Treebank, augmented with derivations from WikiWoods (Flickinger et al., 2010). The test set contains a random sample of 1794 sentences from the Redwoods Treebank (which was excluded from the training data), with an average length of 14 tokens. Training data for the backtracker is extracted by parsing derivations from WikiWoods deterministically, and record transition candidates each time parsing fails, labeling the correct backtracking candidate, backtrack to this point, and resume parsing from this state.

#### 5.1 Results

The first column (CFG-NB and UNI-NB) in Table 1 and 2 indicates the scores when the parser is run in deterministic mode, i.e. without backtracking. The second and third column contain results for baseline and Optimistic backtracking. Coverage refers to the proportion of sentences that received a parse. Precision refers to the backtracker’s precision with respect to identifying the incorrect transition among the candidate transitions. \( \sim BT \text{Cand} \) is the average number of candidate transitions the backtracker ranks when trying to predict the incorrect transition, and \( \sim BT \text{Cand,1st} \) is the number of candidates at the initial point-of-failure. Exact Matches is the total number of parse derivations which are identical to the gold standard.

For Ms per Sent (milliseconds per sentence) it should be said that the code is not optimized, es-
especially with respect to the HPSG unification algorithm\(^2\). How the figures relate to one another should however give a good indication on how the computational costs vary between the different configurations.

<table>
<thead>
<tr>
<th></th>
<th>CFG -NB</th>
<th>CFG -BL</th>
<th>CFG -Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td>0.754</td>
<td>0.880</td>
<td>0.899</td>
</tr>
<tr>
<td>Precision</td>
<td>N/A</td>
<td>0.175</td>
<td>0.235</td>
</tr>
<tr>
<td>~BT Cand</td>
<td>N/A</td>
<td>26.1</td>
<td>30.6</td>
</tr>
<tr>
<td>~BT Cand,1st</td>
<td>N/A</td>
<td>51.5</td>
<td>51.5</td>
</tr>
<tr>
<td>Exact Matches</td>
<td>727</td>
<td>746</td>
<td>742</td>
</tr>
<tr>
<td>Ms per Sent</td>
<td>10.7</td>
<td>45.0</td>
<td>72.5</td>
</tr>
</tbody>
</table>

Table 1: Results – CFG mode

<table>
<thead>
<tr>
<th></th>
<th>UNI -NB</th>
<th>UNI -BL</th>
<th>UNI -Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td>0.574</td>
<td>0.598</td>
<td>0.589</td>
</tr>
<tr>
<td>Precision</td>
<td>N/A</td>
<td>0.183</td>
<td>0.206</td>
</tr>
<tr>
<td>~BT Cand</td>
<td>N/A</td>
<td>12.89</td>
<td>20.12</td>
</tr>
<tr>
<td>~BT Cand,1st</td>
<td>N/A</td>
<td>51.6</td>
<td>51.6</td>
</tr>
<tr>
<td>Exact Matches</td>
<td>776</td>
<td>777</td>
<td>776</td>
</tr>
<tr>
<td>Ms per Sent</td>
<td>1801.4</td>
<td>5519.1</td>
<td>5345.2</td>
</tr>
</tbody>
</table>

Table 2: Results – HPSG unification mode

5.2 CFG approximation

The number of failed sentences is greatly reduced when backtracking is enabled. Using baseline backtracking, the reduction is 51.2 %, whereas Optimistic backtracking has a 59.1 % reduction in parse failures. Further, Optimistic Backtracker performs substantially better than baseline in identifying incorrect transitions.

The average number of candidate transitions ranged from 26 to 30 for the baseline and Optimistic backtracking strategy. It’s interesting to observe that even with a success rate of about 1/5 in identifying the incorrect transition, the coverage is still greatly increased. That backtracking manages to recover so many sentences that initially failed, even if it does not manage to identify the incorrect transition, would seem to indicate that even when mistaken, the backtracker is producing a good prediction. On the other hand, the exact match score does not improve the same way as the coverage, this is directly related to the fact that the backtracker still has relatively low precision, as only a perfect prediction would leave the parser capable of deriving an exact match.

The success rate of about 0.23 in picking the incorrect transition in a set of in average 30 candidates indicates that treating the backtracking as a ranking problem is promising. The precision rate in itself is however relatively low, which serves as an indication of the difficulty of this task.

5.3 HPSG Unification

In unification mode the we see no substantive difference between deterministic mode, and baseline and Optimistic backtracking, and practically no improvement in the quality of the parses produced. In Table 2 we see that the only striking difference between the figures for the parser in backtracking mode and deterministic mode is the efficiency – the time consumption is increased by approximately a factor of 3.

5.4 Conclusion

The findings in this paper are specific to CuteForce. It is however very likely that the results would be similar for other deterministic HPSG parsers.

In CFG mode, the number of failed parses are more than halved compared to deterministic mode. It is likely that further increase could be obtained by relaxing constraints in the Optimistic algorithm.

In Unification mode, we experienced only a slight increase in coverage. By relaxing the Optimistic constraints, the time-complexity would go up. Considering how little the parser benefited from backtracking in unification mode with Optimistic constraints, it seems implausible that the parser will improve considerably without a heavy relaxation of the constraints in the Optimistic algorithm. If doing so, the attractive features of the parser’s inherently deterministic nature will be overshadowed by a very large number of backtracks at a heavy computational cost. Hence, it’s hard to see that such a semi-deterministic approach could have any advantages over other non-deterministic HPSG parsers neither in computational cost, performance or on a cognitive level.

\(^2\)Specifically, the current unification back-end preforms non-destructive unification, i.e. it does not take advantage of the deterministic nature of CuteForce
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Abstract

Relation extraction in documents allows the detection of how entities being discussed in a document are related to one another (e.g., part-of). This paper presents an analysis of a relation extraction system based on prior work but applied to the J.D. Power and Associates Sentiment Corpus to examine how the system works on documents from a range of social media. The results are examined on three different subsets of the JDPA Corpus, showing that the system performs much worse on documents from certain sources. The proposed explanation is that the features used are more appropriate to text with strong editorial standards than the informal writing style of blogs.

1 Introduction

To summarize accurately, determine the sentiment, or answer questions about a document it is often necessary to be able to determine the relationships between entities being discussed in the document (such as part-of or member-of). In the simple sentiment example

Example 1.1: I bought a new car yesterday. I love the powerful engine.

determining the sentiment the author is expressing about the car requires knowing that the engine is a part of the car so that the positive sentiment being expressed about the engine can also be attributed to the car.

In this paper we examine our preliminary results from applying a relation extraction system to the J.D. Power and Associates (JDPA) Sentiment Corpus (Kessler et al., 2010). Our system uses lexical features from prior work to classify relations, and we examine how the system works on different subsets from the JDPA Sentiment Corpus, breaking the source documents down into professionally written reviews, blog reviews, and social networking reviews. These three document types represent quite different writing styles, and we see significant difference in how the relation extraction system performs on the documents from different sources.

2 Relation Corpora

2.1 ACE-2004 Corpus

The Automatic Content Extraction (ACE) Corpus (Mitchell, et al., 2005) is one of the most common corpora for performing relation extraction. In addition to the co-reference annotations, the Corpus is annotated to indicate 23 different relations between real-world entities that are mentioned in the same sentence. The documents consist of broadcast news transcripts and newswire articles from a variety of news organizations.

2.2 JDPA Sentiment Corpus

The JDPA Corpus consists of 457 documents containing discussions about cars, and 180 documents discussing cameras (Kessler et al., 2010). In this work we only use the automotive documents. The documents are drawn from a variety of sources, and we particularly focus on the 24% of the documents from the JDPA Power Steering blog, 18% from Blogspot, and 18% from LiveJournal.
The annotated mentions in the Corpus are single or multi-word expressions which refer to a particular real world or abstract entity. The mentions are annotated to indicate sets of mentions which constitute co-reference groups referring to the same entity. Five relationships are annotated between these entities: PartOf, FeatureOf, Produces, InstanceOf, and MemberOf. One significant difference between these relation annotations and those in the ACE Corpus is that the former are relations between sets of mentions (the co-reference groups) rather than between individual mentions. This means that these relations are not limited to being between mentions in the same sentence. So in Example 1.1, “engine” would be marked as a part of “car” in the JDPA Corpus annotations, but there would be no relation annotated in the ACE Corpus. For a more direct comparison to the ACE Corpus results, we restrict ourselves only to mentions within the same sentence (we discuss this decision further in section 5.4).

3 Relation Extraction System

3.1 Overview

The system extracts all pairs of mentions in a sentence, and then classifies each pair of mentions as either having a relationship, having an inverse relationship, or having no relationship. So for the PartOf relation in the JDPA Sentiment Corpus we consider both the relation “X is part of Y” and “Y is part of X”. The classification of each mention pair is performed using a support vector machine implemented using libLinear (Fan et al., 2008).

To generate the features for each of the mention pairs a proprietary JDPA Tokenizer is used for parsing the document and the Stanford Parser (Klein and Manning, 2003) is used to generate parse trees and part of speech tags for the sentences in the documents.

3.2 Features

We used Zhou et al.’s lexical features (Zhou et al., 2005) as the basis for the features of our system similar to what other researchers have done (Chan and Roth, 2010). Additional work has extended these features (Jiang and Zhai, 2007) or incorporated other data sources (e.g. WordNet), but in this paper we focus solely on the initial step of applying these same lexical features to the JDPA Corpus.

The Mention Level, Overlap, Base Phrase Chunking, Dependency Tree, and Parse Tree features are the same as Zhou et al. (except for using the Stanford Parser rather than the Collins Parser). The minor changes we have made are summarized below:

- **Word Features**: Identical, except rather than using a heuristic to determine the head word of the phrase it is chosen to be the noun (or any other word if there are no nouns in the mention) that is the least deep in the parse tree. This change has minimal impact.
- **Entity Types**: Some of the entity types in the JDPA Corpus indicate the type of the relation (e.g. CarFeature, CarPart) and so we replace those entity types with “Unknown”.
- **Token Class**: We added an additional feature (TC12+ET12) indicating the Token Class of the head words (e.g. Abbreviation, DollarAmount, Honorific) combined with the entity types.
- **Semantic Information**: These features are specific to the ACE relations and so are not used. In Zhou et al.’s work, this set of features increases the overall F-Measure by 1.5.

4 Results

4.1 ACE Corpus Results

We ran our system on the ACE-2004 Corpus as a baseline to prove that the system worked properly and could approximately duplicate Zhou et al.’s results. Using 5-fold cross validation on the newswire and broadcast news documents in the dataset we achieved an average overall F-Measure of 50.6 on the fine-grained relations. Although a bit lower than Zhou et al.’s result of 55.5 (Zhou et al., 2005), we attribute the difference to our use of a different tokenizer, different parser, and having not used the semantic information features.

4.2 JDPA Sentiment Corpus Results

We randomly divided the JDPA Corpus into training (70%), development (10%), and test (20%) datasets. Table 1 shows relation extraction results of the system on the test portion of the corpus. The results are further broken out by three different source types to highlight the differences caused
by the writing styles from different types of media: LiveJournal (livejournal.com), a social media site where users comment and discuss stories with each other; Blogspot (blogspot.com), Google’s blogging platform; and JDPA (jdpower.com’s Power Steering blog), consisting of reviews of cars written by JDPA professional writers/analysts. These subsets were selected because they provide the extreme (JDPA and LiveJournal) and average (Blogspot) results for the overall dataset.

5 Analysis

Overall the system is not performing as well as it does on the ACE-2004 dataset. However, there is a 25 point F-Measure difference between the LiveJournal and JDPA authored documents. This suggests that the informal style of the LiveJournal documents may be reducing the effectiveness of the features developed by Zhou et al., which were developed on newswire and broadcast news transcript documents.

In the remainder of this section we look at a statistical analysis of the training portion of the JDPA Corpus, separated by document source, and suggest areas where improved features may be able to aid relation extraction on the JDPA Corpus.

5.1 Document Statistic Effects on Classifier

Table 2 summarizes some important statistical differences between the documents from different sources. These differences suggest two reasons why the instances being used to train the classifier could be skewed disproportionately towards the JDPA authored documents.

First, the JDPA written documents express a much larger number of relations between entities. When training the classifier, these differences will cause a large share of the instances that have a relation to be from a JDPA written document, skewing the classifier towards any language clues specific to these documents.

Second, the number of mention pairs occurring within one sentence is significantly higher in the JDPA authored documents than the other documents. This disparity is even true on a per sentence or per document basis. This provides the classifier with significantly more negative examples written in a JDPA written style.

Table 1: Relation extraction results on the JDPA Corpus test set, broken down by document source.

<table>
<thead>
<tr>
<th>Relation</th>
<th>All Documents</th>
<th>LiveJournal</th>
<th>Blogspot</th>
<th>JDPA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
<td>P</td>
</tr>
<tr>
<td>FEATURE OF</td>
<td>44.8</td>
<td>42.3</td>
<td>43.5</td>
<td>26.8</td>
</tr>
<tr>
<td>MEMBER OF</td>
<td>34.1</td>
<td>10.7</td>
<td>16.3</td>
<td>0.0</td>
</tr>
<tr>
<td>PART OF</td>
<td>46.5</td>
<td>34.7</td>
<td>39.8</td>
<td>41.4</td>
</tr>
<tr>
<td>PRODUCES</td>
<td>51.7</td>
<td>49.2</td>
<td>50.4</td>
<td>05.0</td>
</tr>
<tr>
<td>INSTANCE OF</td>
<td>37.1</td>
<td>16.7</td>
<td>23.0</td>
<td>44.8</td>
</tr>
<tr>
<td>Overall</td>
<td>46.0</td>
<td>36.2</td>
<td><strong>40.5</strong></td>
<td>27.1</td>
</tr>
</tbody>
</table>

Table 2: Selected document statistics for three JDPA Corpus document sources.
5.2 Common Errors

Table 3 shows the mention phrases that occur most commonly in the incorrectly classified mention pairs. For the LiveJournal and Blogspot data, many more of the errors are due to a few specific phrases being classified incorrectly such as “car”, “Maybach”, and various forms of “it”. The top four phrases constitute 17% of the errors for LiveJournal and 14% for Blogspot. Whereas the JDPA documents have the errors spread more evenly across mention phrases, with the top 10 phrases constituting 13.6% of the total errors.

Furthermore, the phrases causing many of the problems for the LiveJournal and Blogspot relation detection are generic nouns and pronouns such as “car” and “it”. This suggests that the classifier is having difficulty determining relationships when these less descriptive words are involved.

5.3 Vocabulary

To investigate where these variations in phrase error rates come from, we performed two analyses of the word frequencies in the documents: Table 4 shows the frequency of some common words in the documents; Table 5 shows the frequency of a select set of parts-of-speech per sentence in the document.

We find that despite all the documents discussing cars, the JDPA reviews use the word “car” much less often, and use proper nouns significantly more often. Although “car” also appears in the top ten errors on the JDPA documents, the total percentage of the errors is one fifth of the error rate on the LiveJournal documents. The JDPA authored documents also tend to have more multi-word mention phrases (Table 2) suggesting that the authors use more descriptive language when referring to an entity. 77.3% of the mentions in LiveJournal documents use only a single word while 61.2% of mentions JDPA authored documents are a single word.

Rather than descriptive noun phrases, the LiveJournal and Blogspot documents make more use of pronouns. LiveJournal especially uses pronouns often, to the point of averaging one per sentence, while JDPA uses only one every five sentences.

5.4 Extra-Sentential Relations

Many relations in the JDPA Corpus occur between entities which are not mentioned in the same sentence. Our system only detects relations between mentions in the same sentence, causing about 29% of entity relations to never be detected (Table 2).
The LiveJournal documents are more likely to contain relationships between entities that are not mentioned in the same sentence. In the semantic role labeling (SRL) domain, extra-sentential arguments have been shown to significantly improve SRL performance (Gerber and Chai, 2010). Improvements in entity relation extraction could likely be made by extending Zhou et al.’s features across sentences.

6 Conclusion

The above analysis shows that at least some of the reason for the system performing worse on the JDPA Corpus than on the ACE-2004 Corpus is that many of the documents in the JDPA Corpus have a different writing style from the news articles in the ACE Corpus. Both the ACE news documents, and the JDPA authored documents are written by professional writers with stronger editorial standards than the other JDPA Corpus documents, and the relation extraction system performs much better on professionally edited documents. The heavy use of pronouns and less descriptive mention phrases in the other documents seems to be one cause of the reduction in relation extraction performance. There is also some evidence that because of the greater number of relations in the JPDA authored documents that the classifier training data could be skewed more towards those documents.

Future work needs to explore features that can address the difference in language usage that the different authors use. This work also does not address whether the relation extraction task is being negatively impacted by poor tokenization or parsing of the documents rather than the problems being caused by the relation classification itself. Further work is also needed to classify extra-sentential relations, as the current methods look only at relations occurring within a single sentence thus ignoring a large percentage of relations between entities.

Acknowledgments

This work was partially funded and supported by J. D. Power and Associates. I would like to thank Nicholas Nicolov, Jason Kessler, and Will Headden for their help in formulating this work, and my thesis advisers: Jim Martin, Rodney Nielsen, and Mike Mozer.

References


Effects of Noun Phrase Bracketing in Dependency Parsing and Machine Translation

Nathan Green
Charles University in Prague
Institute of Formal and Applied Linguistics
Faculty of Mathematics and Physics
green@ufal.mff.cuni.cz

Abstract

Flat noun phrase structure was, up until recently, the standard in annotation for the Penn Treebanks. With the recent addition of internal noun phrase annotation, dependency parsing and applications down the NLP pipeline are likely affected. Some machine translation systems, such as TectoMT, use deep syntax as a language transfer layer. It is proposed that changes to the noun phrase dependency parse will have a cascading effect down the NLP pipeline and in the end, improve machine translation output, even with a reduction in parser accuracy that the noun phrase structure might cause. This paper examines this noun phrase structure’s effect on dependency parsing, in English, with a maximum spanning tree parser and shows a 2.43%, 0.23 Bleu score, improvement for English to Czech machine translation.

1 Introduction

Noun phrase structure in the Penn Treebank has up until recently been only considered, due to underspecification, a flat structure. Due to the annotation and work of Vadas and Curran (2007a; 2007b; 2008), we are now able to create Natural Language Processing (NLP) systems that take advantage of the internal structure of noun phrases in the Penn Treebank. This extra internal structure introduces additional complications in NLP applications such as parsing.

Dependency parsing has been a prime focus of NLP research of late due to its ability to help parse languages with a free word order. Dependency parsing has been shown to improve NLP systems in certain languages and in many cases is considered the state of the art in the field. Dependency parsing made many improvements due to the CoNLL X shared task (Buchholz and Marsi, 2006). However, in most cases, these systems were trained with a flat noun phrase structure in the Penn Treebank. Vadas’ internal noun phrase structure has been used in previous work on constituent parsing using Collin’s parser (Vadas and Curran, 2007c), but has yet to be analyzed for its effects on dependency parsing.

Parsing is very early in the NLP pipeline. Therefore, improvements in parsing output could have an improvement on other areas of NLP in many cases, such as Machine Translation. At the same time, any errors in parsing will tend to propagate down the NLP pipeline. One would expect parsing accuracy to be reduced when the complexity of the parse is increased, such as adding noun phrase structure. But, for a machine translation system that is reliant on parsing, the new noun phrase structure, even with reduced parser accuracy, may yield improvements due to a more detailed grammatical structure. This is particularly of interest for dependency relations, as it may aid in finding the correct head of a term in a complex noun phrase.

This paper examines the results and errors in parsing and machine translation of dependency parsers, trained with annotated noun phrase structure, against those with a flat noun phrase structure. These results are compared with two systems: a Baseline Parser with no internally annotated noun phrases and a Gold NP Parser trained with data which contains
gold standard internal noun phrase structure annotation. Additionally, we analyze the effect of these improvements and errors in parsing down the NLP pipeline on the TectoMT machine translation system (Zabokrtský et al., 2008).

Section 2 contains background information needed to understand the individual components of the experiments. The methodology used to carry out the experiments is described in Section 3. Results are shown and discussed in Section 4. Section 5 concludes and discusses future work and implications of this research.

2 Related Work

2.1 Dependency Parsing

Dependence parsing is an alternative view to the common phrase or constituent parsing techniques used with the Penn Treebank. Dependency relations can be used in many applications and have been shown to be quite useful in languages with a free word order. With the influx of many data-driven techniques, the need for annotated dependency relations is apparent. Since there are many data sets with constituent relations annotated, this paper uses free conversion software provided from the CoNLL 2008 shared task to create dependency relations (Johansson and Nugues, 2007; Surdeanu et al., 2008).

2.2 Dependency Parsers

Dependency parsing comes in two main forms: Graph algorithms and Greedy algorithms. The two most popular algorithms are McDonald’s MSTParser (McDonald et al., 2005) and Nivre’s MaltParser (Nivre, 2003). Each parser has its advantages and disadvantages, but the accuracy overall is approximately the same. The types of errors made by each parser, however, are very different. MSTParser is globally trained for an optimal solution and this has led it to get the best results on longer sentences. MaltParser on the other hand, is a greedy algorithm. This allows it to perform extremely well on shorter sentences, as the errors tend to propagate and cause more egregious errors in longer sentences with longer dependencies (McDonald and Nivre, 2007). We expect each parser to have different errors handling internal noun phrase structure, but for this paper we will only be examining the globally trained MSTParser.

2.3 TectoMT

TectoMT is a machine translation framework based on Praguian tectogrammatics (Sgall, 1967) which represents four main layers: word layer, morphological layer, analytical layer, and tectogrammatical layer (Popel et al., 2010). This framework is primarily focused on the translation from English into Czech. Since much of dependency parsing work has been focused on Czech, this choice of machine translation framework logically follows as TectoMT makes direct use of the dependency relationships. The work in this paper primarily addresses the noun phrase structure in the analytical layer (SEnglishA in Figure 1).

Figure 1: Translation Process in TectoMT in which the tectogrammatical layer is transferred from English to Czech.

TectoMT is a modular framework built in Perl. This allows great ease in adding the two different parsers into the framework since each experiment can be run as a separate “Scenario” comprised of different parsing “Blocks”. This allows a simple comparison of two machine translation system in which everything remains constant except the dependency parser.

2.4 Noun Phrase Structure

The Penn Treebank is one of the most well known English language treebanks (Marcus et al., 1993), consisting of annotated portions of the Wall Street Journal. Much of the annotation task is painstakingly done by annotators in great detail. Some structures are not dealt with in detail, such as noun phrase structure. Not having this information makes it difficult to tell the dependencies on phrases such as...
“crude oil prices” (Vadas and Curran, 2007c). Without internal annotation it is ambiguous whether the phrase is stating “crude prices” (crude (oil prices)) or “crude oil” ((crude oil) prices).

Figure 2: Ambiguous dependency caused by internal noun phrase structure.

Manual annotation of these phrases would be quite time consuming and as seen in the example above, sometimes ambiguous and therefore prone to poor inter-annotator agreement. Vadas and Curran have constructed a Gold standard version Penn treebank with these structures. They were also able to train supervised learners to an F-score of 91.44% (Vadas and Curran, 2007a; Vadas and Curran, 2007b; Vadas and Curran, 2008). The additional complexity of noun phrase structure has been shown to reduce parser accuracy in Collin’s parser but no similar evaluation has been conducted for dependency parsers. The internal noun phrase structure has been used in experiments prior but without evaluation with respect to the noun phrases (Galley and Manning, 2009).

3 Methodology

The Noun Phrase Bracketing experiments consist of a comparison two systems.

1. The Baseline system is McDonald’s MSTParser trained on the Penn Treebank in English without any extra noun phrase bracketing.

2. The Gold NP Parser is McDonald’s MSTParser trained on the Penn Treebank in English with gold standard noun phrase structure annotations (Vadas and Curran, 2007a).

3.1 Data Sets

To maintain a consistent dataset to compare to previous work we use the Wall Street Journal (WSJ) section of the Penn Treebank since it was used in the CoNLL X shared task on dependency parsing (Buchholz and Marsi, 2006). Using the same common breakdown of datasets, we use WST section 02-21 for training and section 22 for testing, which allows us to have comparable results to previous works. To test the effects of the noun phrase structure on machine translation, ACL 2008’s Workshop on Statistical Machine translation’s (WMT) data are used.

3.2 Process Flow

We begin the experiments by constructing two data sets:

1. The Penn Treebank with no internal noun phrase structure (PTB w/o NP structure).

2. The Penn Treebank with gold standard noun phrase annotations provided by Vadas and Curran (PTB w/ gold standard NP structure).

From these datasets we construct two separate parsers. These parsers are trained using McDonald’s Maximum Spanning Tree Algorithm (MSTParser) (McDonald et al., 2005).

Both of the parsers are then tested on a subset of the WSJ corpus, section 22, of the Penn Treebank and the UAS and LAS scores are generated. Errors generated by each of these systems are then compared to discover where the internal noun phrase structure affects the output. Parser accuracy is not necessarily the most important aspect of this work.
The effect of this noun phrase structure down the NLP pipeline is also crucial. For this, the parsers are inserted into the TectoMT system.

3.3 Metrics

Labeled Accuracy Score (LAS) and Unlabeled Accuracy Score (UAS) are the primary ways to evaluate dependency parsers. UAS is the percentage of words that are correctly linked to their heads. LAS is the percentage of words that are connected to their correct heads and have the correct dependency label. UAS and LAS are used to compare one system against another, as was done in CoNLL X (Buchholz and Marsi, 2006).

The Bleu (BiLingual Evaluation Understudy) score is an automatic scoring mechanism for machine translation that is quick and can be reused as a benchmark across machine translation tasks. Bleu is calculated as the geometric mean of n-grams comparing a machine translation and a reference text (Papineni et al., 2002). This experiment compares the two parsing systems against each other using the above metrics. In both cases the test set data is sampled 1,000 times without replacement to calculate statistical significance using a pairwise comparison.

4 Results and Discussion

When applied, the gold standard annotations changed approximately 1.5% of the edges in the training data. Once trained, both parsers were tested against section 22 of their respective annotated corpora. As Table 1 shows, the Baseline Parser obtained near identical LAS and UAS scores. This was expected given the additional complexity of predicting the noun phrase structure and the previous work on noun phrase bracketing’s effect on Collin’s parser.

![Figure 4](image)

Figure 4: The Gold NP Parser shows statistically significant improvement with 95% confidence. The difference in Bleu score is represented on the Y-axis and the bootstrap iteration is displayed on the X-axis. The samples were sorted by the difference in bleu score.

<table>
<thead>
<tr>
<th>Systems</th>
<th>LAS</th>
<th>UAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline Parser</td>
<td>88.12%</td>
<td>91.11%</td>
</tr>
<tr>
<td>Gold NP Parser</td>
<td>88.10%</td>
<td>91.10%</td>
</tr>
</tbody>
</table>

Table 1: Parsing results for the Baseline and Gold NP Parsers. Each is trained on Section 02-21 of the WSJ and tested on Section 22

While possibly more error prone, the 1.5% change in edges in the training data did appear to add more useful syntactic structure to the resulting parses as can be seen in Table 2. With the additional noun phrase bracketing, the resulting Bleu score increased 0.23 points or 2.43%. The improvement is statistically significant with 95% confidence using pairwise bootstrapping of 1,000 test sets randomly sampled with replacement (Koehn, 2004; Zhang et al., 2004). In Figure 4 we can see that the difference between each of the 1,000 samples was above 0, meaning the Gold NP Parser performed consistently better given each sample.

<table>
<thead>
<tr>
<th>Systems</th>
<th>Bleu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline Parser</td>
<td>9.47</td>
</tr>
<tr>
<td>Gold NP Parser</td>
<td>9.70</td>
</tr>
</tbody>
</table>

Table 2: TectoMT results of a complete system run with both the Baseline Parser and Gold NP Parser. Both are tested on WMT08 data. Results are an average of 1,000 bootstrapped test sets with replacement.

Visually, changes can be seen in the English side parse that affect the overall translation quality. Sentences that contained incorrect noun phrase structure such as “The second vice-president and Economy minister, Pedro Solbes” as seen in Figure 5 and Figure 6 were more correctly parsed in the Gold NP Parser. In Figure 5 “and” is incorrectly assigned to the bottom of a noun phrase and does not connect any segments together in the output of the Baseline Parser, while it connects two phrases in Figure 6 which is the output of the Gold NP Parser. This shift in bracketing also allows the proper noun, which is shaded, to be assigned to the correct head, the rightmost noun in the phrase.
5 Conclusion

This paper has demonstrated the benefit of additional noun phrase bracketing in training data for use in dependency parsing and machine translation. Using the additional structure, the dependency parser’s accuracy was minimally reduced. Despite this reduction, machine translation, much further down the NLP pipeline, obtained a 2.43% jump in Bleu score and is statistically significant with 95% confidence. Future work should examine similar experiments with MaltParser and other machine translation systems.
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Abstract
We propose a framework for generating an abstractive summary from a semantic model of a multimodal document. We discuss the type of model required, the means by which it can be constructed, how the content of the model is rated and selected, and the method of realizing novel sentences for the summary. To this end, we introduce a metric called information density used for gauging the importance of content obtained from text and graphical sources.

1 Introduction
The automatic summarization of text is a prominent task in the field of natural language processing (NLP). While significant achievements have been made using statistical analysis and sentence extraction, “true abstractive summarization remains a researcher’s dream” (Radev et al., 2002). Although existing systems produce high-quality summaries of relatively simple articles, there are limitations as to the types of documents these systems can handle.

One such limitation is the summarization of multimodal documents: no existing system is able to incorporate the non-text portions of a document (e.g., information graphics, images) into the overall summary. Carberry et al. (2006) showed that the content of information graphics is often not repeated in the article’s text, meaning important information may be overlooked if the graphical content is not included in the summary. Systems that perform statistical analysis of text and extract sentences from the original article to assemble a summary cannot access the information contained in non-text components, let alone seamlessly combine that information with the extracted text. The problem is that information from the text and graphical components can only be integrated at the conceptual level, necessitating a semantic understanding of the underlying concepts.

Our proposed framework enables the generation of abstractive summaries from unified semantic models, regardless of the original format of the information sources. We contend that this framework is more akin to the human process of conceptual integration and regeneration in writing an abstract, as compared to the traditional NLP techniques of rating and extracting sentences to form a summary. Furthermore, this approach enables us to generate summary sentences about the information collected from graphical formats, for which there are no sentences available for extraction, and helps avoid the issues of coherence and ambiguity that tend to affect extraction-based summaries (Nenkova, 2006).

2 Related Work
Summarization is generally seen as a two-phase process: identifying the important elements of the document, and then using those elements to construct a summary. Most work in this area has focused on extractive summarization, assembling the summary from sentences representing the information in a document (Kupiec et al., 1995). Statistical methods are often employed to find key words and phrases (Witbrock and Mittal, 1999). Discourse structure (Marcu, 1997) also helps indicate the most important sentences. Various machine learning techniques have been applied (Aone et al., 1999; Lin, 1999), as well as approaches combining surface, content, rel-
However, a few efforts have been directed towards abstractive summaries, including the modification (i.e., editing and rewriting) of extracted sentences (Jing and McKeown, 1999) and the generation of novel sentences based on a deeper understanding of the concepts being described. Lexical chains, which capture relationships between related terms in a document, have shown promise as an intermediate representation for producing summaries (Barzilay and Elhadad, 1997). Our work shares similarities with the knowledge-based text condensation model of Reimer and Hahn (1988), as well as with Rau et al. (1989), who developed an information extraction approach for conceptual information summarization. While we also build a conceptual model, we believe our method of construction will produce a richer representation. Moreover, Reimer and Hahn did not actually produce a natural language summary, but rather a condensed text graph.

Efforts towards the summarization of multimodal documents have included naïve approaches relying on image captions and direct references to the image in the text (Bhatia et al., 2009), while content-based image analysis and NLP techniques are being combined for multimodal document indexing and retrieval in the medical domain (Néveol et al., 2009).

3 Method

Our method consists of the following steps: building the semantic model, rating the informational content, and generating a summary. We construct the semantic model in a knowledge representation based on typed, structured objects organized under a foundational ontology (McDonald, 2000). To analyze the text, we use Sparser, a linguistically-sound, phrase structure-based chart parser with an extensive and extendible semantic grammar (McDonald, 1992). For the purposes of this proposal, we assume a relatively complete semantic grammar exists for the domain of documents to be summarized. In the prototype implementation (currently in progress), we are manually extending an existing grammar on an as-needed basis, with plans for large-scale learning of new rules and ontology definitions as future work. Projects like the Never-Ending Language Learner (Carlson et al., 2010) may enable us to induce these resources automatically.

Although our framework is general enough to cover any image type, as well as other modalities (e.g., audio, video), since image understanding research has not yet developed tools capable of extracting semantic content from every possible image, we must restrict our focus to a limited class of images for the prototype implementation. Information graphics, such as bar charts and line graphs, are commonly found in popular media (e.g., magazines, newspapers) accompanying article text. To integrate this graphical content, we use the SIGHT system (Demir et al., 2010b) which identifies the intended message of a bar chart or line graph along with other salient propositions conveyed by the graphic. Extending the prototype to incorporate other modalities would not entail a significant change to the framework. However, it would require adding a module capable of mapping the particular modality to its underlying message-level semantic content.

The next sections provide detail regarding the steps of our method, which will be illustrated on a short article from the May 29, 2006 edition of Businessweek magazine entitled, “Will Medtronic’s Pulse Quicken?” This particular article was chosen due to good coverage in the existing Sparser grammar for the business news domain, and because it appears in the corpus of multimodal documents made available by the SIGHT project.

3.1 Semantic Modeling

Figure 1 shows a high-level (low-detail) overview of the type of semantic model we can build using Sparser and SIGHT. This particular example models the article text (including title) and line graph from the Medtronic article. Each box represents an individual concept recognized in the document. Lines connecting boxes correspond to relationships between concepts. In the interest of space, the individual attributes of the model entries have been omitted from this diagram, but are available in Figure 2, which zooms into a fragment of the model showing the concepts that are eventually rated most salient (Section 3.2) and selected for inclusion in
the summary (Section 3.3). The top portion of each box in Figure 2 indicates the name of the conceptual category (with a number to distinguish between instances), the middle portion shows various attributes of the concept with their values, and the bottom portion contains some of the original phrasings from the text that were used to express these concepts (formally stored as a synchronous TAG) (McDonald and Greenbacker, 2010)). Attribute values in angle brackets (<>) are references to other concepts, hash symbols (#) refer to a concept or category that has not been instantiated in the current model, and each expression is preceded by a sentence tag (e.g., “P1S4” stands for “paragraph 1, sentence 4”).

As illustrated in this example, concepts conveyed by the graphics in the document can also be included in the semantic model. The overall intended message (ChangeTrend1) and additional propositions (Volatile1, StockPriceChange3, etc.) that SIGHT extracts from the line graph and deems important are added to the model produced by Sparser by simply inserting new concepts, filling slots for existing concepts, and creating new connections. This way, information gathered from both text and graphical sources can be integrated at the conceptual level regardless of the format of the source.

### 3.2 Rating Content

Once document analysis is complete and the semantic model has been built, we must determine which concepts conveyed by the document and captured in the model are most salient. Intuitively, the concepts containing the most information and having the most connections to other important concepts in the model are those we’d like to convey in the summary. We propose the use of an information density metric (ID) which rates a concept’s importance based on a number of factors:

\[ \frac{1}{s} \times \log(s) \times \sum_{i=1}^{f} ID(c_i) \]

- Completeness of attributes: the concept’s filled-in slots \( f \) vs. its total slots \( s \) [“saturation level”], and the importance of the concepts \( c_i \) filling these slots [a recursive value]:

\[ \frac{1}{s} \times \log(s) \times \sum_{i=1}^{f} ID(c_i) \]

The first three factors are similar to the dominant slot fillers, connectivity patterns, and frequency criteria described by Reimer and Hahn (1988).
• Number of connections/relationships \( (n) \) with other concepts \( (c_j) \), and the importance of these connected concepts [a recursive value]:

\[
\sum_{j=1}^{n} ID(c_j)
\]

• Number of expressions \( (e) \) realizing the concept in the current document

• Prominence based on document and rhetorical structure \( (W_D & W_R) \), and salience assessed by the graph understanding system \( (W_G) \)

Saturation refers to the level of completeness with which the knowledge base entry for a given concept is "filled-out" by information obtained from the document. As information is collected about a concept, the corresponding slots in its concept model entry are assigned values. The more slots that are filled, the more we know about a given instance of a concept. When all slots are filled, the model entry for that concept is "complete," at least as far as the ontological definition of the concept category is concerned. As saturation level is sensitive to the amount of detail in the ontology definition, this factor must be normalized by the number of attribute slots in its definition, thus \( \log(s) \) above.

In Figure 3 we can see an example of relative saturation level by comparing the attribute slots for Company2 with that of Company1 in Figure 2. Since the “Stock” slot is filled for Medtronic and remains empty for Harris Nesbitt, we say that the concept for Company1 is more saturated (i.e., more complete) than that of Company2.

![Figure 3: Detail of Figure 1 showing example concept with unfilled attribute slot.](image)

Document and rhetorical structure \( (W_D & W_R) \) take into account the location of a concept within a document (e.g., mentioned in the title) and the use of devices highlighting particular concepts (e.g., juxtaposition) in computing the overall ID score. For the intended message and informational propositions conveyed by the graphics, the weights assigned by SIGHT are incorporated into ID as \( W_G \).

After computing the ID of each concept, we will apply Demir’s (2010a) graph-based ranking algorithm to select items for the summary. This algorithm is based on PageRank (Page et al., 1999), but with several changes. Beyond centrality assessment based on relationships between concepts, it also incorporates apriori importance nodes that enable us to capture concept completeness, number of expressions, and document and rhetorical structure. More importantly from a generation perspective, Demir’s algorithm iteratively selects concepts one at a time, re-ranking the remaining items by increasing the weight of related concepts and discounting redundant ones. Thus, we favor concepts that ought to be conveyed together while avoiding redundancy.

### 3.3 Generating a Summary

After we determine which concepts are most important as scored by ID, the next step is to decide what to say about them and express these elements as sentences. Following the generation technique of McDonald and Greenbacker (2010), the expressions observed by the parser and stored in the model are used as the “raw material” for expressing the concepts and relationships. The two most important concepts as rated in the semantic model built from the Medtronic article would be Company1 ("Medtronic") and Person1 ("Joanne Wuensch," a stock analyst). To generate a single summary sentence for this document, we should try to find some way of expressing these concepts together using the available phrasings. Since there is no direct link between these two concepts in the model (see Figure 1), none of the collected phrasings can express both concepts at the same time. Instead, we need to find a third concept that provides a semantic link between Company1 and Person1. If multiple options are available, deciding which linking concept to use becomes a microplanning problem, with the choice depending on linguistic constraints and the relative importance of the applicable linking concepts.

In this example, a reasonable selection would be TargetStockPrice1 (see Figure 1). Combining original phrasings from all three concepts (via substitution and adjunction operations on the underlying TAG trees), along with a “built-in” realization inherited by the TargetStockPrice category (a subtype of Expectation – not shown in the figure), produces a
Wuensch expects a 12-month target of 62 for medical device giant Medtronic.

Thus, we generate novel sentences, albeit with some “recycled” expressions, to form an abstractive summary of the original document.

Studies have shown that nearly 80% of human-written summary sentences are produced by a cut-and-paste technique of reusing original sentences and editing them together in novel ways (Jing and McKeown, 1999). By reusing selected short phrases (“cutting”) coupled together with generalized constructions (“pasting”), we can generate abstracts similar to human-written summaries.

The set of available expressions is augmented with numerous built-in schemas for realizing common relationships such as “is-a” and “has-a,” as well as realizations inherited from other conceptual categories in the hierarchy. If the knowledge base persists between documents, storing the observed expressions and making them available for later use when realizing concepts in the same category, the variety of utterances we can generate is increased. With a sufficiently rich set of expressions, the reliance on straightforward “recycling” is reduced while the amount of paraphrasing and transformation is increased, resulting in greater novelty of production. By using ongoing parser observations to support the generation process, the more the system “reads,” the better it “writes.”

4 Evaluation

As an intermediate evaluation, we will rate the concepts stored in a model built only from text and use this rating to select sentences containing these concepts from the original document. These sentences will be compared to another set chosen by traditional extraction methods. Human judges will be asked to determine which set of sentences best captures the most important concepts in the document. This “checkpoint” will allow us to assess how well our system identifies the most salient concepts in a text.

The summaries ultimately generated as final output by our prototype system will be evaluated against summaries written by human authors, as well as summaries created by extraction-based systems and a baseline of selecting the first few sentences. For each comparison, participants will be asked to indicate a preference for one summary over another. We propose to use preference-strength judgment experiments testing multiple dimensions of preference (e.g., accuracy, clarity, completeness). Compared to traditional rating scales, this alternative paradigm has been shown to result in better evaluator self-consistency and high inter-evaluator agreement (Belz and Kow, 2010). This allows a larger proportion of observed variations to be accounted for by the characteristics of systems undergoing evaluation, and can result in a greater number of significant differences being discovered.

Automatic evaluation, though desirable, is likely unfeasible. As human-written summaries have only about 60% agreement (Radev et al., 2002), there is no “gold standard” to compare our output against.

5 Discussion

The work proposed herein aims to advance the state-of-the-art in automatic summarization by offering a means of generating abstractive summaries from a semantic model built from the original article. By incorporating concepts obtained from non-text components (e.g., information graphics) into the semantic model, we can produce unified summaries of multimodal documents, resulting in an abstract covering the entire document, rather than one that ignores potentially important graphical content.
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Abstract

Sentiment analysis of citations in scientific papers and articles is a new and interesting problem due to the many linguistic differences between scientific texts and other genres. In this paper, we focus on the problem of automatic identification of positive and negative sentiment polarity in citations to scientific papers. Using a newly constructed annotated citation sentiment corpus, we explore the effectiveness of existing and novel features, including n-grams, specialised science-specific lexical features, dependency relations, sentence splitting and negation features. Our results show that 3-grams and dependencies perform best in this task; they outperform the sentence splitting, science lexicon and negation based features.

1 Introduction

Sentiment analysis is the task of identifying positive and negative opinions, sentiments, emotions and attitudes expressed in text. Although there has been in the past few years a growing interest in this field for different text genres such as newspaper text, reviews and narrative text, relatively less emphasis has been placed on extraction of opinions from scientific literature, more specifically, citations. Analysis of citation sentiment would open up many exciting new applications in bibliographic search and in bibliometrics, i.e., the automatic evaluation the influence and impact of individuals and journals via citations.

Existing bibliometric measures like H-Index (Hirsch, 2005) and adapted graph ranking algorithms like PageRank (Radev et al., 2009) treat all citations as equal. However, Bonzi (1982) argued that if a cited work is criticised, it should consequently carry lower or even negative weight for bibliometric measures. Automatic citation sentiment detection is a prerequisite for such a treatment.

Moreover, citation sentiment detection can also help researchers during search, by detecting problems with a particular approach. It can be used as a first step to scientific summarisation, enable users to recognise unaddressed issues and possible gaps in the current research, and thus help them set their research directions.

For other genres a rich literature on sentiment detection exists and researchers have used a number of features such as n-grams, presence of adjectives, adverbs and other parts-of-speech (POS), negation, grammatical and dependency relations as well as specialised lexicons in order to detect sentiments from phrases, words, sentences and documents. State-of-the-art systems report around 85-90% accuracy for different genres of text (Nakagawa et al., 2010; Yessenalina et al., 2010; Täckström and McDonald, 2011).

Given such good results, one might think that a sentence-based sentiment detection system trained on a different genre could be used equally well to classify citations. We argue that this might not be the case; our citation sentiment recogniser uses specialised training data and tests the performance of specialised features against current state-of-the-art features. The reasons for this are based on the following observations:

• Sentiment in citations is often hidden. This might
be because of the general strategy to avoid overt criticism due to the sociological aspect of citing (MacRoberts and MacRoberts, 1984; Thompson and Yiyun, 1991). Ziman (1968) states that many works are cited out of “politeness, policy or piety”. Negative sentiment, while still present and detectable for humans, is expressed in subtle ways and might be hedged, especially when it cannot be quantitatively justified (Hyland, 1995).

While SCL has been successfully applied to POS tagging and Sentiment Analysis (Blitzer et al., 2006), its effectiveness for parsing was rather unexplored.

- Citation sentences are often neutral with respect to sentiment, either because they describe an algorithm, approach or methodology objectively, or because they are used to support a fact or statement.

There are five different IBM translation models (Brown et al., 1993).

This gives rise to a far higher proportion of objective sentences than in other genres.

- Negative polarity is often expressed in contrastive terms, e.g. in evaluation sections. Although the sentiment is indirect in these cases, its negativity is implied by the fact that the authors’ own work is clearly evaluated positively in comparison.

This method was shown to outperform the class based model proposed in (Brown et al., 1992) . . .

- There is also much variation between scientific texts and other genres concerning the lexical items chosen to convey sentiment. Sentiment carrying science-specific terms exist and are relatively frequent, which motivates the use of a sentiment lexicon specialised to science.


- Technical terms play a large role overall in scientific text (Justeson and Katz, 1995). Some of these carry sentiment as well.

Current state of the art machine translation systems (Och, 2003) use phrasal (n-gram) features . . .

For this reason, using higher order n-grams might prove to be useful in sentiment detection.

- The scope of influence of citations varies widely from a single clause (as in the example below) to several paragraphs:

As reported in Table 3, small increases in METEOR (Banerjee and Lavie, 2005), BLEU (Papineni et al., 2002) and NIST scores (Doddington, 2002) suggest that . . .

This affects lexical features directly since there could be “sentiment overlap” associated with neighbouring citations. Ritchie et al. (2008) showed that assuming larger citation scopes has a positive effect in retrieval. We will test the opposite direction here, i.e., we assume short scopes and use a parser to split sentences, so that the features associated with the clauses not directly connected to the citation are disregarded.

We created a new sentiment-annotated corpus of scientific text in the form of a sentence-based collection of over 8700 citations. Our experiments use a supervised classifier with the state-of-the-art features from the literature, as well as new features based on the observations above. Our results show that the most successful feature combination includes dependency features and n-grams longer than for other genres \((n = 3)\), but the assumption of a smaller scope (sentence splitting) decreased results.

2 Training and Test Corpus

We manually annotated 8736 citations from 310 research papers taken from the ACL Anthology (Bird et al., 2008). The citation summary data from the ACL Anthology Network\(^1\) (Radev et al., 2009) was used. We identified the actual text of the citations by regular expressions and replaced it with a special token \(<\text{CIT}\>) in order to remove any lexical bias associated with proper names of researchers. We labelled each sentence as positive, negative or objective, and separated 1472 citations for development and training. The rest were used as the test set containing 244 negative, 743 positive and 6277 objective citations. Thus our dataset is heavily skewed, with subjective citations accounting for only around 14% of the corpus.

\(^1\)http://www.aclweb.org
3 Features

We represent each citation as a feature set in a Support Vector Machine (SVM) (Cortes and Vapnik, 1995) framework which has been shown to produce good results for sentiment classification (Pang et al., 2002). The corpus is processed using WEKA (Hall et al., 2008) and the Weka LibSVM library (EL-Manzalawy and Honavar, 2005; Chang and Lin, 2001) with the following features.

3.1 Word Level Features

In accordance with Pang et al. (2002), we use unigrams and bigrams as features and also add 3-grams as new features to capture longer technical terms. POS tags are also included using two approaches: attaching the tag to the word by a delimiter, and appending all tags at the end of the sentence. This may help in distinguishing between homonyms with different POS tags and signalling the presence of adjectives (e.g., JJ) respectively. Name of the primary author of the cited paper is also used as a feature.

A science-specific sentiment lexicon is also added to the feature set. This lexicon consists of 83 polar phrases which have been manually extracted from the development set of 736 citations. Some of the most frequently occurring polar phrases in this set consists of adjectives such as efficient, popular, successful, state-of-the-art and effective.

3.2 Contextual Polarity Features

Features previously found to be useful for detecting phrase-level contextual polarity (Wilson et al., 2009) are also included. Since the task at hand is sentence-based, we use only the sentence-based features from the literature e.g., presence of subjectivity clues which have been compiled from several sources\(^2\) along with the number of adjectives, adverbs, pronouns, modals and cardinals.

To handle negation, we include the count of negation phrases found within the citation sentence. Similarly, the number of valance shifters (Polanyi and Zaenen, 2006) in the sentence are also used. The polarity shifter and negation phrase lists have been taken from the OpinionFinder system (Wilson et al., 2005).

\(^2\)Available for download at http://www.cs.pitt.edu/mpqa/

3.3 Sentence Structure Based Features

We explore three different feature sets which focus on the lexical and grammatical structure of a sentence and have not been explored previously for the task of sentiment analysis of scientific text.

3.3.1 Dependency Structures

The first set of these features include typed dependency structures (de Marneffe and Manning, 2008) which describe the grammatical relationships between words. We aim to capture the long distance relationships between words. For instance in the sentence below, the relationship between results and competitive will be missed by trigrams but the dependency representation captures it in a single feature nsubj:competitive_results.

\(<\text{CIT}>\) showed that the results for French-English were competitive to state-of-the-art alignment systems.

A variation we experimented with, but gave up on as it did not show any improvements, concerns backing-off the dependent and governor to their POS tags (Joshi and Penstein-Rosé, 2009).

3.3.2 Sentence Splitting

Removing irrelevant polar phrases around a citation might improve results. For this purpose, we split each sentence by trimming its parse tree. Walking from the citation node \(<\text{CIT}>\) towards the root, we select the subtree rooted at the first sentence node \((S)\) and ignore the rest. For example, in Figure 1, the cited paper is not included in the scope of the discarded polar phrase significant improvements.

![Figure 1: An example of parse tree trimming](image-url)
3.3.3 Negation

Dependencies and parse trees attach negation nodes, such as not, to the clause subtree and this shows no interaction with other nodes with respect to valence shifting. To handle this effect, we take a simple window-based inversion approach. All words inside a \( k \)-word window of any negation term are suffixed with a token \_neg to distinguish them from their non-polar versions. For example, a 2-word negation window inverts the polarity of the positive phrase work well in the sentence below.

*Turney's method did not work\_neg well\_neg although they reported 80% accuracy in \textless{}CIT\textgreater{}.*

The negation term list has been taken from the OpinionFinder system. Khan (2007) has shown that this approach produces results comparable to grammatical relations based negation models.

4 Results

Because of our skewed dataset, we report both the macro-\( F \) and the micro-\( F \) scores using 10-fold cross-validation (Lewis, 1991). The bold values in Table 1 show the best results.

<table>
<thead>
<tr>
<th>Features</th>
<th>macro-( F )</th>
<th>micro-( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 grams</td>
<td>0.581</td>
<td>0.863</td>
</tr>
<tr>
<td>1-2 grams</td>
<td>0.592</td>
<td>0.864</td>
</tr>
<tr>
<td>1-3 grams</td>
<td>0.597</td>
<td>0.862</td>
</tr>
<tr>
<td>'' + POS</td>
<td>0.535</td>
<td>0.859</td>
</tr>
<tr>
<td>'' + POS (tokenised)</td>
<td>0.596</td>
<td>0.859</td>
</tr>
<tr>
<td>'' + scilex</td>
<td>0.597</td>
<td>0.860</td>
</tr>
<tr>
<td>'' + wlev</td>
<td>0.535</td>
<td>0.859</td>
</tr>
<tr>
<td>'' + cpol</td>
<td>0.418</td>
<td>0.859</td>
</tr>
<tr>
<td>'' + dep</td>
<td>0.760</td>
<td>0.897</td>
</tr>
<tr>
<td>'' + dep + split + neg</td>
<td>0.683</td>
<td>0.872</td>
</tr>
<tr>
<td>'' + dep + split</td>
<td>0.642</td>
<td>0.866</td>
</tr>
<tr>
<td>'' + dep + neg</td>
<td><strong>0.764</strong></td>
<td><strong>0.898</strong></td>
</tr>
</tbody>
</table>

Table 1: Results using science lexicon (scilex), contextual polarity (cpol), dependencies (dep), negation (neg), sentence splitting (split) and word-level (wlev) features.

The selection of the features is on the basis of improvements over a baseline of 1-3 grams i.e. if a feature (e.g. scilex) did not shown any improvement, it is has been excluded from the subsequent experiments.

The results show that contextual polarity features do not work well on citation text. Adding a science-specific lexicon does not help either. This may indicate that \( n \)-grams are sufficient to capture discriminating lexical structures. We find that word level and contextual polarity features are surpassed by dependency features. Sentence splitting does not help, possibly due to longer citation scope. Adding a negation window \( (k=15) \) improves the performance but the improvement was not found to be statistically significant. This might be due to skewed class distribution and a larger dataset may prove to be useful.

5 Related Work

While different schemes have been proposed for annotating citations according to their function (Spiegel-Rösing, 1977; Nanba and Okumura, 1999; Garzone and Mercer, 2000), there have been no attempts on citation sentiment detection in a large corpus.

Teufel et al. (2006) worked on a 2829 sentence citation corpus using a 12-class classification scheme. However, this corpus has been annotated for the task of determining the author’s reason for citing a given paper and is thus built on top of sentiment of citation. It considers usage, modification and similarity with a cited paper as positive even when there is no sentiment attributed to it. Moreover, contrast between two cited methods (CoCoXY) is categorized as objective in the annotation scheme even if the text indicates that one method performs better than the other. For example, the sentence below talks about a positive attribute but is marked as neutral in the scheme.

*Lexical transducers are more efficient for analysis and generation than the classical two-level systems (Koskeniemi, 1983) because ...*

Using this corpus is thus more likely to lead to inconsistent representation of sentiment in any system which relies on lexical features. Teufel et al. (2006) group the 12 categories into 3 in an attempt to perform a rough approximation of sentiment analysis over the classifications and report a 0.710 macro-\( F \) score. Unfortunately, we have ac-
cess to only a subset\(^3\) of this citation function corpus. We have extracted 1-3 grams, dependencies and negation features from the reduced citation function dataset and used them in our system with 10-fold cross-validation. This results in an improved macro-$F$ score of 0.797 for the subset. This shows that our system is comparable to Teufel et al. (2006). When this subset is used to test the system trained on our newly annotated corpus, a low macro-$F$ score of 0.484 is achieved. This indicates that there is a mismatch in the annotated class labels. Therefore, we can infer that citation sentiment classification is different from citation function classification.

Other approaches to citation annotation and classification include Wilbur et al. (2006) who annotated a small 101 sentence corpus on focus, polarity, certainty, evidence and directionality. Piao et al. (2007) proposed a system to attach sentiment information to the citation links between biomedical papers.

Different dependency relations have been explored by Dave et al. (2003), Wilson et al. (2004) and Ng et al. (2006) for sentiment detection. Nakagawa et al. (2010) report that using dependencies on conditional random fields with lexicon based polarity reversal results in improvements over $n$-grams for news and reviews corpora.

A common approach is to use a sentiment labelled lexicon to score sentences (Hatzivassiloglou and McKeown, 1997; Turney, 2002; Yu and Hatzivassiloglou, 2003). Research suggests that creating a general sentiment classifier is a difficult task and existing approaches are highly topic dependent (Engström, 2004; Gamon and Aue, 2005; Blitzer et al., 2007).

### 6 Conclusion

In this paper, we focus on automatic identification of sentiment polarity in citations. Using a newly constructed annotated citation sentiment corpus, we examine the effectiveness of existing and novel features, including $n$-grams, scientific lexicon, dependency relations and sentence splitting. Our results show that 3-grams and dependencies perform best in this task; they outperform the scientific lexicon and the sentence splitting features. Future directions include trying to improve the performance by modelling negations using a more sophisticated approach. New techniques for detection of the negation scope such as the one proposed by Councill et al. (2010) might also be helpful in citations. Exploring longer citation scopes by including citation contexts might also improve citation sentiment detection.

### References
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\(^3\)This subset contains 591 positive, 59 negative and 1259 objective citations.
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Abstract

Allophonic rules are responsible for the great variety in phoneme realizations. Infants can not reliably infer abstract word representations without knowledge of their native allophonic grammar. We explore the hypothesis that some properties of infants’ input, referred to as indicators, are correlated with allophony. First, we provide an extensive evaluation of individual indicators that rely on distributional or lexical information. Then, we present a first evaluation of the combination of indicators of different types, considering both logical and numerical combinations schemes. Though distributional and lexical indicators are not redundant, straightforward combinations do not outperform individual indicators.

1 Introduction

Though the phonemic inventory of a language is typically small, phonetic and phonological processes yield manifold variants\(^1\) for each phoneme. Words too are affected by this variability, yielding different realizations for a given underlying form. Allophonic rules relate phonemes to their variants, expressing the contexts in which the latter occur. We are interested in describing procedures by which infants, learning their native allophonic grammar, could reduce the variation and recover words. Combining insights from both computational and behavioral studies, we endorse the hypothesis that infants are good distributional learners (Maye et al., 2002; Saffran et al., 1996) and that they may ‘bootstrap’ into language tracking statistical regularities in the signal.

We seek to identify which features of infants’ input are most reliable for learning allophonic rules. A few indicators, based on distributional (Peperkamp et al., 2006) and lexical (Martin et al., submitted) information, have been described and validated \textit{in silico}.\(^2\) Yet, other aspects have barely been addressed, e.g. the question of whether or not these indicators capture different aspects of allophony and, if so, which combination scheme yields better results.

We present an extensive evaluation of individual indicators and, based on theoretical and empirical desiderata, we outline a more comprehensive framework to model the acquisition of allophonic rules.

2 Indicators of allophony

We build upon Peperkamp et al.’s framework: the task is to induce a two-class classifier deciding, for every possible pair of segments, whether or not they realize the same phoneme. Discrimination relies on indicators, i.e. linguistic properties which are correlated with allophony. As a model of language acquisition, this classifier is induced without supervision.

In line with previous studies, we assume that infants are able to segment the continuous stream of acoustic input into a sequence of discrete segments, and that they quantize each of these segments into one of a finite number of phonetic categories. Quantization is a necessary assumption for the framework to apply. However, the larger the set of phonetic categories, the closer we get to recent ‘single-stage’ approaches (e.g. work by Dillon et al., in preparation) where phonological categories are acquired directly from raw infant-directed speech.

\(^1\)We use \textit{allophony} as an umbrella term for the continuum ranging from typical allophones to mere coarticulatory variants.

\(^2\)See also the work of Dautriche (2009) on acoustic indicators of allophony, albeit using adult-directed speech.
2.1 Distributional indicators

Complementary distribution is a ubiquitous criterion for the discovery of phonemes. If two segments occur in mutually exclusive contexts, the two may be realizations of the same phoneme.

Bearing in mind that the signal may be noisy, Peperkamp et al. (2006) looked for segments in near-complementary distributions. Using the symmetrised Kullback–Leibler divergence (henceforth KL), they compared the probability distributions of how often the contexts of each segment occur. In a follow-up study, Le Calvez (2007) compared KL to other indicators, namely the Jensen–Shannon divergence (JS) and the Bhattacharyya coefficient (BC).³

2.2 Lexical indicators

Adjacent segments can condition the realization of a word’s initial and final phonemes. If two words only differ by their initial or final segments, these segments may be realizations of the same phoneme. Instantiating the general concept of functional load (Hockett, 1955), lexical indicators gauge the degree of contrast in the lexicon between two segments.

Using the simplest expression of functional load, Martin et al. (submitted) defined a Boolean-valued indicator, FL, satisfied by a single pair of minimally different words. As a result, FL is sensitive to noise. We define a finer-grained variant, FL*, which tallies the number of such pairs. Moreover, as words get longer, it becomes increasingly unlikely that such word pairs occur by chance. Thus, for any such pair, FL* is incremented by the length of those words.

We also propose an information-theoretic lexical indicator, HFL, based on Hockett’s definition of functional load. HFL accounts for the fraction of information content, represented by the language’s word entropy, that is lost when the opposition between two segments is neutralized. The ‘broken typewriter’ function used for neutralization guarantees that values lie in $[0, 1]$ (Coolen et al., 2005).

3 Corpora and experimental setup

In the absence of phonetic transcriptions of infant-directed speech, and as the number of allophones infants must learn is unknown (if assessable at all), we use Boruta et al.’s (submitted) corpora. They created a range of possible inputs, applying artificial allophonic grammars⁴ of different sizes (Boruta, 2011) to the now-standard CHILDES ‘Brent/Ratner’ corpus of English (Brent and Cartwright, 1996). We quantify the amount of variation in a corpus by its allophonic complexity, i.e. the ratio of the number of phones to the number of phonemes in the language.

Lexical indicators require an ancillary procedure yielding a lexicon. Martin et al. approximated a lexicon by a list of frequent $n$-grams. Here, the lexicon is induced from the output of an explicit word segmentation model, viz. Venkataraman’s incremental (2001) model, using the unsegmented phonetic corpora as the input. Though, obviously, infants can not access it, we use the lexicon derived from the CHILDES orthographic transcripts for reference.

4 Indicators’ discriminant power

As the aforementioned indicators have been evaluated using various languages, allophonic grammars and measures, we present a unified evaluation, conducted using Sing et al.’s (2005) ROCR package.

4.1 Evaluation

Non-Boolean indicators require a threshold at and above which pairs are classified as allophonic. We evaluate indicators across all possible discrimination thresholds, reporting the area under the ROC curve (henceforth AUC). Equivalent to Martin et al.’s $\rho$, values lie in $[0, 1]$ and are equal to the probability that a randomly drawn allophonic pair will score higher than a randomly drawn non-allophonic pair; .5 thus indicates random prediction.

Moreover, we evaluate indicators’ misclassifications at the discrimination threshold maximizing Matthews’ (1975) correlation coefficient: let $\alpha$, $\beta$, $\gamma$ and $\delta$ be, respectively, the number of false positives, false negatives, true positives and true negatives, $\text{MCC} = (\gamma\delta - \alpha\beta)/\sqrt{(\alpha + \gamma)(\beta + \gamma)(\alpha + \delta)(\beta + \delta)}$. Values of 1, 0 and $-1$ indicate perfect, random and inverse prediction, respectively. This coefficient is more appropriate than the accuracy or the F-measure.

³As for the actual computations, we use the same definitions as Le Calvez (2007) except that, as BC increases when distributions overlap and $0 \leq BC \leq 1$, we actually use $1 - BC$.

⁴Because all allophonic rules implemented in the corpora are of the type $p \rightarrow a / c$, FL and FL* only look for words minimally differing by their last segments.
when, as here, the true classes have very different sizes. Using this optimal, MCC-maximizing threshold, we report the maximal MCC and, as percentages, the accuracy (Acc), the false positive rate (FPR) and the false negative rate (FNR).

4.2 Results and discussion

Indicators’ AUC corroborate previous results for distributional indicators: they perform almost identically and do not accommodate high allophonic complexities at which they perform below chance (Figure 1.a) because, as suggested by Martin et al., every segment has an extremely narrow distribution and complementary distribution is the rule rather than the exception. By contrast, all three lexical indicators are much more robust even if, as predicted, FL’s coarseness impedes its discriminant power (Figure 1.b). The reason why FL* outperforms HFL may be due to the very definition of HFL’s broken typewriter function: as the segments, e.g. \{x, y\}, are collapsed into a single symbol, the indicator captures not only minimal alternations like \(wx \sim wy\), but also word pairs such as \(xy \sim yx\).

AUC curves suggest that, for each type, indicators converge at medium allophonic complexity. Thus, misclassification scores are reported in Table 1 only at low (2 allophones/phoneme) and medium (9) complexities. Previous observations are confirmed by MCC and accuracy values: though all indicators are positively correlated with the underlying allophonic relation, correlation is stronger for lexical indicators. Surprisingly, zero FPR values are observed for some lexical indicators, meaning that they make no false alarms and, as a consequence, that all errors are caused by missed allophonic pairs.

5 Indicators’ redundancy

None of the indicators we benchmarked in the previous section makes a perfect discrimination between allophonic and non-allophonic pairs of segments.

5If \(p\) phonemes have on average \(a\) allophones, out of the \(pa(pa - 1)/2\) possible pairs, only \(pa(a - 1)/2\) are allophonic, and a dummy indicator that rejects all pairs achieves a constant accuracy of \(1 - (a - 1)/(pa - 1)\), which is greater than 98% for any of our corpora. Besides, the computation of precision, recall and the F-measure do not take true negatives into account.

6These indicators perform similarly using the orthographic lexicon: we only report AUC for FL* (referred to as oFL*), as it gives the upper bound on lexical indicators’ performance.

Table 1: Indicators’ performance at low and medium complexities, using the MCC-maximizing thresholds. Boldface indicates the best value. Italics indicate accuracies below that of a dummy indicator rejecting all pairs.

<table>
<thead>
<tr>
<th></th>
<th>2 allophones/phoneme</th>
<th>9 allophones/phoneme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MCC</td>
<td>Acc</td>
</tr>
<tr>
<td>KL</td>
<td>.095</td>
<td>88.2</td>
</tr>
<tr>
<td>JS</td>
<td>.097</td>
<td>86.4</td>
</tr>
<tr>
<td>BC</td>
<td>.097</td>
<td>86.8</td>
</tr>
<tr>
<td>FL*</td>
<td>.564</td>
<td>99.3</td>
</tr>
<tr>
<td>HFL</td>
<td>.301</td>
<td>97.8</td>
</tr>
<tr>
<td>oFL*</td>
<td>.048</td>
<td>73.1</td>
</tr>
</tbody>
</table>

Yet, if some segment pairs are misclassified by one but not all (types of) indicators, a suitable combination should outperform individual indicators. In other words, combining indicators may yield better results only if, individually, indicators capture different subsets of the underlying allophonic relation.

5.1 Evaluation

To get a straightforward estimation of redundancy, we compute the Jaccard index between each indicator’s set of misclassified pairs: let \(D\) and \(L\) be sets containing, respectively, a distributional and a lexical indicator’s errors, \(J(D, L) = |D \cap L|/|D \cup L|\). Values lie in \([0, 1]\) and the lower the index, the more promising the combination. To distinguish false positives from false negatives, we compute two Jaccard indices for each possible combination.

5.2 Results and discussion

Jaccard indices, reported in Table 2, emphasize the distinction between false positives and false negatives. False negatives have rather high indices: most
allophonic pairs that are not captured by distributional indicators are not captured either by lexical indicators, and vice versa. By contrast, there is little or no redundancy in false positives, even at medium allophonic complexity: though random pairs can be incorrectly classified as allophonic, the error is unlikely to recur across all types of indicators.

It is also worth noting that though JS performs slightly better than KL and BC, the exact nature of the distributional indicator seems to have little influence on the performance of the combination.

### 6 Combining indicators

As distributional and lexical indicators are not completely redundant, combining them is a natural extension. However, not all conceivable combination schemes are appropriate for our task. We present our choices in terms of Marr’s (1982) levels of analysis.

At the computational level, a combination scheme can be either disjunctive or conjunctive, i.e. each indicator can be either sufficient or (only) necessary. Aforementioned indicators were designed as necessary but not sufficient correlates of phonemehood. For instance, while a phoneme’s allophones have complementary distributions, not all segments that have complementary distributions are allophones of a single phoneme. Therefore, we favor a conjunctive scheme,7 even if this conflicts with abovementioned results: most errors are due to missed allophonic pairs but a conjunctive scheme, where every indicator must be satisfied, is likely to increase misses.

At the algorithmic level, a combination scheme can be either logical or numerical. A logical scheme uses a logical connective to join indicators’ Boolean decisions, typically by conjunction according to our previous decision. By contrast, a numerical scheme tries to approximate interactions between indicators’ values, merging them using any monotone increasing function; discrimination then relies on a single threshold. In practical terms, we use multiplication as a numerical counterpart of conjunction.

#### 6.1 Evaluation

Setting aside the following minor adjustments, we use the same protocol as for individual indicators.

7This generalizes Martin et al.’s attempt at combination: they used FL as a high-pass lexical filter prior to the use of KL.

<table>
<thead>
<tr>
<th>2 allo./phon.</th>
<th>9 allo./phon.</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP</td>
<td>FN</td>
</tr>
<tr>
<td>KL FL</td>
<td>.096</td>
</tr>
<tr>
<td>JS FL</td>
<td>.113</td>
</tr>
<tr>
<td>BC FL</td>
<td>.110</td>
</tr>
</tbody>
</table>

| KL FL* | .000 | .595 | .008 | .520 |
| JS FL* | .000 | .548 | .005 | .525 |
| BC FL* | .000 | .556 | .007 | .517 |

| KL HFL | .000 | .667 | .087 | .788 |
| JS HFL | .000 | .612 | .033 | .781 |
| BC HFL | .000 | .620 | .089 | .787 |

Table 2: Indicators’ redundancy at low and medium allophonic complexities, estimated by the Jaccard indices between their false positives (FP) and false negatives (FN). Boldface indicates the best value.

Figure 2: Indicators’ AUC as a function of allophonic complexity, for the multiplicative combination scheme. The dashed line indicates random prediction.

Logical combinations require one discrimination threshold per combined indicator. As it facilitates comparison with previous results, we report performance at the thresholds maximizing the MCC of individual indicators (rather than at the thresholds maximizing the combined MCC).

Numerical combinations are sensitive to differences in indicators’ magnitudes. Equal contribution of all indicators may or may not be a desirable property, but in the absence of a priori knowledge of indicators’ relative weights, each indicator’s values were standardized so that they lie in [0, 1], shifting the minimum to zero and rescaling by the range.

#### 6.2 Results and discussion

It is worth noting that, while the performance of combined indicators is still good (Table 3), it is less satisfactory than that of the best individual indicators. Moreover, even if misclassification scores
show that conjoined and multiplied indicators perform similarly, disparities emerge at medium allophonic complexity: while multiplication yields better MCC and FNR, conjunction yields better accuracy and FPR. In that regard, observing FPR values of zero is quite satisfactory from the point of view of language acquisition, as processing two segments as realizations of a single phoneme (while they are not) may lead to the confusion of true minimal pairs of words. Indeed, at a higher level, learning allophonic rules allows the infant to reduce the size of its emerging lexicon, factoring out allophonic realizations for each underlying word form.

Furthermore, AUC curves for the multiplicative scheme (Figure 2), suggest that distributional indicators’ contribution to the combinations appears to be rather negative, except at very low allophonic complexities. One explanation (yet to be tested experimentally) would be that they come into play later in the learning process, once part of allophony has been reduced using other indicators.

<table>
<thead>
<tr>
<th>Logical combination: conjunction</th>
<th>Numerical combination: multiplication</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 allophones/phoneme</td>
<td>9 allophones/phoneme</td>
</tr>
<tr>
<td>2 allophones/phoneme</td>
<td>9 allophones/phoneme</td>
</tr>
<tr>
<td>MCC</td>
<td>Acc</td>
</tr>
<tr>
<td>KL</td>
<td>FL</td>
</tr>
<tr>
<td>JS</td>
<td>FL</td>
</tr>
<tr>
<td>BC</td>
<td>FL</td>
</tr>
<tr>
<td>KL</td>
<td>FL*</td>
</tr>
<tr>
<td>JS</td>
<td>FL*</td>
</tr>
<tr>
<td>BC</td>
<td>FL*</td>
</tr>
</tbody>
</table>

Table 3: Performance of combined distributional and lexical indicators, at low and medium allophonic complexity. Boldface indicates the best value. Italics indicate accuracies below that of a dummy indicator rejecting all pairs.

7 Conclusion

We presented an evaluation of distributional and lexical indicators of allophony. Although they all perform well at low allophonic complexities, miscalifications increase, more or less seriously, when the average number of allophones per phoneme increases. We also presented a first evaluation of the combination of indicators, and found no significant difference between the two combination schemes we defined. Unfortunately, none of the combinations we tested outperforms individual indicators.

For comparability with previous studies, we only considered combination schemes requiring no modification in the definition of the task; however, learning allophonic pairs becomes unnatural when phonemes can have more than two realizations. Embedding each indicator’s segment-to-segment (dis)similarities in a multidimensional space, for example, would enable the use of clustering techniques where minimally distant points would be analyzed as allophones of a single phoneme.

Thus far, segments have been nothing but abstract symbols and, for example, the task at hand is as hard for \([a] \sim [a]\) as it is for \([t] \sim [k]\). However, not only do allophones of a given phoneme tend to be acoustically similar, but acoustic differences may be more salient and/or available earlier to the infant than complementary distributions or minimally differing words. Therefore, the main extension towards a comprehensive model of the acquisition of allophonic rules would be to include acoustic indicators.

Acknowledgments

This work was supported by a graduate fellowship from the French Ministry of Research. We thank Benoît Crabbé, Emmanuel Dupoux and Sharon Peperkamp for helpful comments and discussion.
References

Luc Boruta, Sharon Peperkamp, Benoît Crabbé, and Emmanuel Dupoux. Submitted. Testing the robustness of online word segmentation: effects of linguistic diversity and phonetic variation.


Abstract

Most spoken dialogue systems are still lacking in their ability to accurately model the complex process that is human turn-taking. This research analyzes a human-human tutoring corpus in order to identify prosodic turn-taking cues, with the hopes that they can be used by intelligent tutoring systems to predict student turn boundaries. Results show that while there was variation between subjects, three features were significant turn-yielding cues overall. In addition, a positive relationship between the number of cues present and the probability of a turn yield was demonstrated.

1 Introduction

Human conversation is a seemingly simple, everyday phenomenon that requires a complex mental process of turn-taking, in which participants manage to yield and hold the floor with little pause in-between speaking turns. Most linguists subscribe to the idea that this process is governed by a subconscious internal mechanism, that is, a set of cues or rules that steers humans toward proper turn-taking (Duncan, 1972). These cues may include lexical features such as the words used to end the turn, or prosodic features such as speaking rate, pitch, and intensity (Cutler and Pearson, 1986).

While successful turn-taking is fairly easy for humans to accomplish, it is still difficult for models to be implemented in spoken dialogue systems. Many systems use a set time-out to decide when a user is finished speaking, often resulting in unnaturally long pauses or awkward overlaps (Ward, et. al., 2005). Others detect when a user interrupts the system, known as “barge-in”, though this is characteristic of failed turn-taking rather than successful conversation (Glass, 1999).

Improper turn-taking can often be a source of user discomfort and dissatisfaction with a spoken dialogue system. Little work has been done to study turn-taking in tutoring, so we hope to investigate it further while using a human-human (HH) tutoring corpus and language technologies to extract useful information about turn-taking cues. This analysis is particularly interesting in a tutoring domain because of the speculated unequal statuses of participants. The goal is to eventually develop a model for turn-taking based on this analysis which can be implemented in an existent tutoring system, ITSPOKE, an intelligent tutor for college-level Newtonian physics (Litman and Silliman, 2004). ITSPOKE currently uses a time-out to determine the end of a student turn and does not recognize student barge-in. We hypothesize that improving upon the turn-taking model this system uses will help engage students and hopefully lead to increased student learning, a standard performance measure of intelligent tutoring systems (Litman et. al., 2006).

2 Related Work

Turn-taking has been a recent focus in spoken dialogue system work, with research producing many different models and approaches. Raux and Eskenazi (2009) proposed a finite-state turn-taking
model, which is used to predict end-of-turn and performed significantly better than a fixed-threshold baseline in reducing endpointing latency in a spoken dialogue system. Selfridge and Heeman (2010) took a different approach and presented a bidding model for turn-taking, in which dialogue participants compete for the turn based on the importance of what they will say next.

Of considerable inspiration to the research in this paper was Gravano and Hirschberg’s (2009) analysis of their games corpus, which showed that it was possible for turn-yielding cues to be identified in an HH corpus. A similar method was used in this analysis, though it was adapted based on the tools and data that were readily available for our corpus. Since these differences may prevent direct comparison between corpora, future work will focus on making our method more analogous.

Since our work is similar to that done by Gravano and Hirschberg (2009), we hypothesize that turn-yielding cues can also be identified in our HH tutoring corpus. However, it is possible that the cues identified will be very different, due to factors specific to a tutoring environment. These include, but are not limited to, status differences between the student and tutor, engagement of the student, and the different goals of the student and tutor.

Our hypothesis is that for certain prosodic features, there will be a significant difference between places where students yield their turn (allow the tutor to speak) and places where they hold it (continue talking). This would designate these features as turn-taking cues, and would allow them to be used as features in a turn-taking model for a spoken dialogue system in the future.

3 Method

The data for this analysis is from an HH tutoring corpus recorded during the 2002-2003 school year. This is an audio corpus of 17 university students, all native Standard English speakers, working with a tutor (the same for all subjects) on physics problems (Litman et al., 2006). Both the student and the tutor were sitting in front of separate work stations, so they could communicate only through microphones or, in the case of a student-written essay, through the shared computer environment. Any potential turn-taking cues that the tutor received from the student were very comparable to what a spoken dialogue system would have to analyze during a user interaction.

For each participant, student speech was isolated and segmented into breath groups. A breath group is defined as any segment of speech by one dialogue participant bounded by 200 ms of silence or more based on a certain threshold of intensity (Liscombe et al., 2005). This break-down allowed for feature measurement and comparison at places that were and were not turn boundaries. Although Gravano and Hirschberg (2009) segmented their corpus by 50 ms of silence, we used 200 ms to divide the breath groups, as this data had already been calculated for another experiment done with the HH corpus (Liscombe et al., 2005).1

![Figure 1. Conversation Segmented into Breath Groups](image)

Each breath group was automatically labeled as one of the following: HOLD, when a breath group was immediately followed by a second breath group from the same person, YIELD, when a breath group was immediately followed by speech from the other participant, or OVERLAP, when speech from another participant started before the current one ended. Figure 1 is a diagram of a hypothetical conversation between two participants, with examples of HOLD’s and YIELD’s labeled. These groups were determined strictly by time and not by the actually speech being spoken. Speech acts such as backchannels, then, would be included in the YIELD group if they were spoken during clear gaps in the tutor’s speech, but would be placed in the OVERLAP group if they occurred during or overlapping with tutor speech. There were 9,169 total HOLD’s in the corpus and 4,773 YIELD’s; these were used for comparison, while the OVERLAP’s were set aside for future work.

Four prosodic features were calculated for each breath group: duration, pitch, RMS, and percent silence. Duration is the length of the breath group in seconds. Pitch is the mean fundamental frequency (f0) of the speech. RMS (the root mean

---

1 Many thanks to the researchers at Columbia University for providing the breath group data for this corpus.
squared amplitude) is the energy or loudness. Percent silence was the amount of internal silence within the breath group. For pitch and RMS, the mean was taken over the length of the breath group. These features were used because they are similar to those used by Gravano and Hirschberg (2009), and are already used in the spoken dialogue system we will be using (Forbes-Riley and Litman, 2011). While only a small set of features is examined here, future work will include expanding the feature set.

Mean values for each feature for HOLD’s and YIELD’s were calculated and compared using the student T-test in SPSS Statistics software. Two separate tests were done, one to compare the means for each student individually, and one to compare the means across all students. p ≤ .05 is considered significant for all statistical tests. The p-values given are the probability of obtaining the difference between groups by chance.

### 4 Results

#### 4.1 Individual Cues

First, means for each feature for HOLD’s and YIELD’s were compared for each subject individually. These individual results indicated that while turn-taking cues could be identified, there was much variation between students. Table 1 displays the results of the analysis for one subject, student 111. For this student, all four prosodic features are turn-taking cues, as there is a significant different between the HOLD and YIELD groups for all of them. However, for all other students, this was not the case. As shown in Table 3, multiple significant cues could be identified for most students, and there was only one which appeared to have no significant turn-yielding cues.

Because there was so much individual variation, a paired T-test was used to compare the means across subjects. In this analysis, duration, pitch, and RMS were all found to be significant cues. Percent silence, however, was not. The results of this test are summarized in Table 2. A more detailed look at each of the three significant cues is done below.

<table>
<thead>
<tr>
<th>N</th>
<th>duration</th>
<th>percent silence</th>
<th>pitch</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOLD Group Mean</td>
<td>993</td>
<td>1.07</td>
<td>0.34</td>
<td>102.24</td>
</tr>
<tr>
<td>YIELD Group Mean</td>
<td>480</td>
<td>0.78</td>
<td>0.39</td>
<td>114.87</td>
</tr>
<tr>
<td>Significance</td>
<td>* p = 0.018</td>
<td>* p &lt; 0.001</td>
<td>* p &lt; 0.001</td>
<td>* p &lt; 0.001</td>
</tr>
</tbody>
</table>

Table 1. Individual Results for Subject 111

<table>
<thead>
<tr>
<th>N</th>
<th>duration</th>
<th>percent silence</th>
<th>pitch</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOLD Group Mean</td>
<td>17</td>
<td>1.49</td>
<td>0.300</td>
<td>140.44</td>
</tr>
<tr>
<td>YIELD Group Mean</td>
<td>17</td>
<td>0.82</td>
<td>0.310</td>
<td>147.58</td>
</tr>
<tr>
<td>Significance</td>
<td>* p = 0.022</td>
<td>p = 0.590</td>
<td>* p = 0.009</td>
<td>* p &lt; 0.001</td>
</tr>
</tbody>
</table>

Table 2. Results from Paired T-Test

<table>
<thead>
<tr>
<th>Number of Significant Cues</th>
<th>Number of Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3. Number of Students with Significant Cues

**Duration:** The mean duration for HOLD’s is longer than the mean duration for YIELD’s. This suggests that students speak for a longer uninterrupted time when they are trying to hold their turn, and yield their turns with shorter utterances. This is the opposite of Gravano and Hirschberg’s (2009) results, which found that YIELD’s were longer.

**Pitch:** The mean pitch for YIELD’s is higher than the mean pitch for HOLD’s. Gravano and Hirschberg (2009), on the other hand, found that YIELD’s were lower pitched than HOLD’s. This difference may be accounted for by the difference in tasks. During tutoring, students are possibly...
more uncertain, which may raise the mean pitch of the YIELD breath groups.

**RMS:** The mean RMS, or energy, for HOLD’s is higher than the mean energy for YIELD’s. This is consistent with student’s speaking more softly, i.e., trailing off, at the end of their turn, a usual phenomenon in human speech. This is consistent with the results from the Columbia games corpus (Gravano and Hirschberg, 2009).

### 4.2 Combining Cues

Gravano and Hirschberg (2009) were able to show using their cues and corpus that there is a positive relationship between the number of turn-yielding cues present and the probability of a turn actually being taken. This suggests that in order to make sure that the other participant is aware whether the turn is going to continue or end, the speaker may subconsciously give them more information through multiple cues.

To see whether this relationship existed in our data, each breath group was marked with a binary value for each significant cue, representing whether the cue was present or not present within that breath group. A cue was considered present if the value for that breath group was strictly closer to the student’s mean for YIELD’s than HOLD’s. The number of cues present for each breath group was totaled. Only the three cues found to be significant cues were used for these calculations. For each number of cues possible \( x \) (0 to 3, inclusively), the probability of the turn being taken was calculated by \( p(x) = Y / T \), where \( Y \) is the number of YIELD’s with \( x \) cues present, and \( T \) is the total number of breath groups with \( x \) cues present.

![Figure 2. Cues Present v. Probability of YIELD](image)

According to these results, a positive relationship seems to exist for these cues and this corpus. Figure 2 shows the results plotted with a fitted regression. The number of cues present and probability of a turn yield is strongly correlated \( (r = .923, p=.038) \). A regression analysis done using SPSS showed that the adjusted \( r^2 = .779 \) (\( p = .077 \)).

When no turn-yielding cues are present, there is still a majority chance that the student will yield their turn; however, this is understandable due to the small number of cues being analyzed. Regardless, this gives a very preliminary support for the idea that it is possible to predict when a turn will be taken based on the number of cues present.

### 5 Conclusions

This paper presented preliminary work in using an HH tutoring corpus to construct a turn-taking model that can later be implemented in a spoken dialogue system. A small set of prosodic features was used to try and identify turn-taking cues by comparing their values at places where students yielded their turn to the tutor and places where they held it. Results show that turn-taking cues such as those investigated can be identified for the corpus, and may hold predictive ability for turn boundaries.

#### 5.1 Future Work

When building on this work, there are two different directions in which we can go. While this work uncovers some interesting results in the tutoring domain, there are some shortcomings in the method that may make it difficult to effectively evaluate the results. As the breath group is different from the segment used in Gravano and Hirschberg’s (2009) experiment, and the set of prosodic features is smaller, direct comparison becomes quite difficult. The differences between the two methods provide enough doubt for the results to truly be interpreted as contradictory. Thus the first line of future inquiry is to redo this method using a smaller silence boundary (50 ms) and different set of prosodic features so that it is truly comparable to Gravano and Hirschberg’s (2009) work with the game corpus. This could yield interesting discoveries in the differences between the two corpora, shedding light on phenomena that are particular to tutoring scenarios.

On the other hand, other researchers have used different segments; for example, Clemens and Dekhaus (2009) divide their corpus by “topic units” that are grammatically and semantically complete. In addition, Litman et. al. (2009) were able to use
word-level units to calculate prosody and classify turn-level uncertainty. Perhaps direct comparison is not entirely necessary, and instead this work should be considered an isolated look at an HH corpus that provides insight into turn-taking, specifically in tutoring and other domains with unequal power levels. Future work in this direction would include growing the set of features by adding more prosodic ones and introducing lexical ones such as bi-grams and uni-grams. Already, work has been done to investigate the features used in the INTERSPEECH 2009 Emotion Challenge using openSMILE (Eyben et al., 2009). When a large feature bank has been developed, significant cues will be used in conjunction with machine learning techniques to build a model for turn-taking which can be implemented in a spoken dialogue tutoring system. The goal would be to learn more about human turn-taking while seeing if better turn-taking by a computer tutor ultimately leads to increased student learning in an intelligent tutoring system.

Acknowledgments

This work was supported by the NSF (#0631930). I would like to thank Diane Litman, my advisor, Scott Drummond, for software assistance, Joanna Drummond, for many helpful comments on this paper, and the ITSPOKE research group for their feedback on my work.

References


Predicting Clicks in a Vocabulary Learning System

Aaron Michelony
Baskin School of Engineering
University of California, Santa Cruz
1156 High Street
Santa Cruz, CA 95060
amichelo@soe.ucsc.edu

Abstract

We consider the problem of predicting which words a student will click in a vocabulary learning system. Often a language learner will find value in the ability to look up the meaning of an unknown word while reading an electronic document by clicking the word. Highlighting words likely to be unknown to a reader is attractive due to drawing his or her attention to it and indicating that information is available. However, this option is usually done manually in vocabulary systems and online encyclopedias such as Wikipedia. Furthermore, it is never on a per-user basis. This paper presents an automated way of highlighting words likely to be unknown to the specific user. We present related work in search engine ranking, a description of the study used to collect click data, the experiment we performed using the random forest machine learning algorithm and finish with a discussion of future work.

1 Introduction

When reading an article one occasionally encounters an unknown word for which one would like the definition. For students learning or mastering a language, this can occur frequently. Using a computerized learning system, it is possible to highlight words with which one would expect students to struggle. The highlighting both draws attention to the word and indicates that information about it is available.

There are many applications of automatically highlighting unknown words. The first is, obviously, educational applications. Another application is foreign language acquisition. Traditionally learners of foreign languages have had to look up unknown words in a dictionary. For reading on the computer, unknown words are generally entered into an online dictionary, which can be time-consuming. The automated highlighting of words could also be applied in an online encyclopedia, such as Wikipedia. The proliferation of handheld computer devices for reading is another potential application, as some of these user interfaces may cause difficulty in the copying and pasting of a word into a dictionary. Given a finite amount of resources available to improve definitions for certain words, knowing which words are likely to be clicked will help. This can be used for caching.

In this paper, we explore applying machine learning algorithms to classifying clicks in a vocabulary learning system. The primary contribution of this work is to provide a list of features for machine learning algorithms and their correlation with clicks. We analyze how the different features correlate with different aspects of the vocabulary learning process.

2 Related Work

The previous work done in this area has mainly been in the area of predicting clicks for web search ranking. For search engine results, there have been several factors identified for why people click on certain results over others. One of the most important is position bias, which says that the presentation order affects the probability of a user clicking on a result. This is considered a “fundamental problem in click data” (Craswell et al., 2008), and eye-
tracking experiments (Joachims et al., 2005) have shown that click probability decays faster than examination probability.

There have been four hypotheses for how to model position bias:

- **Baseline Hypothesis**: There is no position bias. This may be useful for some applications but it does not fit with the data for how users click the top results.
- **Mixture Hypothesis**: Users click based on relevance or at random.
- **Examination Hypothesis**: Each result has a probability of being examined based on its position and will be clicked if it is both examined and relevant.
- **Cascade Model**: Users view search results from top to bottom and click on a result with a certain probability.

The cascade model has been shown to closely model the top-ranked results and the baseline model closely matches how users click at lower-ranked results (Craswell et al., 2008).

There has also been work done in predicting document keywords (Do˘gan and Lu, 2010). Their approach is similar in that they use machine learning to recognize words that are important to a document. Our goals are complimentary, in that they are trying to predict words that a user would use to search for a document and we are trying to predict words in a document that a user would want more information about. We revisit the comparison later in our discussion.

### 3 Data Description

To obtain click data, a study was conducted involving middle-school students, of which 157 were in the 7th grade and 17 were in the 8th grade. 90 students spoke Spanish as their primary language, 75 spoke English as their primary language, 8 spoke other languages and 1 was unknown. There were six documents for which we obtained click data. Each document was either about science or was a fable. The science documents contained more advanced vocabulary whereas the fables were primarily written for English language learners. In the study, the students took a vocabulary test, used the vocabulary system and then took another vocabulary test with the same words. The highlighted words were chosen by a computer program using latent semantic analysis (Deerwester et al., 1990) and those results were then manually edited by educators. The words were highlighted identically for each student. Importantly, only nouns were highlighted and only nouns were in the vocabulary test. When the student clicked on a highlighted word, they were shown definitions for the word along with four images showing the word in context. For example, if a student clicked on the word “crane” which had the word “flying” next to it, one of the images the student would see would be of a flying crane. From Figure 1 we see that there is a relation between the total number of words in a document and the number of clicks students made.

<table>
<thead>
<tr>
<th>Number</th>
<th>Genre</th>
<th>Words</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Science</td>
<td>2935</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>Science</td>
<td>2084</td>
<td>138</td>
</tr>
<tr>
<td>3</td>
<td>Fable</td>
<td>667</td>
<td>23</td>
</tr>
<tr>
<td>4</td>
<td>Fable</td>
<td>513</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>Fable</td>
<td>397</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>Fable</td>
<td>105</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1. Document Information

It should be noted that there is a large class imbalance in the data. For every click in document four, there are about 30 non-clicks. The situation is even more imbalanced for the science documents. For the second science document there are 100 non-clicks for every click and for the first science document there are nearly 300 non-clicks for every click.
There was also no correlation seen between a word being on a quiz and being clicked. This indicates that the students may not have used the system as seriously as possible and introduced noise into the click data. This is further evidenced by the quizzes, which show that only about 10% of the quiz words that students got wrong on the first test were actually learned. However, we will show that we are able to predict clicks regardless.

Figure 2, 3 and 4 show the relationship between the mean age of acquisition of the words clicked on, STAR language scores and the number of clicks for document 2. A second-degree polynomial was fit to the data for each figure. Students with STAR language scores above 300 are considered to have basic ability, above 350 are proficient and above 400 are advanced. Age of acquisition scores are abstract and a score of 300 means a word was acquired at 4-6, 400 is 6-8 and 500 is 8-10 (Cortese and Fugett, 2004).

4 Machine Learning Method

The goal of our study is to predict student clicks in a vocabulary learning system. We used the random forest machine learning method, due to its success in the Yahoo! Learning to Rank Challenge (Chapelle and Chang, 2011). This algorithm was tested using the Weka (Hall et al., 2009) machine learning software with the default settings.

Random forest is an algorithm that classifies data by decision trees voting on a classification (Breiman, 2001). The forest chooses the class with the most votes. Each tree in the forest is trained by first sampling a subset of the data, chosen randomly with replacement, and then removing a large number of features. The number of samples chosen is the same number as in the original dataset, which usually results in about one-third of the original dataset left out of the training set. The tree is unpruned. Random forest has the advantage that it does not overfit the data.

To implement this algorithm on our click data, we constructed feature vectors consisting of both student features and word features. Each word is either clicked or not clicked, so we were able to use a binary classifier.
5 Evaluation

5.1 Features

To run our machine learning algorithms, we needed features for them. The features used are of two types: student features and word features. The student features we used in our experiment were the STAR (Standardized Testing and Reporting, a California standardized test) language score and the CELDT (California English Language Development Test) overall score, which correlated highly with each other. There was a correlation of about -0.1 between the STAR language score and total clicks across all the documents. Also available were the STAR math score, CELDT reading, writing, speaking and listening scores, grade level and primary language. These did not improve results and were not included in the experiment.

We used and tested many word features, which were discovered to be more important than the student features. First, we used the part-of-speech as a feature which was useful since only nouns were highlighted in the study. The part-of-speech tagger we used was the Stanford Log-linear Part-of-Speech Tagger (Toutanova et al., 2003). Second, various psycholinguistic variables were obtained from five studies (Wilson, 1988; Bird et al., 2001; Cortese and Fugett, 2004; Stadthagen-Gonzalez and Davis, 2006; Cortese and Khanna, 2008). The most useful was age of acquisition, which refers to “the age at which a word was learnt and has been proposed as a significant contributor to language and memory processes” (Stadthagen-Gonzalez and Davis, 2006). This was useful because it was available for the majority of words and is a good proxy for the difficulty of a word. Also useful was imageability, which is “the ease with which the word gives rise to a sensory mental image” (Bird et al., 2001). For example, these words are listed in decreasing order of imageability: beach, vest, dirt, plea, equanimity. Third, we obtained the Google unigram frequencies which were also a proxy for the difficulty of a word. Fourth, we calculated click percentages for words, students and words, words in a document and specific words in a document. While these features correlated very highly with clicks, we did not include these in our experiment. We instead would like to focus on words for which we do not have click data. Fifth, the word position, which indicates the position of the word in the document, was useful because position bias was seen in our data. Also important was the word instance, e.g. whether the word is the first, second, third, etc. time appearing in the document. After seeing a word three or four times, the clicks for that word dropped off dramatically.

There were also some other features that seemed interesting but ultimately proved not useful. We gathered etymological data, such as the language of origin and the date the word entered the English language; however these features did not help. We were also able to categorize the words using WordNet (Fellbaum, 1998), which can determine, for example, that a boat is an artifact and a lion is an animal. We tested for the categories of abstraction, artifact, living thing and animal but found no correlation between clicks and these categories.

5.2 Missing Values

Many features were not available for every word in the evaluation, such as age of acquisition. We could guess a value from available data, called imputation, or create separate models for each unique pattern of missing features, called reduced-feature models. We decided to create reduced feature models due to them being reported to consistently outperform imputation (Saar-Tsechansky and Provost, 2007).

5.3 Experimental Set-up

We ran our evaluation on document four, which had click data for 22 students. We chose this document because it had the highest correlation between a word being a quiz word and clicked, at 0.06, and the correlation between the age of acquisition of a word and that word being a quiz word is high, at 0.58.

The algorithms were run with the following features: STAR language score, CELDT overall score, word position, word instance, document number, age of acquisition, imageability, Google frequency, stopword, and part-of-speech. We did not include the science text data as training data. The training data for a student consisted of his or her click data for the other fables and all the other students’ click data for all the fables.
5.4 Results
From Figure 2 we see the performance of random forest. We obtained similar performance with the other documents except document one. We also note that we also used a bayesian network and multi-boosting in Weka and obtained similar performance to random forest.

![Figure 5. ROC Curve of Results](image)

6 Discussion
There are several important issues to consider when interpreting these results. First, we are trying to maximize clicks when we should be trying to maximize learning. In the future we would like to identify which clicks are more important than others and incorporate that into our model. Second, across all documents of the study there was no correlation between a word being on the quiz and being clicked. We would like to obtain click data from users actively trying to learn and see how the results would be affected and we speculate that the position bias effect may be reduced in this case. Third, this study involved students who were using the system for the first time. How these results translate to long-term use of the program is unknown.

The science texts are a challenge for the classifiers for several reasons. First, due to the relationship between a document’s length and the number of clicks, there are relatively few words clicked. Second, in the study most of the more difficult words were not highlighted. This actually produced a slight negative correlation between age of acquisition and whether the word is a quiz word or not, whereas for the fable documents there is a strong positive correlation between these two variables. It raises the question of how appropriate it is to include click data from a document with only one click out of 100 or 300 non-clicks into the training set for a document with one click out of 30 non-clicks. When the science documents were included in the training set for the fables, there was no difference in performance.

The correlation between the word position and clicks is about -0.1. This shows that position bias affects vocabulary systems as well as search engines and finding a good model to describe this is future work. The cascade model seems most appropriate, however the students tended to click in a non-linear order. It remains to be seen whether this non-linearity holds for other populations of users.

Previous work by Doğan and Lu in predicting click-words (Doğan and Lu, 2010) built a learning system to predict click-words for documents in the field of bioinformatics. They claim that “Our results show that a word’s semantic type, location, POS, neighboring words and phrase information together could best determine if a word will be a click-word.” They did report that if a word was in the title or abstract it was more likely to be a click-word, which is similar to our finding that a word at the beginning of the document is more likely to be clicked. However, it is not clear whether there is one underlying cause for both of these. Certain features such as neighboring words do not seem applicable to our usage in general, although it is something to be aware of for specialized domains. Their use of semantic types was interesting, though using WordNet we did not find any preference for certain classes of nouns being clicked over others.
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Abstract

Turkish is an agglutinative language with complex morphological structures, therefore using only word forms is not enough for many computational tasks. In this paper we analyze the effect of morphology in a Named Entity Recognition system for Turkish. We start with the standard word-level representation and incrementally explore the effect of capturing syntactic and contextual properties of tokens. Furthermore, we also explore a new representation in which roots and morphological features are represented as separate tokens instead of representing only words as tokens. Using syntactic and contextual properties with the new representation provide an 7.6% relative improvement over the baseline.

1 Introduction

One of the main tasks of information extraction is the Named Entity Recognition (NER) which aims to locate and classify the named entities of an unstructured text. State-of-the-art NER systems have been produced for several languages, but despite all these recent improvements, developing a NER system for Turkish is still a challenging task due to the structure of the language.

Turkish is a morphologically complex language with very productive inflectional and derivational processes. Many local and non-local syntactic structures are represented as morphemes which at the end produces Turkish words with complex morphological structures. For instance, the following English phrase “if we are going to be able to make [something] acquire flavor” which contains the necessary function words to represent the meaning can be translated into Turkish with only one token “tat-landrabileceksek” which is produced from the root “tat” (flavor) with additional morphemes +lan (acquire), +dr (to make), +abil (to be able), +cek (are going), +se (if) and +k (we).

This productive nature of the Turkish results in production of thousands of words from a given root, which cause data sparseness problems in model training. In order to prevent this behavior in our NER system, we propose several features which capture the meaning and syntactic properties of the token in addition to the contextual properties. We also propose using a sequence of morphemes representation which uses roots and morphological features as tokens instead of words.

The rest of this paper is organized as follows: Section 2 summarizes some previous related works, Section 3 describes our approach, Section 4 details the data sets used in the paper, Section 5 reports the experiments and results and Section 6 concludes with possible future work.

2 Related Work

The first paper (Cucerzan and Yarowski, 1999) on Turkish NER describes a language independent bootstrapping algorithm that learns from word internal and contextual information of entities. Turkish was one of the five languages the authors experimented with. In another work (Tur et al., 2003),
the authors followed a statistical approach (HMMs) for NER task together with some other Information Extraction related tasks. In order to deal with the agglutinative structure of the Turkish, the authors worked with the root-morpheme level of the word instead of the surface form. A recent work (Küçük and Yazici, 2009) presents the first rule-based NER system for Turkish. The authors used several information sources such as dictionaries, list of well known entities and context patterns.

Our work is different from these previous works in terms of the approach. In this paper, we present the first CRF-based NER system for Turkish. Furthermore, all these systems used word-level tokenization but in this paper we present a new tokenization method which represents each root and morphological feature as separate tokens.

3 Approach

In this work, we used two tokenization methods. Initially we started with the sequence of words representation which will be referred as word-level model. We also introduced morpheme-level model in which morphological features are represented as states. We used several features which were created from deep and shallow analysis of the words. During our experiments we used Conditional Random Fields (CRF) which provides advantages over HMMs and enables the use of any number of features.

3.1 Word-Level Model

Word-level tokenization is very commonly used in NER systems. In this model, each word is represented with one state. Since CRF can use any number of features to infer the hidden state, we develop several feature sets which allow us to represent more about the word.

3.1.1 Lexical Model

In this model, only the word tokens are used in their surface form. This model is effective for many languages which do not have complex morphological structures. However for morphologically rich languages, further analysis of words is required in order to prevent data sparseness problems and produce more accurate NER systems.

3.1.2 Root Feature

An analysis (Hakkani-Tür, 2000) on English and Turkish news articles with around 10 million words showed that on the average 5 different Turkish word forms are produced from the same root. In order to decrease this high variation of words we use the root forms of the words as an additional feature.

3.1.3 Part-of-Speech and Proper-Noun Features

Named entities are mostly noun phrases, such as first name and last name or organization name and the type of organization. This property has been used widely in NER systems as a hint to determine the possible named entities.

Part-of-Speech tags of the words depend highly on the language and the available Part-of-Speech tagger. Taggers may distinguish the proper nouns with or without their types. We used a Turkish morphological analyzer (Of lazer, 1994) which analyzes words into roots and morphological features. An example to the output of the analyzer is given in Table 1. The part-of-speech tag of each word is also reported by the tool 1. We use these tags as additional features and call them part-of-speech (POS) features.

The morphological analyzer has a proper name database, which is used to tag Turkish person, location and organization names as proper nouns. An example name entity with this +Prop tag is given in Table 1. Although, the use of this tag is limited to the given database and not all named entities are tagged with it, we use it as a feature to distinguish named entities. This feature is referred as proper-noun (Prop) feature.

3.1.4 Case Feature

As the last feature, we use the orthographic case information of the words. The initial letter of most named entities is in upper case, which makes case feature a very common feature in NER tasks. We also use this feature and mark each token as UC or LC depending on the initial letter of it. We don’t do

1The meanings of various Part-of-Speech tags are as follows: +A3pl - 3rd person plural; +P3sg - 3rd person singular possessive; +Gen - Genitive case; +Prop - Proper Noun; +A3sg - 3rd person singular; +Pnon - No possessive agreement; +Nom - Nominative case.
Table 1: Examples to the output of the Turkish morphological analyzer

<table>
<thead>
<tr>
<th>WORD</th>
<th>+ ROOT</th>
<th>+ POS</th>
<th>+ MORPHEMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>beyinlerinin (of their brains)</td>
<td>+ beyin</td>
<td>+ Noun</td>
<td>A3pl+P3sg+Gen</td>
</tr>
<tr>
<td>Amerika (America)</td>
<td>+ Amerika</td>
<td>+ Noun</td>
<td>Prop+A3sg+Pnon+Nom</td>
</tr>
</tbody>
</table>

anything special for the first words in sentences.

An example phase in word-level model is given in Table 2. In the figure each row represents a state. The first column is the lexical form of the word and the rest of the columns are the features and the tag is in the last column.

3.2 Morpheme-Level Model

Using Part-of-Speech tags as features introduces some syntactic properties of the word to the model, but still there is missing information of other morphological tags such as number/person agreements, possessive agreements or cases. In order to see the effect of these morphological tags in NER, we propose a morpheme-level tokenization method which represents a word in several states; one state for a root and one state for each morphological feature.

In a setting like this, the model has to be restricted from assigning different labels to different parts of the word. In order to do this, we use an additional feature called root-morph feature. The root-morph is a feature which is assigned the value “root” for states containing a root and the value “morph” for states containing a morpheme. Since there are no prefixes in Turkish, a model trained with this feature will give zero probability (or close to zero probability if there is any smoothing) for assigning any B-* (Begin any NE) tag to a morph state. Similarly, transition from a state with B-* or I-* (Inside any NE) tag to a morph state with O (Other) tag will get zero probability from the model.

In morpheme-level model, we use the following features:

- the actual root of the word for root and morphemes of the token
- the Part-of-speech tag of the word for the root part and the morphological tag for the morphemes
- the root-morph feature which assigns “root” to the roots and “morph” to the morphemes
- the proper-noun feature
- the case feature

An example phrase in root-morpheme-based chunking is given in Table 3. In the figure each row represents a state and each word is represented with several states. The first row of each word contains the root, POS tag and Root value for the root-morph feature. The rest of the rows of the same word contains the morphemes and Morph value for the root-morph feature.

4 Data Set

We used training set of the newspaper articles data set that has been used in (Tur et al., 2003). Since we do not have the test set they have used in their paper, we had to come up with our own test set. We used only 90% of the train data for training and left the remaining for testing.

Three types of named entities; person, organization and location, were tagged in this dataset. If the word is not a proper name, then it is tagged with other. The number of words and named entities for each NE type from train and tests sets are given in Table 4.

<table>
<thead>
<tr>
<th></th>
<th>#WORDS</th>
<th>#PER.</th>
<th>#ORG.</th>
<th>#LOC.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRAIN</td>
<td>445,498</td>
<td>21,701</td>
<td>14,510</td>
<td>12,138</td>
</tr>
<tr>
<td>TEST</td>
<td>47,344</td>
<td>2,400</td>
<td>1,595</td>
<td>1,402</td>
</tr>
</tbody>
</table>

5 Experiments and Results

Before using our data in the experiments we applied the Turkish morphological analyzer tool (Oflazer, 1994) and then used Morphological disambiguator (Sak et al., 2008) in order to choose the correct morphological analysis of the word depending on the
Table 2: An example phrase in word-level model with all features

<table>
<thead>
<tr>
<th>LEXICAL</th>
<th>ROOT</th>
<th>POS</th>
<th>PROP</th>
<th>CASE</th>
<th>TAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ayvalık</td>
<td>Ayvalık</td>
<td>Noun</td>
<td>Prop</td>
<td>UC</td>
<td>B-LOCATION</td>
</tr>
<tr>
<td>doğumlu</td>
<td>doğum (birth)</td>
<td>Noun</td>
<td>NotProp</td>
<td>LC</td>
<td>O</td>
</tr>
<tr>
<td>yazar</td>
<td>yazar (author)</td>
<td>Noun</td>
<td>NotProp</td>
<td>LC</td>
<td>O</td>
</tr>
<tr>
<td>İlias</td>
<td>İlias</td>
<td>Noun</td>
<td>NotProp</td>
<td>UC</td>
<td>B-PERSON</td>
</tr>
</tbody>
</table>

Table 3: An example phrase in morpheme-level model with all features

<table>
<thead>
<tr>
<th>ROOT</th>
<th>POS</th>
<th>ROOT-MORPH</th>
<th>PROP</th>
<th>CASE</th>
<th>TAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ayvalık</td>
<td>Noun</td>
<td>Root</td>
<td>Prop</td>
<td>UC</td>
<td>B-LOCATION</td>
</tr>
<tr>
<td>Ayvalık</td>
<td>Prop</td>
<td>Morph</td>
<td>Prop</td>
<td>UC</td>
<td>I-LOCATION</td>
</tr>
<tr>
<td>Ayvalık</td>
<td>A3sg</td>
<td>Morph</td>
<td>Prop</td>
<td>UC</td>
<td>I-LOCATION</td>
</tr>
<tr>
<td>Ayvalık</td>
<td>Pnon</td>
<td>Morph</td>
<td>Prop</td>
<td>UC</td>
<td>I-LOCATION</td>
</tr>
<tr>
<td>Ayvalık</td>
<td>Nom</td>
<td>Morph</td>
<td>Prop</td>
<td>UC</td>
<td>I-LOCATION</td>
</tr>
<tr>
<td>doğum</td>
<td>Noun</td>
<td>Root</td>
<td>NotProp</td>
<td>LC</td>
<td>O</td>
</tr>
<tr>
<td>doğum</td>
<td>Adj</td>
<td>Morph</td>
<td>NotProp</td>
<td>LC</td>
<td>O</td>
</tr>
<tr>
<td>doğum</td>
<td>With</td>
<td>Morph</td>
<td>NotProp</td>
<td>LC</td>
<td>O</td>
</tr>
<tr>
<td>yazar</td>
<td>Noun</td>
<td>Root</td>
<td>NotProp</td>
<td>LC</td>
<td>O</td>
</tr>
<tr>
<td>yazar</td>
<td>A3sg</td>
<td>Morph</td>
<td>NotProp</td>
<td>LC</td>
<td>O</td>
</tr>
<tr>
<td>yazar</td>
<td>Pnon</td>
<td>Morph</td>
<td>NotProp</td>
<td>LC</td>
<td>O</td>
</tr>
<tr>
<td>yazar</td>
<td>Nom</td>
<td>Morph</td>
<td>NotProp</td>
<td>LC</td>
<td>O</td>
</tr>
<tr>
<td>İlias</td>
<td>Noun</td>
<td>Root</td>
<td>NotProp</td>
<td>UC</td>
<td>B-PERSON</td>
</tr>
<tr>
<td>İlias</td>
<td>A3sg</td>
<td>Morph</td>
<td>NotProp</td>
<td>UC</td>
<td>I-PERSON</td>
</tr>
<tr>
<td>İlias</td>
<td>Pnon</td>
<td>Morph</td>
<td>NotProp</td>
<td>UC</td>
<td>I-PERSON</td>
</tr>
<tr>
<td>İlias</td>
<td>Nom</td>
<td>Morph</td>
<td>NotProp</td>
<td>UC</td>
<td>I-PERSON</td>
</tr>
</tbody>
</table>

context. In experiments, we used CRF++ ³, which is an open source CRF sequence labeling toolkit and we used the conlleval ⁴ evaluation script to report F-measure, precision and recall values.

5.1 Word-level Model
In order to see the effects of the features individually, we inserted them to the model one by one iteratively and applied the model to the test set. The F-measures of these models are given in Table 5. We can observe that each feature is improving the performance of the system. Overall the F-measure was increased by 6 points when all the features are used.

5.2 Morpheme-level Model
In order to make a fair comparison between the word-level and morpheme-level models, we used all the features in both models. The results of these experiments are given in Table 6. According to the table, morpheme-level model achieved better results than word-level model in person and location entities. Even though word-level model got better F-Measure score in organization entity, morpheme-level is much better than word-level model in terms of recall.

Using morpheme-level tokenization to introduce morphological information to the model did not hurt the system, but it also did not produce a significant improvement. There may be several reasons for this. One can be that morphological information is not helpful in NER tasks. Morphemes in Turkish words are giving the necessary syntactic meaning to the word which may not be useful in named entity finding. Another reason for not seeing a significant change with morpheme usage can be our representation. Dividing the word into root and morphemes and using them as separate tokens may not be the best way of using morphemes in the model. Other ways of representing morphemes in the model may produce more effective results.

As mentioned in Section 4, we do not have the same test set that has been used in Tur et al. (Tur et al., 2003). Even though it is impossible to make a fair comparison between these two systems, it would

³CRF++: Yet Another CRF toolkit
⁴www.cnts.ua.ac.be/conll2000/chunking/conlleval.txt
Table 5: F-measure Results of Word-level Model

<table>
<thead>
<tr>
<th></th>
<th>PERSON</th>
<th>ORGANIZATION</th>
<th>LOCATION</th>
<th>OVERALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEXICAL MODEL (LM)</td>
<td>80.88</td>
<td>77.05</td>
<td>88.40</td>
<td>82.60</td>
</tr>
<tr>
<td>LM + ROOT</td>
<td>83.32</td>
<td>80.00</td>
<td>90.30</td>
<td>84.96</td>
</tr>
<tr>
<td>LM + ROOT + POS</td>
<td>84.91</td>
<td>81.63</td>
<td>90.18</td>
<td>85.98</td>
</tr>
<tr>
<td>LM + ROOT + POS + PROP</td>
<td>86.82</td>
<td>82.66</td>
<td>90.52</td>
<td>87.18</td>
</tr>
<tr>
<td>LM + ROOT + POS + PROP + CASE</td>
<td><strong>88.58</strong></td>
<td><strong>84.71</strong></td>
<td><strong>91.47</strong></td>
<td><strong>88.71</strong></td>
</tr>
</tbody>
</table>

Table 6: Results of Morpheme-Level (Morp) and Word-Level Models (Word)

<table>
<thead>
<tr>
<th></th>
<th>PRECISION</th>
<th>RECALL</th>
<th>F-MEASURE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Morp</td>
<td>Word</td>
<td>Morp</td>
</tr>
<tr>
<td>PERSON</td>
<td>91.87%</td>
<td>91.41%</td>
<td>86.92%</td>
</tr>
<tr>
<td>ORGANIZATION</td>
<td>85.23%</td>
<td><strong>91.00%</strong></td>
<td><strong>81.84%</strong></td>
</tr>
<tr>
<td>LOCATION</td>
<td><strong>94.15%</strong></td>
<td>92.83%</td>
<td>90.23%</td>
</tr>
<tr>
<td>OVERALL</td>
<td>91.12%</td>
<td><strong>91.81%</strong></td>
<td><strong>86.87%</strong></td>
</tr>
</tbody>
</table>

Table 7: F-measure Comparison of two systems

<table>
<thead>
<tr>
<th></th>
<th>Ours</th>
<th>(Tur et al., 2003)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASELINE MODEL</td>
<td>82.60</td>
<td>86.01</td>
</tr>
<tr>
<td>BEST MODEL</td>
<td>88.94</td>
<td>91.56</td>
</tr>
<tr>
<td>IMPROVEMENT</td>
<td><strong>7.6%</strong></td>
<td><strong>6.4%</strong></td>
</tr>
</tbody>
</table>

be good to note how these systems performed with respect to their baselines which is lexical model in both. As it can be seen from Table 7, both models improved upon their baselines significantly.

6 Conclusion and Future Work

In this paper, we explored the effects of using features like root, POS tag, proper noun and case to the performance of NER task. All these features seem to improve the system significantly. We also explored a new way of including morphological information of words to the system by using several tokens for a word. This method produced compatible results to the regular word-level tokenization but did not produce a significant improvement.

As future work we are going to explore other ways of representing morphemes in the model. Here we represented morphemes as separate states, but including them as features together with the root state may produce better models. Another approach we will also focus is dividing words into characters and applying character-level models (Klein et al., 2003).
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Abstract

In my thesis, I propose to build a system that would enable extraction of social interactions from texts. To date I have defined a comprehensive set of social events and built a preliminary system that extracts social events from news articles. I plan to improve the performance of my current system by incorporating semantic information. Using domain adaptation techniques, I propose to apply my system to a wide range of genres. By extracting linguistic constructs relevant to social interactions, I will be able to empirically analyze different kinds of linguistic constructs that people use to express social interactions. Lastly, I will attempt to make convolution kernels more scalable and interpretable.

1 Introduction

Language is the primary tool that people use for establishing, maintaining and expressing social relations. This makes language the real carrier of social networks. The overall goal of my thesis is to build a system that automatically extracts a social network from raw texts such as literary texts, emails, blog comments and news articles. I take a “social network” to be a network consisting of individual human beings and groups of human beings who are connected to each other through various relationships by the virtue of participating in social events. I define social events to be events that occur between people where at least one person is aware of the other and of the event taking place. For example, in the sentence John talks to Mary, entities John and Mary are aware of each other and of the talking event. In the sentence John thinks Mary is great, only John is aware of Mary and the event is the thinking event. My thesis will introduce a novel way of constructing networks by analyzing text to capture such interactions or events.

Motivation: Typically researchers construct a social network from various forms of electronic interaction records like self-declared friendship links, sender-receiver email links and phone logs etc. They ignore a vastly rich network present in the content of such sources. Secondly, many rich sources of social networks remain untouched simply because there is no meta-data associated with them (literary texts, new stories, historical texts). By providing a methodology for analyzing language to extract interaction links between people, my work will overcome both these limitations. Moreover, by empirically analyzing large corpora of text from different genres, my work will aid in formulating a comprehensive linguistic theory about the types of linguistic constructs people often use to interact and express their social interactions with others. In the following paragraphs I will explicate these impacts.

Impact on current SNA applications: Some of the current social network analysis (SNA) applications that utilize interaction meta-data to construct the underlying social network are discussed by Domingos and Richardson (2003), Kempe et al. (2003), He et al. (2006), Rowe et al. (2007), Lindamood et al. (2009), Zheleva and Getoor (2009). But meta-data captures only part of all the interactions in which people participate. There is a vastly rich network present in text such as the content of emails, comment threads on online social networks, transcribed phone calls. My work will enrich the
social network that SNA community currently uses by complementing it with the finer interaction linkages present in text. For example, Rowe et al. (2007) use the sender-receiver email links to connect people in the Enron email corpus. Using this network, they predict the organizational hierarchy of the Enron Corporation. Their social network analysis for calculating centrality measure of people does not take into account interactions that people talk about in the content of emails. Such linkages are relevant to the task for two reasons. First, people talk about their interactions with other people in the content of emails. By ignoring these interaction linkages, the underlying communication network used by Rowe et al. (2007) to calculate various features is incomplete. Second, sender-receiver email links only represent “who talks to whom”. They do not represent “who talks about whom to whom.” This later information seems to be crucial to the task presumably because people at the lower organizational hierarchy are more likely to talk about people higher in the hierarchy. My work will enable extraction of these missing linkages and hence offers the potential to improve the performance of currently used SNA algorithms. By capturing alternate forms of communications, my system will also overcome a known limitation of the Enron email corpus that a significant number of emails were lost at the time of data creation (Carenini et al., 2005).

Impact on study of literary and journalistic texts: Sources of social networks that are primarily textual in nature such as literary texts, historical texts, or news articles are currently under-utilized for social network analysis. In fact, to the best of my knowledge, there is no formal comprehensive categorization of social interactions. An early effort to illustrate the importance of such linkages is by Moretti (2005). In his book, *Graphs, Maps, Trees: Abstract Models for a Literary History*, Moretti presents interesting insights into a novel by looking at its interaction graph. He notes that his models are incomplete because they neither have a notion of weight (number of times two characters interact) nor a notion of direction (mutual or one-directional). There has been recent work that partially addresses these concerns (Elson et al., 2010; Celikyilmaz et al., 2010). They only extract mutual interactions that are signaled by quoted speech. My thesis will go beyond quoted speech and will extract interactions signaled by any linguistic means, in particular verbs of social interaction. Moreover, my research will not only enable extraction of mutual linkages (“who talks to whom”) but also of one-directional linkages (“who talks about whom”). This will give rise to new applications such as characterization of literary texts based on the type of social network that underlies the narrative. Moreover, analyses of large amounts of related text such as decades of news articles or historical texts will become possible. By looking at the overall social structure the analyst or scientist will get a summary of the key players and their interactions with each other and the rest of network.

**Impact on Linguistics:** To the best of my knowledge, there is no cognitive or linguistic theory that explains how people use language to express social interactions. A system that detects lexical items and syntactic constructions that realize interactions and then classifies them into one of the categories, I define in Section 2, has the potential to provide linguists with empirical data to formulate such a theory. For example, the notion of social interactions could be added to the FrameNet resource (Baker and Fillmore, 1998) which is based on frame semantics. FrameNet records possible semantic frames for lexical items. Frames describe lexical meaning by specifying a set of frame elements, which are participants in a typical event or state of affairs expressed by the frame. It provides lexicographic example annotations that illustrate how frames and frame elements can be realized by syntactic constructions. My categorization of social events can be incorporated into FrameNet by adding new frames for social events to the frame hierarchy. The data I collect using the system can provide example sentences for these frames. Linguists can use this data to make generalizations about linguistic constructions that realize social interactions frames. For example, a possible generalization could be that transitive verbs in which both subject and object are people, frequently express a social event. In addition, it would be interesting to see what kind social interactions occur in different text genres and if they are realized differently. For example, in a news corpus we hardly found expressions of non-verbal mutual interactions (like eye-contact) while these are frequent in fiction.
texts like *Alice in Wonderland*.

## 2 Work to date

So far, I have defined a comprehensive set of social events and have acquired reliable annotations on a well-known news corpus. I have built a preliminary system that extracts social events from news articles. I will now expand on each of these in the following paragraphs.

**Meaning of social events**: A text can describe a social network in two ways: explicitly, by stating the type of relationship between two individuals (e.g. *Mary is John’s wife*), or implicitly, by describing an event which initiates or perpetuates a social relationship (e.g. *John talked to Mary*). I call the later types of events “social events” (Agarwal et al., 2010). I defined two broad types of social events: **interaction**, in which both parties are aware of each other and of the social event, e.g., a conversation, and **observation**, in which only one party is aware of the other and of the interaction, e.g., thinking of or talking about someone. For example, sentence 1, contains two distinct social events: interaction: *Toujan was informed by the committee*, and observation: *Toujan is talking about the committee*. I have also defined sub-categories for each of these broad categories based on physical proximity, verbal and non-verbal interactions. For details and examples of these sub-categories please refer to Agarwal et al. (2010).

(1) [Toujan Faisal], 54, {said} [she] was {informed} of the refusal by an [Interior Ministry committee] overseeing election preparations.

As a pilot test to see if creating a social network based on social events can give insight into the social structures of a story, I manually annotated a short version of *Alice in Wonderland*. On the manually extracted network, I ran social network analysis algorithms to answer questions like: who are the most influential characters in the story, which characters have the same social roles and positions. The most influential characters in the story were detected correctly. Another finding was that characters appearing in the same scene like *Dodo, Lory, Eaglet, Mouse* and *Duck* were assigned the same social roles and positions. This pointed out the possibility of using my method to identify separate scenes or sub-plots in a narrative, which is crucial for a better understanding of the text under investigation.

Motivated by this pilot test I decided to annotate social events on the Automatic Content Extraction (ACE) dataset (Doddington et al., 2004), a well known news corpus. My annotations extend previous annotations for entities, relations and events that are present in the 2005 version of the corpus. My annotations revealed that about 80% of the times, entities mentioned together in the same sentence were not linked with any social event. Therefore, a simple heuristic of connecting entities that are present in the same sentence with a link will not reveal a meaningful network. Hence I saw a need for a more sophisticated analysis.

**Extraction of social events**: To perform such an analysis, I built models for two tasks: social event detection and social event classification (Agarwal and Rambow, 2010). Both were formulated as binary tasks: the first one being about detecting existence of a social event between a pair of entities in a sentence and the second one being about differentiating between the interaction and observation type events (given there is an event between the entities). I used tree kernels on structures derived from phrase structure trees and dependency trees in conjunction with Support Vector Machines (SVMs) to solve the tasks. For the design of structures and type of kernel, I took motivation from a system proposed by Nguyen et al. (2009) which is a state-of-the-art system for relation extraction. I tried all the kernels and their combinations proposed by Nguyen et al. (2009). I used syntactic and semantic insights to devise a new structure derived from dependency trees and showed that this plays a role in achieving the best performance for both social event detection and classification tasks. The reason for choosing such representations is motivated by extensive studies about the regular relation between verb alternations and meaning components (Levin, 1993; Schuler, 2005). This regularity provides a useful generalization that helps to overcome lexical sparseness. However, in order to exploit such regularities, there is a need to have access to a representation which makes the predicate-argument structure clear. Dependency representations do this. Phrase structure representations also represent predicate-argument structure,
but in an indirect way through the structural configurations. These experiments showed that as a result of how language expresses the relevant information, dependency-based structures are best suited for encoding this information. Furthermore, because of the complexity of the task, a combination of phrase-based structures and dependency-based structures perform the best. To my surprise, the system performed extremely well on a seemingly hard task of differentiating between interaction and observation type social events. This result showed that there are significant clues in the lexical and syntactic structures that help in differentiating mutual and one-directional interactions.

3 Future Work

Currently I am working on incorporating semantic resources to improve the performance of my preliminary system. I will work on making convolution kernels scalable and interpretable. These two steps will meet my goal of building a system that will extract social networks from news articles. My next step will be to survey and incorporate domain adaptation techniques that will allow me port my system to other genres like literary and historical texts, blog comments, emails etc. These steps will allow me to extract social networks from a wide range of textual data. At the same time I will be able to empirically analyze the types of linguistic patterns, both lexical and syntactic, that perpetuate social interactions. Now I will expand on the aforementioned future directions.

Adding semantic information: Currently I am exploring linguistically motivated enhancements of dependency and phrase structure trees to formulate new kernels. Specifically, I am exploring ways of incorporating semantic information from VerbNet and FrameNet. This will help me reduce data sparseness and thus improve my current system. I am interested in modeling classes of events which are characterized by the cognitive states of participants—who is aware of whom. The predicate-argument structure of verbs can encode much of this information very efficiently, and classes of verbs express their predicate-argument structure in similar ways. Levin’s verb classes, and Palmer’s VerbNet (Levin, 1993; Schuler, 2005), are based on syntactic similarity between verbs: two verbs are in the same class if and only if they can realize their arguments in the same syntactic patterns. By the Levin Hypothesis, this is because they share meaning elements, and meaning and syntactic realizations of arguments are related. However, this does not mean that verbs in the same Levin or VerbNet class are synonyms; for example, to deliberate and to play are both in VerbNet class meet-36.3-1. But from a social event perspective, I am not interested in exact synonymy, and in fact it is quite possible that what I am interested in (awareness of the interaction by the event participants) is the same among verbs of the same VerbNet class. In this case, VerbNet will provide a useful abstraction. Future work will also explore FrameNet, which provides a different type of semantic abstraction and explicit semantic relations that are not directly based on syntactic realizations.

Scaling convolution kernels: Convolution kernels, first proposed by Haussler (1999), are a convenient way of “naturally” combining a variety of features without having to do fine-grained feature engineering. Collins and Duffy (2002) presented a way of successfully using them for NLP tasks such as parsing and tagging. Since then they have been used for various NLP tasks such as relation extraction (Zelenko et al., 2002; Culotta and Jeffrey, 2004; Nguyen et al., 2009), semantic role labeling (Moschitti et al., 2008), question-answer classification (Moschitti et al., 2007) etc. Convolution kernels calculate the similarity between two objects, like trees or strings, by a recursive calculation over the “parts” (substrings, subtrees) of objects. This calculation is usually made computationally efficient by using dynamic programming. But there are two limitations: 1) the computation is still quadratic and hence slow and 2) the features (or parts) that are given high weights at the time of learning remain inaccessible i.e. interpretability of the model becomes difficult.

One direction I will explore to make convolution kernels more scalable is the following: The decision function for the classifier (SVM in dual form) is given in equation 1 (Burges, 1998, Eq 61). In this equation, $y_i$ denotes the class of the $i^{th}$ support vector $(s_i)$, $\alpha_i$ denotes the Lagrange multiplier of $s_i$, $K(s_i, x)$ denotes the kernel similarity between $s_i$ and a test example $x$, $b$ denotes the bias. The kernel definition proposed by Collins and Duffy (2002) is given in equation 2, where $h_s(T)$ is the number of
times the \( s^{th} \) subtree appears in tree \( T \). The kernel function \( K(T_1, T_2) \) therefore calculates the similarity between trees \( T_1 \) and \( T_2 \) by counting the common subtrees in them. By combining equations 1 and 2 I get equation 3 which can be re-written as equation 4.

\[
f(x) = \sum_{i=1}^{N_s} \alpha_i y_i K(s_i, x) + b \quad (1)
\]
\[
K(T_1, T_2) = \sum_s h_s(T_1) h_s(T_2) \quad (2)
\]
\[
f(x) = \sum_{i=1}^{N_s} \alpha_i y_i \sum_s h_s(s_i) h_s(x) \quad (3)
\]
\[
f(x) = \sum_s \sum_{i=1}^{N_s} \alpha_i y_i h_s(s_i) h_s(x) \quad (4)
\]

The motivation for exchanging these summation signs is that the contribution of larger subtrees to the kernel similarity is strictly less than the contribution of the smaller subtrees. I will investigate the possibility of approximating the decision function of SVM without having to compare all subtrees, in particular large subtrees. I will also investigate if this summation can be calculated in parallel to make the calculation more scalable. Pelossof and Ying (2010) have done recent work on speeding up the Perceptron by stopping the evaluation of features at an early stage if they have high confidence that the example will be classified correctly. Another relevant work to improve the scalability of linear classifiers is due to Clarkson et al. (2010). However, to the best of my knowledge, there is no work that addresses approximation of kernel evaluation for convolution kernels.

**Interpretability of convolution kernels:** As mentioned in the previous paragraph, another disadvantage of using convolution kernels is that interpretability of a model is difficult. Recently, Pighin and Moschitti (2009) proposed an algorithm to linearize convolution kernels. They show that by efficiently encoding the “relevant” fragments generated by tree kernels, it is possible to get insight into the substructures that were given high weights at the time of learning a model. But their system currently returns thousands of such fragments. I will investigate if there is a way of summarizing these fragments into a meaningful set of syntactic and lexical classes. By doing so I will be able to empirically see what types of linguistic constructs are used by people to express different types of social interactions thus aiding in formulating a theory of how people express social interactions.

**Domain adaptation:** To be able to extract social networks from literary and historical texts, I will explore domain adaptation techniques. A notable work in this direction is by Daumé III (2007). This work is especially useful for me because Daumé III presents a straightforward kernelized version of his domain adaptation approach which readily fits the machine learning paradigm I am using for my problem. I will explore the literature to see if better domain adaptation techniques have been suggested since then. Domain adaptation will conclude my overall goal of creating a system that can extract social networks from a wide variety of texts. I will then attempt to extract social networks from the increasing amount of text that is becoming machine readable.

**Sentiment Analysis:** A natural step to try once I have linkages associated with snippets of text is sentiment analysis. I will use my previous work (Agarwal et al., 2009) on contextual phrase-level sentiment analysis to analyze snippets of text and add polarity to social event linkages. Sentiment analysis will make the social network representation even richer by indicating if people are connected with positive, negative or neutral sentiments. This will not only give us information about the protagonists and antagonists in the text but will also affect the analysis of flow of information through the network.
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Abstract

Arabic language is a morphologically complex language. Affixes and clitics are regularly attached to stems which make direct comparison between words not practical. In this paper we propose a new automatic headline generation technique that utilizes character cross-correlation to extract best headlines and to overcome the Arabic language complex morphology. The system that uses character cross-correlation achieves ROUGE-L score of 0.19384 while the exact word matching scores only 0.17252 for the same set of documents.

1 Introduction

A headline is considered as a condensed summary of a document. It can be classified as the acme of text summarization. The necessity for automatic headline generation has been raised due to the need to handle huge amount of documents, which is a tedious and time-consuming process. Instead of reading every document, the headline can be used to decide which of them contains important information.

There are two major disciplines towards automatic headline generation: extractive and abstractive. In the work of (Douzidia and Lapalme, 2004), and extractive method was used to produce a 10-words summary (which can be considered as a headline) of an Arabic document, and then it was automatically translated into English. Therefore, the reported score reflects the accuracy of the generation and translation which makes it difficult to evaluate the process of headline generation of this system. Hedge Trimmer (Dorr et al., 2003) is a system that creates a headline for an English newspaper story using linguistically-motivated heuristics to choose a potential headline. Jin and Hauptmann (2002) proposed a probabilistic model for headline generation in which they divide headline generation process into two steps; namely the step of distilling the information source from the observation of a document and the step of generating a title from the estimated information source, but it was for English documents.

1.1 Headline Length

One of the tasks of the Document Understanding Conference of 2004 (DUC 2004) was generating a very short summary which can be considered as a headline. The evaluation was done on the first 75 bytes of the summary. Knowing that the average word size in Arabic is 5 characters (Alotaiby et al. 2009) in addition to space characters, the specified summary size in Arabic words was roughly equivalent to 12 words. In the meantime, the average length of the headlines was about 8 words in the Arabic Gigaword corpus (Graff, 2007) of articles and their headlines. In this work, a 10-words headline is considered as an appropriate length.

1.2 Arabic Language

Classical Arabic writing system was originally consonantal and written from right to left. Every letter in the 28 Arabic alphabets represents a single consonant. To overcome the problem of different pronunciations of consonants in Arabic text, graph-
ical signs known as diacritics were invented in the seventh century. Currently in the Modern Standard Arabic (MSA), diacritics are omitted from written text almost all the time. As a result, this omission increases the number homographs (words with the same writing form). However, Arab readers normally differentiate between homographs by the context of the script.

Moreover, Arabic is a morphologically complex language. An Arabic word may be constructed out of a stem plus affixes and clitics. Furthermore, some parts of the stem may be deleted or modified when appending a clitic to it according to specific orthographical rules. As a final point, different orthographical conventions exist across the Arab world (Buckwalter, 2004). As a result of omitting diacritics, complex morphology and different orthographical rules, two same words may be regarded as different if compared literally.

2 Evaluation Tools

Correctly evaluating the automatically generated headlines is an important phase. Automatic methods for evaluating machine generated headlines are preferred against human evaluations because they are faster, cost effective and can be performed repeatedly. However, they are not trivial because of various factors such as readability of headlines and adequacy of headlines (whether headlines indicate the main content of news story). Hence, it is hard for a computer program to judge. Nevertheless, there are some automatic metrics available for headline evaluation. F1, BLEU (Papineni et al. 2002) and ROUGE (Lin, 2004a) are the main metrics used.

The evaluation of this experiment was performed using Recall-Oriented Understudy for Gisting Evaluation (ROUGE). ROUGE is a system for measuring the quality of a summary by comparing it to a correct summary created by human. ROUGE provides four different measures, namely ROUGE-n (usually n = 1,2,3,4), ROUGE-L, ROUGE-W, ROUGE-S and ROUGE-SU. Lin (2004b) showed that ROUGE-1, ROUGE-L, ROUGE-SU, and ROUGE-W were very good measures in the category of short summaries.

3 Preparing Data

The dataset used in this work was extracted from Arabic Gigaword (Graff, 2007). The Arabic Gigaword is a collection of text data extracted from newswire archives of Arabic news sources and their titles that have been gathered over several years by the Linguistic Data Consortium (LDC) at the University of Pennsylvania. Text data in the Arabic Gigaword were collected from four newspapers and two press agencies. The Arabic Gigaword corpus contains almost two million documents with nearly 600 million words. For this work, 260 documents were selected from the corpus based on the following steps:

- 3170 documents were selected automatically according to the following:
  i. The length of the document body is between 300 to 1000 words
  ii. The length of the headline (hereafter called original headline) was between 7 to 15 words.
  iii. All words in the original headline must be found in the document body.

- 260 documents were randomly selected from the 3170 documents.

After automatically generating the headlines, 3 native Arabic speaker examiners were hired to evaluate one of the generated headlines as well as the original headline. Also, they were asked to generate 1 headline each for every document. These new 3 headlines will be used as reference headlines in ROUGE to evaluate all automatically generated headlines and the original headline.

4 Headline Extraction Techniques

The main idea of the used method is to extract the most appropriate set of consecutive words (phrase) from a document body that should represent an adequate headline for the document. Then, evaluate those headlines by calculating ROUGE score against a set of 3 reference headlines.

To do so, first, a list of nominated headlines was created from the document body. After this, four different evaluation methods were applied to choose the best headline that reflects the idea of the document among the nominated list. The task of these methods is to catch the most suitable headline that matches the document. The idea here is to
choose the headline that contains the largest number of the most frequent words in the document taking into account ignoring stop words and giving earlier sentences in documents more weight.

4.1 Nominating a List of Headlines

A window of a length of 10-words was passed over the paragraphs word by word to generate chunks of consecutive words that could be used as headlines. Moving the widow one word step may corrupt the fluency of the sentences. A simple approach to reduce this issue is to minimize the size of paragraphs. Therefore, the document body was divided into smaller paragraphs at new-line, comma, colon and period characters. This step increased the number of nominated headlines with proper start and end. The resulting is a nominated list of headlines of a length of 10 words. In the case of a paragraph of a length less than 10, there will be only one nominated headline of the same length of that paragraph.

Table 1 shows an example of nominating headline list where a is the selected paragraph, b is the first nominated headline and c is the second nominated headline. Nominated headlines b and c are word-by-word translated.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>ارتبطت نشأة المخطوطات العربية في السودان ببرز معمال الثقافة الإسلامية،</td>
</tr>
<tr>
<td></td>
<td>The emerging of the Arabic manuscripts in Sudan was associated with the rise of the formation of Arabic-Islamic culture.</td>
</tr>
<tr>
<td>b</td>
<td>ارتبطت نشأة المخطوطات العربية في السودان ببرز معمال الثقافي العربية</td>
</tr>
<tr>
<td></td>
<td>Associated emerging manuscripts Arabic in Sudan with-rise formation culture Arabic</td>
</tr>
<tr>
<td>c</td>
<td>نشأة المخطوطات العربية في السودان ببرز معمال الثقافة الإسلامية</td>
</tr>
<tr>
<td></td>
<td>Emerging manuscripts Arabic in Sudan with-rise formation culture Arabic Islamic</td>
</tr>
</tbody>
</table>

Table 1: An example of headlines nomination.

4.2 Calculating Word Matching Score

The very basic process of making a matching score between every two words in the document body is to give a score of 1 if the two words exactly match or 0 if there is even one mismatch character. This basic step is called the Exact Word Matching (EWM). Unfortunately, Arabic language contains clitics and is morphologically rich. This means the same word could appear with a single clitic attached to it and yet to be considered as a different word in the EWM method. Therefore, the idea of using Character Cross-Correlation (CCC) method emerged. In which a variable score in the range of 0 to 1 is calculated depending on how much characters match with each other. For example, if the word “‘كتب،” “and he wrote it” is compared with the word “‘he wrote” using the EWM method the resulting score will be 0, but when using the CCC method it will be 0.667. The CCC method comes from signals cross-correlation which measures of similarity of two waveforms. In the CCC method the score is calculated according to the following equation:

$$CCC_{w_i,w_j} = \frac{2 \max_n c[n]}{M+N}$$  \hspace{1cm} (1)

and

$$c[n] = \sum_{m=-N}^{M-1} w_i[m] \ast w_j[n+m]$$  \hspace{1cm} (2)

where \(w_i\) is the first word containing \(M\) characters, \(w_j\) is the second word containing \(N\) characters and the operation \(\ast\) result 1 if the two corresponding characters match each other and 0 otherwise.

4.3 Calculating Best Headline Score

After preparing the two tables of words matching score, now they will be utilized in the selection of the best headline. Except stop-words, every word in the document body (\(w_i\)) will be matched with every word in the nominated headline (\(w_j\)) using the CCC and the EWM methods and a score will be registered for every nominated sentence. A simple stop-word list consisting of about 180 words was created for this purpose. Calculating matching score for every sentence is also performed in two ways. The first way is the SUM method which is defined in the following equation:

$$SUM_p = \sum_{i=1}^{L} \sum_{j=1}^{K} CCC_{w_i,w_j}$$  \hspace{1cm} (3)

where \(SUM_p\) is the score using SUM method for the nominated headline \(p\), \(K\) is the size of unique words in the document body and \(L\) is the size of words in the nominated headline (except stop-words).

In this method the summation of the cross-correlation score of every word in the document body and every word in the headline is added up.
In a similar way, in the other method $MAX_p$ the maximum score between every word in the document body and the nominated headline is added up. Therefore, for every word in the document, its maximum matching score will be added in either cases, CCC or EWM. And it can be defined in the following equation:

$$MAX_p = \sum_{i=1}^{l} \max_j CCC_{w_i,w_j}$$  \hspace{1cm} (4)

$SUM_p$ and $MAX_p$ were calculated using EWM and CCC method resulting four different variation of the algorithm namely $SUM$-EWM, $SUM$-CCC, $MAX$-EWM and $MAX$-CCC.

### 4.4 Weighing Early Nominated Headlines

In the case of news articles usually the early sentences absorb the subject of the article (Wasson, 1998). To reflect that, a nonlinear multiplicative scaling factor was applied. With this scaling factor, late sentences are penalized. The suggested scaling factor is inspired from sigmoid functions and described in the following equations.

$$SF = - \left( \frac{e^{z-1}}{e^{z+1}} - 1 \right) /2$$ \hspace{1cm} (5)

where

$$z = 5 \left( \frac{2r}{S} - 1 \right)$$ \hspace{1cm} (6)

and $r$ is the rank of the nominated headline and $S$ is the total number of sentences.

![Scaling Function](image)

Figure 1: Scaling function of a 1000 nominated headline document.

According the nominating mechanism hundreds of sentences could be nominated as possible headlines. Figure 1 shows the scaling function of a one thousand nominated headlines. After applying the scaling factor, the headline with the maximum score was chosen.

### 5 Results

Table 2 shows the ROUGE-1 and ROUGE-L scores on the test data. ROUGE-1 measures the co-occurrences of unigrams where ROUGE-L is based on the longest common subsequence (LCS) of an automatically generated headline and the reference headlines.

<table>
<thead>
<tr>
<th>Method</th>
<th>ROUGE-1 (95%-conf.)</th>
<th>ROUGE-L (95%-conf.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rand-10</td>
<td>0.08153</td>
<td>0.07081</td>
</tr>
<tr>
<td>Lead-10</td>
<td>0.18353</td>
<td>0.17592</td>
</tr>
<tr>
<td>SUM-EWM</td>
<td>0.11006</td>
<td>0.10624</td>
</tr>
<tr>
<td>SUM-CCC</td>
<td>0.18974</td>
<td>0.17944</td>
</tr>
<tr>
<td>MAX-EWM</td>
<td>0.18279</td>
<td>0.17252</td>
</tr>
<tr>
<td>MAX-CCC</td>
<td>0.20367</td>
<td>0.19384</td>
</tr>
<tr>
<td>Original</td>
<td>0.37683</td>
<td>0.36329</td>
</tr>
</tbody>
</table>

Table 2: ROUGE scores on the test data.

From the registered results it is clear that the MAX-CCC has overcome the problem of the rich existence of clitics and morphology.

### 6 Conclusions

We have shown the effectiveness of using character cross-correlation in choosing the best headline out of nominated sentences from Arabic document. The advantage of using character cross-correlation is to overcome the complex morphology of the Arabic language. In the comparative experiment, character cross-correlation got ROUGE-L=0.19384 and outperformed the exact word match which got ROUGE-L=0.17252. Therefore, we conclude that character cross-correlation is effective when com-
paring words in morphologically complex languages such as Arabic.
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**Abstract**

One of the major problems of $K$-means is that one must use dense vectors for its centroids, and therefore it is infeasible to store such huge vectors in memory when the feature space is high-dimensional. We address this issue by using feature hashing (Weinberger et al., 2009), a dimension-reduction technique, which can reduce the size of dense vectors while retaining sparsity of sparse vectors. Our analysis gives theoretical motivation and justification for applying feature hashing to $K$-means, by showing how much will the objective of $K$-means be (additively) distorted. Furthermore, to empirically verify our method, we experimented on a document clustering task.

**1 Introduction**

In natural language processing (NLP) and text mining, clustering methods are crucial for various tasks such as document clustering. Among them, $K$-means (MacQueen, 1967; Lloyd, 1982) is “the most important flat clustering algorithm” (Manning et al., 2008) both for its simplicity and performance.

One of the major problems of $K$-means is that it has $K$ centroids which are dense vectors where $K$ is the number of clusters. Thus, it is infeasible to store them in memory and slow to compute if the dimension of inputs is huge, as is often the case with NLP and text mining tasks. A well-known heuristic is truncating after the most significant features (Manning et al., 2008), but it is difficult to analyze its effect and to determine which features are significant.

Recently, Weinberger et al. (2009) introduced feature hashing, a simple yet effective and analyzable dimension-reduction technique for large-scale multitask learning. The idea is to combine features which have the same hash value. For example, given a hash function $h$ and a vector $x$, if $h(1012) = h(41234) = 42$, we make a new vector $y$ by setting $y_{42} = x_{1012} + x_{41234}$ (or equally possibly $x_{1012} - x_{41234}$, $-x_{1012} + x_{41234}$, or $-x_{1012} - x_{41234}$).

This trick greatly reduces the size of dense vectors, since the maximum index value becomes equivalent to the maximum hash value of $h$. Furthermore, unlike random projection (Achlioptas, 2003; Boutsidis et al., 2010), feature hashing retains sparsity of sparse input vectors. An additional useful trait for NLP tasks is that it can save much memory by eliminating an alphabet storage (see the preliminaries for detail). The authors also justified their method by showing that with feature hashing, dot-product is unbiased, and the length of each vector is well-preserved with high probability under some conditions.

Plausibly this technique is useful also for clustering methods such as $K$-means. In this paper, to motivate applying feature hashing to $K$-means, we show the residual sum of squares, the objective of $K$-means, is well-preserved under feature hashing. We also demonstrate an experiment on document clustering and see the feature size can be shrunk into 3.5% of the original in this case.
2 Preliminaries

2.1 Notation

In this paper, \( ||·|| \) denotes the Euclidean norm, and \( ⟨·,·⟩ \) does the dot product. \( δ_{i,j} \) is the Kronecker’s delta, that is, \( δ_{i,j} = 1 \) if \( i = j \) and 0 otherwise.

2.2 K-means

Although we do not describe the famous algorithm of K-means (MacQueen, 1967; Lloyd, 1982) here, we remind the reader of its overall objective for later analysis. If we want to group input vectors into \( K \) clusters, K-means can surely output clusters \( ω_1, ..., ω_K \) and their corresponding vectors \( µ_1, ..., µ_K \) such that they locally minimize the residual sum of squares (RSS) which is defined as

\[
\sum_{k=1}^{K} \sum_{x \in ω_k} ||x - µ_k||^2.
\]

In the algorithm, \( µ_k \) is made into the mean of the vectors in a cluster \( ω_k \). Hence comes the name K-means.

Note that RSS can be regarded as a metric since the sum of each metric (in this case, squared Euclidean distance) becomes also a metric by constructing a l-norm product metric.

2.3 Additive distortion

Suppose one wants to embed a metric space \((X, d)\) into another one \((X', d')\) by a mapping \( φ \). Its additive distortion is the infimum of \( ε \) which, for any observed \( x, y \in X \), satisfies the following condition:

\[
d(x, y) - ε ≤ d'(φ(x), φ(y)) ≤ d(x, y) + ε.
\]

2.4 Hashing tricks

According to an account by John Langford \(^1\) a co-author of papers on feature hashing (Shi et al., 2009; Weinberger et al., 2009), hashing tricks for dimension-reduction were implemented in various machine learning libraries including Vowpal Wabbit, which he realesed in 2007.

Ganchev and Dredze (2008) named their hashing trick random feature mixing and empirically supported it by experimenting on NLP tasks. It is similar to feature hashing except lacking of a binary hash function. The paper also showed that hashing tricks are useful to eliminate alphabet storage.

Shi et al. (2009) suggested hash kernel, that is, dot product on a hashed space. They conducted thorough research both theoretically and experimentally, extending this technique to classification of graphs and multi-class classification. Although they tested K-means in an experiment, it was used for classification but not for clustering.

Weinberger et al. (2009) \(^2\) introduced a technique feature hashing (a function itself is called the hashed feature map), which incorporates a binary hash function into hashing tricks in order to guarantee the hash kernel is unbiased. They also showed applications to various real-world applications such as multitask learning and collaborative filtering. Though their proof for exponential tail bounds in the original paper was refuted later, they reproved it under some extra conditions in the latest version. Below is the definition.

**Definition 2.1.** Let \( S \) be a set of hashable features, \( h \) be a hash function \( h : S \rightarrow \{1, ..., m\} \), and \( ξ \) be \( ξ : S \rightarrow \{±1\} \). The hashed feature map \( φ^{(h, ξ)} : \mathbb{R}^{|S|} \rightarrow \mathbb{R}^m \) is a function such that the \( i \)-th element of \( φ^{(h, ξ)}(x) \) is given by

\[
φ^{(h, ξ)}_i(x) = \sum_{j : h(j) = i} ξ(j)x_j.
\]

If \( h \) and \( ξ \) are clear from the context, we simply write \( φ^{(h, ξ)} \) as \( φ \).

As well, a kernel function is defined on a hashed feature map.

**Definition 2.2.** The hash kernel \( ⟨·,·⟩_φ \) is defined as

\[
⟨x, x'⟩_φ = ⟨φ(x), φ(x')⟩.
\]

They also proved the following theorem, which we use in our analysis.

**Theorem 2.3.** The hash kernel is unbiased, that is,

\[
\mathbb{E}_{φ}[(x, x')_φ] = ⟨x, x'⟩.
\]

The variance is

\[
\text{Var}_φ[(x, x')_φ] = \frac{1}{m} \left( \sum_{i \neq j} x_i^2 x_j^2 + x_i x'_i x_j x'_j \right).
\]

\(^1\)http://hunch.net/~jl/projects/hash_reps/index.html

\(^2\)The latest version of this paper is at arXiv http://arxiv.org/abs/0902.2206, with correction to Theorem 3 in the original paper included in the Proceeding of ICML ’09.
2.4.1 Eliminating alphabet storage

In this kind of hashing tricks, an index of inputs do not have to be an integer but can be any hashable value, including a string. Ganchev and Dredze (2008) argued this property is useful particularly for implementing NLP applications, since we do not anymore need an alphabet, a dictionary which maps features to parameters.

Let us explain in detail. In NLP, features can be often expediently expressed with strings. For instance, a feature ‘the current word ends with -ing’ can be expressed as a string cur:ending (here we suppose : is a control character). Since indices of dense vectors (which may be implemented with arrays) must be integers, traditionally we need a dictionary to map these strings to integers, which may waste much memory. Feature hashing removes this memory waste by converting strings to integers with on-the-fly computation.

3 Method

For dimension-reduction to \(K\)-means, we propose a new method hashed \(K\)-means. Suppose you have \(N\) input vectors \(x_1, \ldots, x_N\). Given a hashed feature map \(\phi\), hashed \(K\)-means runs \(K\)-means on \(\phi(x_1), \ldots, \phi(x_N)\) instead of the original ones.

4 Analysis

In this section, we show clusters obtained by the hashed \(K\)-means are also good clusters in the original space with high probability. While Weinberger et al. (2009) proved a theorem on (multiplicative) distortion for Euclidean distance under some tight conditions, we illustrate (additive) distortion for RSS. Since \(K\)-means is a process which monotonically decreases RSS in each step, if RSS is not distorted so much by feature hashing, we can expect results to be reliable to some extent.

Let us define the difference of the residual sum of squares (DRSS).

Definition 4.1. Let \(\omega_1, \ldots, \omega_K\) be clusters, \(\mu_1, \ldots, \mu_K\) be their corresponding centroids in the original space, \(\phi\) be a hashed feature map, and \(\mu_1^\phi, \ldots, \mu_K^\phi\) be their corresponding centroids in the hashed space. Then, DRSS is defined as follows:

\[
\text{DRSS} = \left| \sum_{k=1}^{K} \sum_{x \in \omega_k} \left( \|\phi(x) - \mu_k^\phi\|^2 - \sum_{k=1}^{K} \sum_{x \in \omega_k} \|x - \mu_k\|^2 \right) \right|
\]

Before analysis, we define a notation for the (Euclidean) length under a hashed space:

Definition 4.2. The hash length \(\| \cdot \|_\phi\) is defined as

\[
\|x\|_\phi = \|\phi(x)\| = \sqrt{\langle \phi(x), \phi(x) \rangle} = \sqrt{\langle x, x \rangle_\phi}.
\]

Note that it is clear from Theorem 2.3 that \(\mathbb{E}_\phi[\|x\|_\phi^2] = \|x\|^2\), and equivalently \(\mathbb{E}_\phi[\|x\|_\phi^2 - \|x\|^2] = 0\).

In order to show distortion, we want to use Chebyshev’s inequality. To this end, it is vital to know the expectation and variance of the sum of squared hash lengths. Because the variance of the sum of random variables derives from each covariance between pairs of variables, first we show the covariance between the squared hash length of two vectors.

Lemma 4.3. The covariance between the squared hash length of two vectors \(x, y \in \mathbb{R}^n\) is

\[
\text{Cov}_\phi(\|x\|_\phi^2, \|y\|_\phi^2) = \frac{\psi(x, y)}{m},
\]

where

\[
\psi(x, y) = 2 \sum_{i \neq j} x_i y_i x_j y_j.
\]

This lemma can be proven by the same technique described in the Appendix A of Weinberger et al. (2009).

Now we see the following lemma.

Lemma 4.4. Suppose we have \(N\) vectors \(x_1, \ldots, x_N\). Let us define \(X = \sum_i \|x_i\|_\phi^2 - \sum_i \|x_i\|^2 = \sum_i (\|x_i\|_\phi^2 - \|x_i\|^2)\). Then, for any \(\epsilon > 0\),

\[
P \left( \left| X \right| \geq \frac{\epsilon}{\sqrt{m}} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} \psi(x_i, x_j) \right) \right) \leq \frac{1}{\epsilon^2}.
\]
Proof. This is an application of Chebyshev’s inequality. Namely, for any $\epsilon > 0$,

$$P \left( |X - \mathbb{E}_\phi[X]| \geq \epsilon \sqrt{\text{Var}_\phi[X]} \right) \leq \frac{1}{\epsilon^2}.$$

Since the expectation of a sum is the sum of expectations we readily know the zero expectation: $\mathbb{E}_\phi[X] = 0$.

Since adding constants to the inputs of covariance does not change its result, from Lemma 4.3, for any $x, y \in \mathbb{R}^n$,

$$\text{Cov}_\phi(||x||^2_\phi - ||x||^2_\phi, ||y||^2_\phi - ||y||^2_\phi) = \frac{\psi(x, y)}{m}.$$

Because the variance of the sum of random variables is the sum of the covariances between every pair of them,

$$\text{Var}_\phi[X] = \frac{1}{m} \sum_{i=1}^{N} \sum_{j=1}^{N} \psi(x_i, x_j).$$

Finally, we see the following theorem for additive distortion.

**Theorem 4.5.** Let $\Psi$ be the sum of $\psi(x, y)$ for any observed pair of $x, y$, each of which expresses the difference between an example and its corresponding centroid. Then, for any $\epsilon$,

$$P \left( |\text{DRSS}| \geq \epsilon \right) \leq \frac{\Psi}{\epsilon^2 m}.$$

Thus, if $m \geq \gamma^{-1} \Psi \epsilon^{-2}$ where $0 < \gamma \leq 1$, with probability at least $1 - \gamma$, RSS is additively distorted by $\epsilon$.

Proof. Note that a hashed feature map $\phi^{(h, \xi)}$ is linear, since $\phi(x) = Mx$ with a matrix $M$ such that $M_{i,j} = \xi(i) \delta_{h(i),j}$. By this linearity, $\mu_k^\phi = |\omega_k|^{-1} \sum_{x \in \omega_k} \phi(x) = \phi(|\omega_k|^{-1} \sum_{x \in \omega_k} x) = \phi(\mu_k)$. Reapplying linearity to this result, we have $||\phi(x) - \mu_k^\phi||^2 = ||x - \mu_k||^2_\phi$. Lemma 4.4 completes the proof.

The existence of $\Psi$ in the theorem suggests that to use feature hashing, we should remove useless features which have high values from data in advance. For example, if frequencies of words are used as features, function words should be ignored not only because they give no information for clustering but also because their high frequencies magnify distortion.

## 5 Experiments

To empirically verify our method, from 20 Newsgroups, a dataset for document classification or clustering, we chose 6 classes and randomly drew 100 documents for each class.

We used unigrams and bigrams as features and ran our method for various hash sizes $m$ (Figure 1). The number of unigrams is 33,017 and bigrams 109,395, so the feature size in the original space is 142,412.

To measure performance, we used the $F_5$ measure (Manning et al., 2008). The scheme counts correctness pairwisely. For example, if a document pair in an output cluster is actually in the same class, it is counted as true positive. In contrast, if it is actually in the different class, it is counted as false positive. Following this manner, a contingency table can be made as follows:

<table>
<thead>
<tr>
<th></th>
<th>Same cluster</th>
<th>Diff. clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same class</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>Diff. classes</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

Now, $F_\beta$ measure can be defined as

$$F_\beta = \frac{(\beta^2 + 1)PR}{\beta^2 P + R},$$

where the precision $P = TP/(TP + FP)$ and the recall $R = TP/(TP + FN)$.

---

3http://people.csail.mit.edu/jrennie/20Newsgroups/
In short, $F_5$ measure strongly favors precision to recall. Manning et al. (2008) stated that in some cases separating similar documents is more unfavorable than putting dissimilar documents together, and in such cases the $F_\beta$ measure (where $\beta > 1$) is a good evaluation criterion.

At the first look, it seems odd that performance can be higher than the original where $m$ is low. A possible hypothesis is that since $K$-means only locally minimizes RSS but in general there are many local minima which are far from the global optimal point, therefore distortion can be sometimes useful to escape from a bad local minimum and reach a better one. As a rule, however, large distortion kills clustering performance as shown in the figure.

Although clustering is heavily case-dependent, in this experiment, the resulting clusters are still reliable where the hash size is 3.5% of the original feature space size (around 5,000).

6 Future Work

Arthur and Vassilvitskii (2007) proposed $K$-means++, an improved version of $K$-means which guarantees its RSS is upper-bounded. Combining their method and the feature hashing as shown in our paper will produce a new efficient method (possibly it can be named hashed $K$-means++). We will analyze and experiment with this method in the future.

7 Conclusion

In this paper, we argued that applying feature hashing to $K$-means is beneficial for memory-efficiency. Our analysis theoretically motivated this combination. We supported our argument and analysis by an experiment on document clustering, showing we could safely shrink memory-usage into 3.5% of the original in our case. In the future, we will analyze the technique on other learning methods such as $K$-means++ and experiment on various real-data NLP tasks.
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