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Message from the General Chair

It is an honor to write the initial words of this proceedings as General Chair of the 56th Annual Meeting of the Association for Computational Linguistics! This is only the second time that an ACL conference has been held in Australia — the first time was for the joint COLING/ACL conference in June of 2006 in Sydney, and I was one of its Program Chairs. For ACL 2018 we have tried to maintain the welcoming and intimate spirit and the relaxed and genial character of the much smaller ACL conferences of the past in spite of the ever-growing number of researchers in the field and participants in our conferences.

It is my pleasure here to express gratitude to all those without whom this conference would not exist. My biggest thanks go to the Program Chairs Iryna Gurevych and Yusuke Miyao, as well as to Local Chairs Tim Baldwin, Trevor Cohn and Karin Verspoor. They have done a tremendous job to manage the submission and review process, and the local arrangement details, respectively.

I also want to thank all of the other chairs for their very hard work: Workshops Chairs Brendan O’Connor and Eva Maria Vecchi; Tutorials Chairs Yoav Artzi and Jacob Eisenstein; Demo Chairs Fei Liu and Thamar Solorio; Student Research Workshop Organizers Vered Shwartz, Jeniya Tabassum and Rob Voigt; Faculty Advisors to the Student Research Workshop Marie-Catherine de Marneffe, Wanxiang Che and Malvina Nissim; Publications Chairs Shay Cohen, Kevin Gimpel and Wei Lu; Exhibits Coordinator Karin Vespoor; Student Volunteer Coordinator Karin Vespoor; Conference Handbook Chairs Jey Han Lau and Trevor Cohn; Publicity Chair Sarvnaz Karimi; Local Sponsorship Chair Cecile Paris; Webmaster Andrew MacKinlay; and Priscilla Rasmussen, giver of advice and wisdom to all of us as ACL Business Manager.

I also warmly thank the ACL Executive Committee for its guidance and advice on many important issues and concerns as they arose.

I am also extremely grateful to all the sponsors for their great support to the conference.

Many thanks to the area chairs, the reviewers, the invited speakers, the authors of the various papers, posters and presentations.

And, finally, many many thanks to all the participants who will put the final touches on making ACL 2018 an exciting, stimulating and inspiring event!

Claire Cardie
ACL 2018 General Chair
July 2018
Welcome to the 56th Annual Meeting of the Association for Computational Linguistics 2018 – or ACL 2018 for short.

In September 2017, Program Committee Co-Chairs (PCs) posted the call for nominations of Area Chairs (AC), Reviewers and Invited Speakers. We received 752 responses in total. Overall, out of 388 valid nominations for area chairs, 299 unique persons were suggested; 110 persons were self-nominations. About 70% of the 56 selected area chairs (later expanded to 61 area chairs due to the high number of submissions) were nominated by the community. For the reviewers, we collected 936 valid nominations. At the PhD level, 139 persons were self-nominations and 129 were nominated by others. At the Postdoc/Ass.Prof. level, 160 were self-nominated, 112 nominated by others. At the Prof. level, 221 persons were self-nominated, 175 nominated by others.

We received 138 unique nominations for invited speakers, from which two invited speakers of the conference were selected:

- Carolyn Penstein Rosé, Language Technologies Institute at Carnegie Mellon University, USA
- Anton van den Hengel, Australian Centre for Visual Technologies at University of Adelaide, Australia

Our community is steadily growing: in total, 1621 submissions were received right after the submission deadline: 1045 long, 576 short papers. 13 erroneous submissions were deleted or withdrawn in the preliminary checks by PCs. 25 papers were rejected without review (16 long, 9 short); the reasons are the violation of the ACL 2018 style and dual submission guidelines. 32 papers were withdrawn before the review period started; the main reason was that the papers have been accepted as the short papers at NAACL HLT 2018. In total, 1551 papers went into the reviewing phase: 1021 long, 530 short papers. 1610 reviewers (1473 primary and 137 secondary reviewers) were involved in the reviewing process; each reviewer has reviewed about 3 papers on average. 3 long and 4 short papers were withdrawn during the reviewing period, and finally 1018 long and 526 short papers were considered during the acceptance decision phase.

The assignment of papers to areas and reviewers has been done in multiple rounds. First round: Initial assignments of papers to areas were determined automatically with the help of the authors’ input, while PCs went through all submissions and moved papers to other areas, considering COI and the topical fit. PCs assigned one AC as a meta-reviewer to each paper using Toronto Paper Matching System (TPMS) scores. Second round: ACs looked into the papers in their area, and adjusted meta-reviewer assignments. ACs sent a report to PCs if they found any problems. Third round: PCs made the final decision, considering the workload balance, possible COIs and the topical fit. Fourth round: ACs decided which reviewers would review each paper, based on AC’s knowledge about the reviewers, TPMS scores, reviewers’ bids, and COI.

We have introduced several innovations to the reviewing process. One of them is an argument-based review form. The reviewers were asked to provide arguments for and against the paper. This has been tremendously helpful for ACs and PCs to analyze the reviews and come up with final recommendations. The authors were asked to respond to the con arguments during the rebuttal. In coordination with the NAACL HLT 2018 PCs, we plan to do some analytics on anonymized reviews and rebuttal statements, with the consent of the reviewers and authors. Our purpose is to improve the quality of the review process. The data will be compiled into a unique corpus for NLP, and will be made available to the research community after appropriate anonymization checks, at the earliest in 2 years after ACL 2018.
We hope to provide data on *how to review* to younger researchers, and to improve the transparency of the reviewing process in general.

The ACL 2018 conference is super-competitive: We accepted 256 out of 1018 submitted long papers and 125 out of 526 short papers, with an overall acceptance rate of 24.7%. The details of the review process are available at the conference homepage. Criteria of acceptance were mainly:

- strengths/weaknesses raised by reviewers and their significance;
- the result of discussions and author responses;
- contribution to CL as the science of language: whether the paper advances (or contributes to) our understanding of language in any way;
- diversity: we do not want to fill ACL with similar papers like achieving 1% improvement on a well-known task.

We also considered the balance of paper types, topics and contributions and re-considered the acceptance when reviewers reported any problem in preliminary checks (*Appropriateness to Handling of Human Participants*).

Continuing the tradition, ACL 2018 will feature 20 papers which were accepted for publication in the Transactions of the Association for Computational Linguistics (TACL). The TACL papers were split into 10 oral presentations and 10 poster presentations.

There are many people to thank for who have worked diligently to make ACL 2018 possible. All names are listed in the Program Committee section of the Front Matter.

Since the conference size continues to grow and the organizational complexity increases, we have introduced the role of Program Committee Co-Chair Assistants. In total, 5 senior researchers have supported the PCs during most intensive work phases to handle the communication in a timely manner, draft various documents and effectively prepare decisions.

Thanks to our area chairs for their hard work on recruiting reviewers, managing reviews, leading discussions, and making recommendations.

This program certainly would not be possible without the help of the 1610 reviewers. In particular, 192 reviewers from this list were recognized by the area chairs as outstanding reviewers who have turned in exceptionally well-written and constructive reviews and who have actively engaged themselves in the post-rebuttal discussions.

We are also deeply indebted to the best paper selection committee which consists of 22 members. They had to additionally review 6-8 papers according to the best paper criteria on short notice. Their time and effort in recommending the best paper awards is much appreciated.

We also would like to thank many colleagues for generously sharing their experience in organizing prior ACL conferences and for their advice. We are grateful for the guidance and the support of the ACL presidents Joakim Nivre and Marti Hearst, and the ACL board. We also would like to thank the publication co-chairs Shay Cohen, Kevin Gimpel and Wei Lu (Advisory) and the handbook chair Jey Han Lau for putting together the proceedings and the conference handbook; and Rich Gerber from Softconf for always being responsive to our requests. We would like to thank the ACL Business Manager Priscilla Rasmussen for helping us to sort important things out. Finally, this conference could not have happened without the efforts of the general chair, Claire Cardie. We thank her for the leadership and advice, especially when matters got complicated.
We hope you will enjoy ACL 2018 and contribute to the future success of our community!

ACL 2018 Program Committee Co-Chairs
Iryna Gurevych, TU Darmstadt, Germany
Yusuke Miyao, National Institute of Informatics, Japan
The process for selecting best papers and honourable mentions

The Program Committee Co-Chairs (PCs) have defined a multi-step process. Area Chairs (ACs) were asked to select a number of top papers in their areas satisfying as many as possible of the following criteria:

- high quality
- nominated for the award by at least one primary reviewer
- bringing disruptive ground-breaking innovation as compared to the current mainstream

ACs re-read their finalists and discussed among themselves the merits of the nominee’s work with the help of the primary reviews. ACs then submitted the papers to the PCs along with their selection decisions. PCs balanced ACs’ nominations for diversity and representativeness among areas and the review consistency. They prepared the papers in Softconf for best-paper reviewing and selection. There were 52 best paper candidates.

In parallel, PCs formed the best paper selection committee (BPC) from 22 experts in the field with a mix of expertise and backgrounds and at a good seniority level. In case of COIs, the BPC member was excluded from the further evaluation process. BPC members reviewed 6–8 papers each and provided a short review with respect to the best paper criteria.

Based on BPC recommendations, there were about 20 papers left in the pool. PCs then re-read those papers and discussed their particular merits. Finally, 6 long papers and 2 short papers were selected as honourable mentions. For the best papers, 3 long papers and 2 short papers were selected for presentation in the closing conference session.

The selected honourable mentions and best papers emphasize the diversity of the ACL in terms of research questions, methods, and interdisciplinarity.

Best Long Papers

- *Learning to Ask Good Questions: Ranking Clarification Questions using Neural Expected Value of Perfect Information.* Sudha Rao and Hal Daumé III.
- *Let’s do it “again”*: A First Computational Approach to Detecting Adverbial Presupposition Triggers. Andre Cianflone, Yulan Feng, Jad Kabbara and Jackie Chi Kit Cheung.

Best Short Papers

Invited Talk: Deep Neural Networks, and what they’re not very good at

Anton van den Hengel

Professor, School of Computer Science, University of Adelaide

Abstract: Deep Neural Networks have had an incredible impact in a variety of areas within machine learning, including computer vision and natural language processing. Deep Neural Networks use implicit representations that are very high-dimensional, however, and are thus particularly well suited to problems that can be solved by associative recall of previous solutions. They are ill-suited to problems that require human-interpretable representations, explicit manipulation of symbols, or reasoning. The dependency of Deep Neural Networks on large volumes of training data, also means that they are typically only applicable when the problem itself, and the nature of the test data, are predictable long in advance.

The application of Deep Neural Networks to Visual Question Answering has achieved results that would have been thought impossible only a few years ago. It has also thrown a spotlight on the shortcomings of current Deep Nets in solving problems that require explicit reasoning, the use of a knowledge base, or the ability to learn on the fly. In this talk I will illustrate some of the steps being taken to address these problems, and a new learning-to-learn approach that we hope will combine the power of Deep Learning with the significant benefits of explicit-reasoning-based methods.

Bio: Anton van den Hengel is a Professor in the School of Computer Science at the University of Adelaide, the Director of the Australian Institute for Machine Learning, and a Chief Investigator of the Australian Centre for Robotic Vision. Prof. van den Hengel has been a CI on over $60m in external research funding from sources including Google, Canon, BHP Billiton and the ARC, and has won a number of awards, including the Pearcey Foundation Entrepreneur Award, the SA Science Excellence Award for Research Collaboration, and the CVPR Best Paper prize in 2010. He has authored over 300 publications, had 8 patents commercialised, formed 2 start-ups, and has recently had a medical technology achieve first-in-class FDA approval. Current research interests include Deep Learning, vision and language problems, interactive image-based modelling, large-scale video surveillance, and learning from large image databases.
Abstract: This talk reports on over a decade of research where theoretical foundations motivate computational models that produce real world impact in online spaces. Both the earliest philosophers of language and the most recent researchers in computational approaches to social media analysis have acknowledged the distinction between the what of language, namely its propositional content, and the how of language, or its form, style, or framing. What bridges between these realms are social processes that motivate the linguistic choices that result in specific realizations of propositional content situated within social interactions, designed to achieve social goals. These insights allow researchers to make sense of the connection between discussion processes and outcomes from those discussions. These findings motivate on the one hand design of computational approaches to real time monitoring of discussion processes and on the other hand the design of interventions that support interactions in online spaces with the goal of increasing desired outcomes, including learning, health, and wellbeing.

As an example, in this talk we probe into a specific quality of discussion referred to as Transactivity. Transactivity is the extent to which a contribution articulates the reasoning of the speaker, that of an interlocutor, and the relation between them. In different contexts, and within very distinct theoretical frameworks, this construct has been associated with solidarity, influence, expertise transfer, and learning. Within the construct of Transactivity, the cognitive and social underpinnings are inextricably linked such that modeling the who enables prediction of the connection between the what and the how.

Bio: Dr. Carolyn Rosé is a Professor of Language Technologies and Human-Computer Interaction in the School of Computer Science at Carnegie Mellon University. Her research program is focused on better understanding the social and pragmatic nature of conversation, and using this understanding to build computational systems that can improve the efficacy of conversation between people, and between people and computers. In order to pursue these goals, she invokes approaches from computational discourse analysis and text mining, conversational agents, and computer supported collaborative learning. Her research group's highly interdisciplinary work, published in 200 peer reviewed publications, is represented in the top venues in 5 fields: namely, Language Technologies, Learning Sciences, Cognitive Science, Educational Technology, and Human-Computer Interaction, with awards in 3 of these fields. She serves as Past President and Inaugural Fellow of the International Society of the Learning Sciences, Chair of the International Alliance to Advance Learning in the Digital Era, and Executive Editor of the International Journal of Computer-Supported Collaborative Learning.
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Abstract
We reformulate the problem of encoding a multi-scale representation of a sequence in a language model by casting it in a continuous learning framework. We propose a hierarchical multi-scale language model in which short time-scale dependencies are encoded in the hidden state of a lower-level recurrent neural network while longer time-scale dependencies are encoded in the dynamic of the lower-level network by having a meta-learner update the weights of the lower-level neural network in an online meta-learning fashion. We use elastic weights consolidation as a higher-level to prevent catastrophic forgetting in our continuous learning framework.

1 Introduction
Language models are a major class of natural language processing (NLP) models whose development has lead to major progress in many areas like translation, speech recognition or summarization (Schwenk, 2012; Arisoy et al., 2012; Rush et al., 2015; Nallapati et al., 2016). Recently, the task of language modeling has been shown to be an adequate proxy for learning unsupervised representations of high-quality in tasks like text classification (Howard and Ruder, 2018), sentiment detection (Radford et al., 2017) or word vector learning (Peters et al., 2018).

More generally, language modeling is an example of online/sequential prediction task, in which a model tries to predict the next observation given a sequence of past observations. The development of better models for sequential prediction is believed to be beneficial for a wide range of applications like model-based planning or reinforcement learning as these models have to encode some form of memory or causal model of the world to accurately predict a future event given past events.

One of the main issues limiting the performance of language models (LMs) is the problem of capturing long-term dependencies within a sequence. Neural network based language models (Hochreiter and Schmidhuber, 1997; Cho et al., 2014) learn to implicitly store dependencies in a vector of hidden activities (Mikolov et al., 2010). They can be extended by attention mechanisms, memories or caches (Bahdanau et al., 2014; Tran et al., 2016; Graves et al., 2014) to capture long-range connections more explicitly. Unfortunately, the very local context is often so highly informative that LMs typically end up using their memories mostly to store short term context (Daniluk et al., 2016).

In this work, we study the possibility of combining short-term representations, stored in neural activations (hidden state), with medium-term representations encoded in a set of dynamical weights of the language model. Our work extends a series of recent experiments on networks with dynamically evolving weights (Ba et al., 2016; Ha et al., 2016; Krause et al., 2017; Moniz and Krueger, 2018) which show improvements in sequential prediction tasks. We build upon these works by formulating the task as a hierarchical online meta-learning task as detailed below.

The motivation behind this work stems from two observations.

On the one hand, there is evidence from a physiological point of view that time-coherent processes like working memory can involve differing mechanisms at differing time-scales. Biological neural activations typically have a 10 ms coherence timescale, while short-term synaptic plasticity can temporarily modulate the dynamic of the neural network itself on timescales of 100 ms to minutes. Longer time-scales (a few minutes...
to several hours) see long-term learning kicks in with permanent modifications to neural excitability (Tsodyks et al., 1998; Abbott and Regehr, 2004; Barak and Tsodyks, 2007; Ba et al., 2016).

Interestingly, these psychological observations are paralleled, on the computational side, by a series of recent works on recurrent networks with dynamically evolving weights that show benefits from dynamically updating the weights of a network during a sequential task (Ba et al., 2016; Ha et al., 2016; Krause et al., 2017; Moniz and Krueger, 2018).

In parallel to that, it has also been shown that temporal data with multiple time-scales dependencies can naturally be encoded in a hierarchical representation where higher-level features are changing slowly to store long time-scale dependencies and lower-level features are changing faster to encode short time-scale dependencies and local timing (Schmidhuber, 1992; El Hihi and Bengio, 1995; Koutnik et al., 2014; Chung et al., 2016).

As a consequence, we would like our model to encode information in a multi-scale hierarchical representation where

1. short time-scale dependencies can be encoded in fast-updated neural activations (hidden state),
2. medium time-scale dependencies can be encoded in the dynamic of the network by using dynamic weights updated more slowly, and
3. a long time-scale memory can be encoded in a static set of parameters of the model.

In the present work, we take as dynamic weights the full set of weights of a RNN language model (usually word embeddings plus recurrent, input and output weights of each recurrent layer).

2 Dynamical Language Modeling

Given a sequence of $T$ discrete symbols $S = (w_1, w_2, \ldots, w_T)$, the language modeling task consists in assigning a probability to the sequence $P(S) = p(w_1, \ldots, w_T)$ which can be written, using the chain-rule, as

$$P(S \mid \theta) = \prod_{t=1}^{T} P(w_t \mid w_{t-1}, \ldots, w_0, \theta)P(w_0 \mid \theta).$$

(1)

where $\theta$ is a set of parameters of the language model.

In the case of a neural-network-based language model, the conditional probability $P(w_t \mid w_{t-1}, \ldots, w_0, \theta)$ is typically parametrized using an autoregressive neural network as

$$P(w_t \mid w_{t-1}, \ldots, w_0, \theta) = f_\theta(w_{t-1}, \ldots, w_0)$$

(2)

where $\theta$ are the parameters of the neural network.

In a dynamical language modeling framework, the parameters $\theta$ of the language model are not tied over the sequence $S$ but are allowed to evolve. Thus, prior to computing the probability of a future token $w_t$, a set of parameters $\theta_t$ is estimated from the past parameters and tokens as $\theta_t = \text{argmax} P(\theta \mid w_{t-1}, \ldots, w_0, \theta_{t-1} \ldots \theta_0)$ and the updated parameters $\theta_t$ are used to compute the probability of the next token $w_{t+1}$.

In our hierarchical neural network language model, the updated parameters $\theta_t$ are estimated by a higher level neural network $g$ parametrized by a set of (static) parameters $\phi$:

$$\theta_t = g_\phi(w_{t-1}, \ldots, w_0, \theta_{t-1} \ldots \theta_0)$$

(3)

2.1 Online meta-learning formulation

The function computed by the higher level network $g$, estimating $\theta_t$ from an history of parameters $\theta_{<t}$ and data points $w_{<t}$, can be seen as an online meta-learning task in which a high-level meta-learner network is trained to update the weights of a low-level network from the loss of the low-level network on a previous batch of data.

Such a meta-learner can be trained (Andrychowicz et al., 2016) to reduce the loss of the low-level network with the idea that it will generalize a gradient descent rule

$$\theta_t = \theta_{t-1} - \alpha_t \nabla_{\theta_{t-1}} \mathcal{L}_t$$

(4)

where $\alpha_t$ is a learning rate at time $t$ and $\nabla_{\theta_{t-1}} \mathcal{L}_t$ is the gradient of the loss $\mathcal{L}_t$ of the language model on the $t$-th dataset with respect to previous parameters $\theta_{t-1}$.

Ravi and Larochelle (2016) made the observation that such a gradient descent rule bears similarities with the update rule for LSTM cell-states

$$c_t = f_t \odot c_{t-1} + i_t \odot \tilde{c}_t$$

(5)

when $c_t \rightarrow \theta_t$, $i_t \rightarrow \alpha_t$ and $\tilde{c}_t \rightarrow -\nabla_{\theta_{t-1}} \mathcal{L}_t$.

We extend this analogy to the case of a multi-scale hierarchical recurrent model illustrated on figure 1 and composed of:
1. **Lower-level / short time-scale**: a RNN-based language model $f$ encoding representations in the activations of a hidden state,

2. **Middle-level / medium time-scale**: a meta-learner $g$ updating the set of weights of the language model to store medium-term representations, and

3. **Higher-level / long time-scale**: a static long-term memory of the dynamic of the RNN-based language model (see below).

The meta-learner $g$ is trained to update the lower-level network $f$ by computing $f_t, i_t, z_t = g_\phi(\theta_{t-1}, L^{LM}_t, \nabla \theta_{t-1} L^{LM}_t, \theta_0)$ and updating the set of weights as

$$\theta_t = f_t \odot \theta_{t-1} + i_t \odot \nabla \theta_{t-1} L^{LM}_t + z_t \odot \theta_0 (6)$$

This hierarchical network could be seen as an analog of the hierarchical recurrent neural networks (Chung et al., 2016) where the gates $f_t, i_t$ and $z_t$ can be seen as controlling a set of COPY, FLUSH and UPDATE operations:

1. **COPY ($f_t$)**: part of the state copied from the previous state $\theta_{t-1}$.

2. **UPDATE ($i_t$)**: part of the state updated by the loss gradients on the previous batch, and

3. **FLUSH ($z_t$)**: part of the state reset from a static long term memory $\theta_0$.

One difference with the work of (Chung et al., 2016) is that the memory was confined to the hidden in the later while the memory of our hierarchical network is split between the weights of the lower-level network and its hidden-state.

The meta-learner can be a feed-forward or a RNN network. In our experiments, simple linear feed-forward networks lead to the lower perplexities, probably because it was easier to regularize and optimize. The meta-learner implements coordinate-sharing as described in (Andrychowicz et al., 2016; Ravi and Larochelle, 2016) and takes as input the loss $L^{LM}_t$ and loss-gradients $\nabla \theta_{t-1} L^{LM}_t$ over a previous batch $B_i$ (a sequence of $M$ tokens $w_0, ..., w_M$ as illustrated on figure 1). The size $M$ of the batch adjusts the trade-off between the noise of the loss/gradients and updating frequency of the medium-term memory, smaller batches leading to faster updates with higher noise.

### 2.2 Continual learning

The interaction between the meta-learner and the language model implements a form of continual-learning and the language model thus faces a phenomenon known as catastrophic forgetting (French, 1999). In our case, this correspond to the lower-level network over-specializing to the lexical field of a particular topic after several updates of the meta-learner (e.g. while processing a long article on a specific topic).

To mitigate this effect we use a higher-level static memory initialized using “elastic weight consolidation” (EWC) introduced by Kirkpatrick...
et al. (2017) to reduce forgetting in multi-task reinforcement learning.

Casting our task in the EWC framework, we define a task A which is the language modeling task (prediction of next token) when no context is stored in the weights of the lower-level network. The solution of task A is a set of weights toward which the model could advantageously come back when the context stored in the weights become irrelevant (for example when switching between paragraphs on different topics). To obtain a set of weights for task A, we train the lower-level network (RNN) alone on the training dataset and obtain a set of weights that would perform well on average, i.e. when no specific context has been provided by a context-dependent weight update performed by the meta-learner.

We then define a task B which is a language modeling task when a context has been stored in the weights of the lower-level network by an update of the meta-learner. The aim of EWC is to learn task B while retaining some performance on task A.

Empirical results suggest that many weights configurations result in similar performances (Sussmann, 1992) and there is thus likely a solution for task B close to a solution for task A. The idea behind EWC is to learn task B while protecting the performance in task A by constraining the parameters to stay around the solution found for task A.

This constraint is implemented as a quadratic penalty, similarly to spring anchoring the parameters, hence the name elastic. The stiffness of the springs should be greater for parameters that most affect performance in task A. We can formally write this constrain by using Bayes rule to express the conditional log probability of the parameters when the training dataset \( D \) is split between the training dataset for task A \( (D_A) \) and the training dataset for task B \( (D_B) \):

\[
\log p(\theta \mid D) = \log p(D_B \mid \theta) + \log p(\theta \mid D_A) - \log p(D_B)
\]

The true posterior probability on task A \( p(\theta \mid D_A) \) is intractable, so we approximate the posterior as a Gaussian distribution with mean given by the parameters and a diagonal precision given by the diagonal of the Fisher information matrix \( F \) which is equivalent to the second derivative of the loss near a minimum and can be computed from first-order derivatives alone.
3 Related work

Several works have been devoted to dynamically updating the weights of neural networks during inference. A few recent architectures are the Fast-Weights of Ba et al. (2016), the Hypernetworks of Ha et al. (2016) and the Nested LSTM of Moniz and Krueger (2018). The weights update rules of theses models use as inputs one or several of (i) a previous hidden state of a RNN network or higher level network and/or (ii) the current or previous inputs to the network. However, these models do not use the predictions of the network on the previous tokens (i.e. the loss and gradient of the loss of the model) as in the present work. The architecture that is most related to the present work is the study on dynamical evaluation of Krause et al. (2017) in which a loss function similar to the loss function of the present work is obtained empirically and optimized using a large hyper-parameter search on the parameters of the SGD-like rule.

4 Experiments

4.1 Architecture and hyper-parameters

As mentioned in 2.2, a set of pre-trained weights of the RNN language model is first obtained by training the lower-level network $f$ and computing the diagonal of the Fisher matrix around the final weights.

Then, the meta-learner $g$ is trained in an online meta-learning fashion on the validation dataset (alternatively, a sub-set of the training dataset could be used). A training sequence $S$ is split in a sequence of mini-batches $B_i$, each batch $B_i$ containing $M$ inputs tokens $(w_i \times M, \ldots, w_i \times M + M)$ and $M$ associated targets $(w_i \times M + 1, \ldots, w_i \times M + M + 1)$. In our experiments we varied $M$ between 5 and 20.

The meta-learner is trained as described in (Andrychowicz et al., 2016; Li and Malik, 2016) by minimizing the sum over the sequence of LM losses: $L_{meta} = \sum_{i>0} L_{i}^{LM}$. The meta-learner is trained by truncated back-propagation through time and is unrolled over at least 40 steps as the reward from the medium-term memory is relatively sparse (Li and Malik, 2016).

To be able to unroll the model over a sufficient number of steps while using a state-of-the-art language model with over than 30 millions parameters, we use a memory-efficient version of back propagation through time based on gradient checkpointing as described by Grusly et al. (2016).

4.2 Experiments

We performed a series of experiments on the Wikitext-2 dataset (Merity et al., 2016) using an AWD-LSTM language model (Merity et al., 2017) and a feed-forward and RNN meta-learner.

The test perplexity are similar to perplexities obtained using dynamical evaluation (Krause et al., 2017), reaching 46.9 with a linear feed-forward meta-learner when starting from a one-level language model with test perplexity of 64.8.

In our experiments, the perplexity could not be improved by using a RNN meta-learner or a deeper meta-learner. We hypothesis that this may be caused by several reasons. First, storing a hidden state in the meta-learner might be less important in an online meta-learning setup than it is in a standard meta-learning setup (Andrychowicz et al., 2016) as the target distribution of the weights is non-stationary. Second, the size of the hidden state cannot be increased significantly without reducing the number of steps along which the meta-learner is unrolled during meta-training which may be detrimental.

Some quantitative experiments are shown on Figure 2 using a linear feed-forward network to illustrate the effect of the various layers in the hierarchical model. The curves shows differences in batch perplexity between model variants.

The top curve compares a one-level model (language model) with a two-levels model (language model + meta-learner). The meta-learner is able to learn medium-term representations to progressively reduce perplexity along articles (see e.g. articles C and E). Right sample 1 (resp. 2) details sentences at the begging (resp. middle) of article E related to a warship called “Ironclad”. The addition of the meta-learner reduces the loss on a number of expression related to the warship like “ironclad” or “steel armor”.

Bottom curve compares a three-levels model (language model + meta-learner + long-term memory) with the two-levels model. The local loss is reduced at topics changes and beginning of new topics (see e.g. articles B, D and F). The right sample 3 can be contrasted with sample 1 to illustrate how the hierarchical model is able to better recover a good parameter space following a change in topic.
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Abstract

Increasing the capacity of recurrent neural networks (RNN) usually involves augmenting the size of the hidden layer, with significant increase of computational cost. Recurrent neural tensor networks (RNTN) increase capacity using distinct hidden layer weights for each word, but with greater costs in memory usage. In this paper, we introduce restricted recurrent neural tensor networks (r-RNTN) which reserve distinct hidden layer weights for frequent vocabulary words while sharing a single set of weights for infrequent words. Perplexity evaluations show that for fixed hidden layer sizes, r-RNTNs improve language model performance over RNNs using only a small fraction of the parameters of unrestricted RNTNs. These results hold for r-RNTNs using Gated Recurrent Units and Long Short-Term Memory.

1 Introduction

Recurrent neural networks (RNN), which compute their next output conditioned on a previously stored hidden state, are a natural solution to sequence modeling. Mikolov et al. (2010) applied RNNs to word-level language modeling (we refer to this model as s-RNN), outperforming traditional n-gram methods. However, increasing capacity (number of tunable parameters) by augmenting the size $H$ of the hidden (or recurrent) layer — to model more complex distributions — results in a significant increase in computational cost, which is $O(H^2)$.

Sutskever et al. (2011) increased the performance of a character-level language model with a multiplicative RNN (m-RNN), the factored approximation of a recurrent neural tensor network (RNTN), which maps each symbol to separate hidden layer weights (referred to as recurrence matrices from hereon). Besides increasing model capacity while keeping computation constant, this approach has another motivation: viewing the RNN’s hidden state as being transformed by each new symbol in the sequence, it is intuitive that different symbols will transform the network’s hidden state in different ways (Sutskever et al., 2011).

Various studies on compositionality similarly argue that some words are better modeled by matrices than by vectors (Baroni and Zamparelli, 2010; Socher et al., 2012). Unfortunately, having separate recurrence matrices for each symbol requires memory that is linear in the symbol vocabulary size ($|V|$). This is not an issue for character-level models, which have small vocabularies, but is prohibitive for word-level models which can have vocabulary size in the millions if we consider surface forms.

In this paper, we propose the Restricted RNTN (r-RNTN) which uses only $K < |V|$ recurrence matrices. Given that $|V|$ words must be assigned $K$ matrices, we map the most frequent $K - 1$ words to the first $K - 1$ matrices, and share the $K$-th matrix among the remaining words. This mapping is driven by the statistical intuition that frequent words are more likely to appear in diverse contexts and so require richer modeling, and by the greater presence of predicates and function words among the most frequent words in standard corpora like COCA (Davies, 2009). As a result, adding $K$ matrices to the s-RNN both increases model capacity and satisfies the idea that some words are better represented by matrices. Results show that r-RNTNs improve language model performance over s-RNNs even for small $K$ with no computational overhead, and even for small $K$ approximate the performance of RNTNs using a fraction of the parameters. We also exper-
iment with r-RNTNs using Gated Recurrent Units (GRU) (Cho et al., 2014) and Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997), obtaining lower perplexity for fixed hidden layer sizes. This paper discusses related work (§2), and presents r-RNTNs (§3) along with the evaluation method (§4). We conclude with results (§5), and suggestions for future work.

2 Related Work

We focus on related work that addresses language modeling via RNNs, word representation, and conditional computation.

Given a sequence of words \( (x_1, ..., x_T) \), a language model gives the probability \( P(x_t|x_{1...t-1}) \) for \( t \in [1, T] \). Using a RNN, Mikolov et al. (2010) created the s-RNN language model given by:

\[
    h_t = \sigma(W_h x_t + U_h h_{t-1} + b_h)
\]

\[
    P(x_t|x_{1...t-1}) = x_t^T \text{softmax}(W_o h_t + b_o)
\]

where \( h_t \) is the hidden state represented by a vector of dimension \( H \), \( \sigma(z) \) is the pointwise logistic function, \( W_h \) is the \( H \times V \) embedding matrix, \( U_h \) is the \( H \times H \) recurrence matrix, \( W_o \) is the \( V \times H \) output matrix, and \( b_h \) and \( b_o \) are bias terms. Computation is \( O(H^2) \), so increasing model capacity by increasing \( H \) quickly becomes intractable.

The RNTN proposed by Sutskever et al. (2011) is nearly identical to the s-RNN, but the recurrence matrix in eq. (1) is replaced by a tensor as follows:

\[
    h_t = \sigma(W_h x_t + U_h^{(i(z))} h_{t-1} + b_h)
\]

where \( i(z) \) maps a hot-one encoded vector to its integer representation. Thus the \( U_h \) tensor is composed of \( |V| \) recurrence matrices, and at each step of sequence processing the matrix corresponding to the current input is used to transform the hidden state. The authors also proposed m-RNN, a factorization of the \( U_h^{(i(z))} \) matrix into \( U_h \text{diag}(v_{z_t}) U_{rh} \) to reduce the number of parameters, where \( v_{z_t} \) is a factor vector of the current input \( x_t \), but like the RNTN, memory still grows linearly with \( |V| \). The RNTN has the property that input symbols have both a vector representation given by the embedding and a matrix representation given by the recurrence matrix, unlike the s-RNN where symbols are limited to vector representations.

The integration of both vector and matrix representations has been discussed but with a focus on representation learning and not sequence modeling (Baroni and Zamparelli, 2010; Socher et al., 2012). For instance, Baroni and Zamparelli (2010) argue for nouns to be represented as vectors and adjectives as matrices.

Irsoy and Cardie (2014) used m-RNNs for the task of sentiment classification and obtained equal or better performance than s-RNNs. Methods that use conditional computation (Cho and Bengio, 2014; Bengio et al., 2015; Shazeer et al., 2017) are similar to RNTNs and r-RNTNs, but rather than use a static mapping, these methods train gating functions which do the mapping. Although these methods can potentially learn better policies than our method, they are significantly more complex, requiring the use of reinforcement learning (Cho and Bengio, 2014; Bengio et al., 2015) or additional loss functions (Shazeer et al., 2017), and more linguistically opaque (one must learn to interpret the mapping performed by the gating functions).

Whereas our work is concerned with updating the network’s hidden state, Chen et al. (2015) introduce a technique that better approximates the output layer’s Softmax function by allocating more parameters to frequent words.

3 Restricted Recurrent Neural Tensor Networks

To balance expressiveness and computational cost, we propose restricting the size of the recurrence tensor in the RNTN such that memory does not grow linearly with vocabulary size, while still keeping dedicated matrix representations for a subset of words in the vocabulary. We call these Restricted Recurrent Neural Tensor Networks (r-RNTN), which modify eq. (3) as follows:

\[
    h_t = \sigma(W_h x_t + U_h^f(i(z_t)) h_{t-1} + b_h^f(i(z_t)))
\]

where \( U_h \) is a tensor of \( K < |V| \) matrices of size \( H \times H \), \( b_h \) is a \( H \times K \) bias matrix with columns indexed by \( f \). The function \( f(w) \) maps each vocabulary word to an integer between 1 and \( K \).

We use the following definition for \( f \):

\[
    f(w) = \min(rank(w), K)
\]

where \( rank(w) \) is the rank of word \( w \) when the vocabulary is sorted by decreasing order of unigram frequency.

This is an intuitive choice because words which appear more often in the corpus tend to have more
variable contexts, so it makes sense to dedicate a large part of model capacity to them. A second argument is that frequent words tend to be predicates and function words. We can imagine that predicates and function words transform the meaning of the current hidden state of the RNN through matrix multiplication, whereas nouns, for example, add meaning through vector addition, following Baroni and Zamparelli (2010).

We also perform initial experiments with r-RNTNs using LSTM and GRUs. A GRU is described by

\begin{align}
    r_t &= \sigma(W^r_h x_t + U^r_h h_{t-1} + b^r_h) \\
    z_t &= \sigma(W^z_h x_t + U^z_h h_{t-1} + b^z_h) \\
    \tilde{h}_t &= \tanh(W^h_h x_t + U^h_h (r_t \odot h_{t-1}) + b^h_h) \\
    h_t &= z_t \odot h_{t-1} + (1 - z_t) \odot \tilde{h}_t
\end{align}

and an LSTM by

\begin{align}
    f_t &= \sigma(W^f_h x_t + U^f_h h_{t-1} + b^f_h) \\
    i_t &= \sigma(W^i_h x_t + U^i_h h_{t-1} + b^i_h) \\
    o_t &= \sigma(W^o_h x_t + U^o_h h_{t-1} + b^o_h) \\
    \tilde{c}_t &= \tanh(W^c_h x_t + U^c_h h_{t-1} + b^c_h) \\
    c_t &= i_t \odot \tilde{c}_t + f_t \odot \tilde{c}_{t-1} \\
    h_t &= o_t \odot \tanh(c_t)
\end{align}

We create r-RNTN GRUs (r-GRU) by making \(U^h_h\) and \(b^h_h\) input-specific (as done in eq. (4)). For r-RNTN LSTMs (r-LSTM), we do the same for \(U^c_h\) and \(b^c_h\).

4 Materials

We evaluate s-RNNs, RNTNs, and r-RNTNs by training and measuring model perplexity (PPL) on the Penn Treebank (PTB) corpus (Marcus et al., 1994) using the same preprocessing as Mikolov et al. (2011). Vocabulary size is 10000.

For an r-RNTN with \(H = 100\), we vary the tensor size \(K\) from 1, which corresponds to the s-RNN, all the way up to 10000, which corresponds to the unrestricted RNTN. As a simple way to evaluate our choice of rank-based mapping function \(f\), we compare it to a pseudo-random variant:

\[ f_{\text{mod}}(w) = \text{rank}(w) \mod K \]  

We also compare results to 1) an s-RNN with \(H = 150\), which has the same number of parameters as an r-RNTN with \(H = 100\) and \(K = 100\). 2) An m-RNN with \(H = 100\) with the size of factor vectors set to 100 to match this same number of parameters. 3) An additional r-RNTN with \(H = 150\) is trained to show that performance scales with \(H\) as well.

We split each sentence into 20 word sub-sequences and run stochastic gradient descent via backpropagation through time for 20 steps without mini-batching, only resetting the RNN’s hidden state between sentences. Initial learning rate (LR) is 0.1 and halved when the ratio of the validation perplexity between successive epochs is less than 1.003, stopping training when validation improvement drops below this ratio for 5 consecutive epochs. We use Dropout (Srivastava et al., 2014) with \(p = .5\) on the softmax input to reduce overfitting. Weights are drawn from \(\mathcal{N}(0, .001)\); gradients are not clipped. To validate our proposed method, we also evaluate r-RNTNs using the much larger text8\(^1\) corpus with a 90MB-5MB-5MB train-validation-test split, mapping words which appear less than 10 times to \(\langle \text{unk} \rangle\) for a total vocabulary size of 37751.

Finally, we train GRUs, LSTMs, and their r-RNTN variants using the PTB corpus and parameters similar to those used by Zaremba et al. (2014). All networks use embeddings of size 650 and a single hidden layer. Targeting \(K = 100\), we set \(H = 244\) for the r-GRU and compare with a GRU with \(H = 650\) which has the same number of parameters. The r-LSTM has \(H = 254\) to match the number of parameters of an LSTM.

\(^1\)http://mattmahoney.net/dc/textdata.html
with $H = 650$. The training procedure is the same as above but with mini-batches of size 20, 35 timestep sequences without state resets, initial LR of 1, Dropout on all non-recurrent connections, weights drawn from $U(-.05, .05)$, and gradients norm-clipped to 5.

## 5 Results

Results are shown in fig. 1 and table 1.

Comparing the r-RNTN to the baseline s-RNN with $H = 100$ (fig. 1), as model capacity grows with $K$, test set perplexity drops, showing that r-RNTN is an effective way to increase model capacity with no additional computational cost. As expected, the $f$ mapping outperforms the baseline $f_{\text{mod}}$ mapping at smaller $K$. As $K$ increases, we see a convergence of both mappings. This may be due to matrix sharing at large $K$ between frequent and infrequent words because of the modulus operation in eq. (16). As infrequent words are rarely observed, frequent words dominate the matrix updates and approximate having distinct matrices, as they would have with the $f$ mapping.

It is remarkable that even with $K$ as small as 100, the r-RNTN approaches the performance of the RNTN with a small fraction of the parameters. This reinforces our hypothesis that complex transformation modeling afforded by distinct matrices is needed for frequent words, but not so much for infrequent words which can be well represented by a shared matrix and a distinct vector embedding. As shown in table 1, with an equal number of parameters, the r-RNTN with $f$ mapping outperforms the s-RNN with a bigger hidden layer. It appears that heuristically allocating increased model capacity as done by the $f$ based r-RNTN is a better way to increase performance than simply increasing hidden layer size, which also incurs a computational penalty.

Although m-RNNs have been successfully employed in character-level language models with small vocabularies, they are seldom used in word-level models. The poor results shown in table 1 could explain why.\footnote{It should be noted that Sutskever et al. (2011) suggest m-RNNs would be better optimized using second-order gradient descent methods, whereas we employed only first-order gradients in all models we trained to make a fair comparison.}

For fixed hidden layer sizes, r-RNTNs yield significant improvements to s-RNNs, GRUs, and LSTMs, confirming the advantages of distinct representations.

## 6 Conclusion and Future Work

In this paper, we proposed restricted recurrent neural tensor networks, a model that restricts the size of recurrent neural tensor networks by mapping frequent words to distinct matrices and infrequent words to shared matrices. r-RNTNs were motivated by the need to increase RNN model capacity without increasing computational costs, while also satisfying the ideas that some words are better modeled by matrices rather than vectors (Baroni and Zamparelli, 2010; Socher et al., 2012). We achieved both goals by prunning the size of the recurrent neural tensor network described by Sutskever et al. (2011) via sensible word-to-matrix mapping. Results validated our hypothesis that frequent words benefit from richer, dedicated modeling as reflected in large perplexity improvements for low values of $K$.

Interestingly, results for s-RNNs and r-GRUs suggest that given the same number of parameters, it is possible to obtain higher performance by increasing $K$ and reducing $H$. This is not the

### Table 1: Comparison of validation and test set perplexity for r-RNTNs with $f$ mapping ($K = 100$ for PTB, $K = 376$ for text8) versus s-RNNs and m-RNN. r-RNTNs with the same $H$ as corresponding s-RNNs significantly increase model capacity and performance with no computational cost. The RNTN was not run on text8 due to the number of parameters required.

<table>
<thead>
<tr>
<th>Method</th>
<th>$H$</th>
<th># Params</th>
<th>Test PPL</th>
<th># Params</th>
<th>Test PPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>s-RNN</td>
<td>100</td>
<td>2M</td>
<td>146.7</td>
<td>7.6M</td>
<td>236.4</td>
</tr>
<tr>
<td>r-RNTN</td>
<td>100</td>
<td>3M</td>
<td>131.2</td>
<td>11.4M</td>
<td>190.1</td>
</tr>
<tr>
<td>RNTN</td>
<td>100</td>
<td>103M</td>
<td>128.8</td>
<td>388M</td>
<td>-</td>
</tr>
<tr>
<td>m-RNN</td>
<td>100</td>
<td>3M</td>
<td>164.2</td>
<td>11.4M</td>
<td>895.0</td>
</tr>
<tr>
<td>s-RNN</td>
<td>150</td>
<td>3M</td>
<td>133.7</td>
<td>11.4M</td>
<td>207.9</td>
</tr>
<tr>
<td>r-RNTN</td>
<td>150</td>
<td>5.3M</td>
<td>126.4</td>
<td>19.8M</td>
<td>171.7</td>
</tr>
<tr>
<td>GRU</td>
<td>244</td>
<td>9.6M</td>
<td>84.6</td>
<td>11.4M</td>
<td>87.5</td>
</tr>
<tr>
<td>GRU</td>
<td>650</td>
<td>15.5M</td>
<td>90.3</td>
<td>15.5M</td>
<td>84.6</td>
</tr>
<tr>
<td>r-GRU</td>
<td>244</td>
<td>15.5M</td>
<td>-</td>
<td>15.5M</td>
<td>84.6</td>
</tr>
</tbody>
</table>

### Table 1: Comparison of validation and test set perplexity for r-RNTNs with $f$ mapping ($K = 100$ for PTB, $K = 376$ for text8) versus s-RNNs and m-RNN. r-RNTNs with the same $H$ as corresponding s-RNNs significantly increase model capacity and performance with no computational cost. The RNTN was not run on text8 due to the number of parameters required.
case with r-LSTMs, perhaps to due to our choice of which of the recurrence matrices to make input-specific. We will further investigate both of these phenomena in future work, experimenting with different combinations of word-specific matrices for r-GRUs and r-LSTMs (rather than only $U^h_h$ and $U^h_i$), and combining our method with recent improvements to gated networks in language modeling (Jozefowicz et al., 2016; Merity et al., 2018; Melis et al., 2018) which we believe are orthogonal and hopefully complementary to our own.

Finally, we plan to compare frequency-based and additional, linguistically motivated $f$ mappings (for example different inflections of a verb sharing a single matrix) with mappings learned via conditional computing to measure how external linguistic knowledge contrasts with knowledge automatically inferred from training data.
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Abstract
We present a set of experiments to demonstrate that deep recurrent neural networks (RNNs) learn internal representations that capture soft hierarchical notions of syntax from highly varied supervision. We consider four syntax tasks at different depths of the parse tree; for each word, we predict its part of speech as well as the first (parent), second (grandparent) and third level (great-grandparent) constituent labels that appear above it. These predictions are made from representations produced at different depths in networks that are pre-trained with one of four objectives: dependency parsing, semantic role labeling, machine translation, or language modeling. In every case, we find a correspondence between network depth and syntactic depth, suggesting that a soft syntactic hierarchy emerges. This effect is robust across all conditions, indicating that the models encode significant amounts of syntax even in the absence of an explicit syntactic training supervision.

1 Introduction
Deep recurrent neural networks (RNNs) have effectively replaced explicit syntactic features (e.g. parts of speech, dependencies) in state-of-the-art NLP models (He et al., 2017; Lee et al., 2017; Klein et al., 2017). However, previous work has shown that syntactic information (in the form of either input features or supervision) is useful for a wide variety of NLP tasks (Punyakanok et al., 2005; Chiang et al., 2009), even in the neural setting (Aharoni and Goldberg, 2017; Chen et al., 2017). In this paper, we show that the internal representations of RNNs trained on a variety of NLP tasks encode these syntactic features without explicit supervision.

We consider a set of feature prediction tasks drawn from different depths of syntactic parse trees; given a word-level representation, we attempt to predict the POS tag and the parent, grandparent, and great-grandparent constituent labels of that word. We evaluate how well a simple feed-forward classifier can detect these syntax features from the word representations produced by the RNN layers from deep NLP models trained on the tasks of dependency parsing, semantic role labeling, machine translation, and language modeling. We also evaluate whether a similar classifier can predict if a dependency arc exists between two words in a sentence, given their representations.

We find that, across all four types of supervision, the representations learned by these models encode syntax beyond the explicit information they encounter during training; this is seen in both the word-level tasks and the dependency arc prediction task. Furthermore, we also observe that features associated with different levels of syntax tree correlate with word representations produced by RNNs at different depths. Largely speaking, we see that deeper layers in each model capture notions of syntax that are higher-level and more abstract, in the sense that higher-level constituents cover a larger span of the underlying sentence.

These findings suggest that models trained on NLP tasks are able to induce syntax even when direct syntactic supervision is unavailable. Furthermore, the models are able to differentiate this induced syntax into a soft hierarchy across different layers of the model, perhaps shedding some light on why deep RNNs are so useful for NLP.

2 Methodology
Given a model that uses multi-layered RNNs, we collect the vector representation $x_i^l$ of each word $i$ at each hidden layer $l$. To determine what syntactic information is stored in each word vector, we try to predict a series of constituency-based prop-
Table 1: The training data, recurrent architecture, and hyperparameters of each model.

<table>
<thead>
<tr>
<th>Training Signal</th>
<th>Dataset</th>
<th>RNN Layers</th>
<th>Input Dims</th>
<th>Hidden Dims</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependency Parsing</td>
<td>English Universal</td>
<td>4 parallel bidirectional</td>
<td>200</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Dependencies</td>
<td>LSTMs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semantic Role Labeling</td>
<td>CoNLL-2012</td>
<td>8 alternating-direction</td>
<td>100</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>Dependencies</td>
<td>LSTMs with highways</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machine Translation</td>
<td>WMT-2014 English-German</td>
<td>4 parallel bidirectional</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTMs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language Modeling</td>
<td>CoNLL-2012</td>
<td>2 sets of 4 unidirectional</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTMs with highways</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Constituency tree with labels for the word “Monday” for the POS (green), parent constituent (blue), grandparent constituent (orange), and great-grandparent constituent (red) tasks.

2.1 Experiment Setup

We predict each syntactic property with a simple feed-forward network with a single 300-dimensional hidden layer activated by a ReLU:

\[ y^i_l = \text{SoftMax}(W_2 \text{ReLU}(W_1 x^i_l)) \]  

where \( i \) is the word index and \( l \) is the layer index within a model. To ensure that the classifiers are not trained on the same data as the RNNs, we train the classifier for each layer \( l \) separately using the development set of CoNLL-2012 and evaluate on the test set (Pradhan et al., 2013).

In addition, we compare performance with word-level baselines. We report the per-word majority class baseline; at the POS level, for example, “cat” will be classified as a noun and “walks” as a verb. This baseline outperforms the pre-trained GloVe (Pennington et al., 2014) embeddings on every task. We also consider a contextual baseline, in which we concatenate each word’s embedding with the average of its context’s embeddings; however, this baseline also performed worse than the reported one.

2.2 Analyzed Models

We consider four different forms of supervision. Table 1 summarizes the differences in data, architecture, and hyperparameters.

Dependency Parsing: We train a four-layer version of the Stanford dependency parser (Dozat and Manning, 2017) on the Universal Dependencies English Web Treebank (Silveira et al., 2014). We ran the parser with 4 bidirectional LSTM layers (the default is 3), yielding a UAS of 91.5 and a weighted LAS of 82.18, consistent with the state of the art on CoNLL 2017. Since the parser receives syntactic features as input (POS) and is trained on an explicit syntactic signal, we expect

1While we control for some variables, we mainly rely on existing architectures and hyperparameters that were tuned for the original tasks, limiting the cross-model comparability of absolute performance levels on our syntactic evaluations.
Semantic Role Labeling  We use the pre-trained DeepSRL model from (He et al., 2017), which was trained on the training data from the CoNLL-2012 dataset. This model is an alternating bidirectional LSTM, where the model consists of eight total layers that alternate between a forward layer and backward layer. We concatenate the representations from each pair of directional layers in the model for consistency with other models.

Machine Translation  We train a machine translation model using OpenNMT (Klein et al., 2017) on the WMT-14 English-German dataset. The encoder (which we examine in our experiments) is a 4-layer bidirectional LSTM; we use the defaults for every other setting. The model achieves a BLEU score of 21.37, which is in the ballpark of other vanilla encoder-decoder attention models on this benchmark (Bahdanau et al., 2015).

Language Modeling  We train two separate language models on CoNLL-2012’s training set, one going forward and another backward. Each model is a 4-layer LSTM with highway connections, variational dropout, and tied input-output embeddings. After training, we concatenate the forward and backward representations for each layer.\(^2\)

3 Constituency Label Prediction

Figure 2 shows our results (see supplementary material for numerical results). We make several observations:

RNNs can induce syntax. Overall, each model outperforms the baseline and its respective input embeddings on every syntax task, indicating that their internal representations encode some notions

---

\(^2\)The model achieved perplexities of 50.56 (forward) and 51.24 (backward) on CoNLL-2012’s test set. Since we are not familiar with other perplexity results on this data, we note that retraining the architecture on Penn TreeBank achieved 64.39 perplexity, which is comparable to other high-performing language models.
of syntax. The only exception to this observation is POS prediction with dependency parsing representations; in this case the parser is provided gold POS tags as input, and cannot improve upon them. This result confirms the findings of Shi et al. (2016) and Belinkov et al. (2017b), who demonstrate that neural machine translation encoders learn syntax, and shows that RNNs trained on other NLP tasks also induce syntax.

Deeper layers reflect higher-level syntax. In 11 out of 16 cases, performance improves up to a certain layer and then declines, suggesting that the deeper layers encode less syntactic information that earlier ones in these cases. Strikingly, the higher-level a syntactic task is, the deeper in the network the peak performance occurs; for example, in SRL we see that the parent constituent task peaks one layer after POS, and the grand-parent and great-grandparent tasks peak on the layer after that. One possible explanation is that each layer leverages the shallower syntactic information learned in the previous layer in order to construct a more abstract syntactic representation. In SRL and language modeling, it seems as though the syntactic information is then replaced by task-specific information (semantic roles, word probabilities), perhaps making it redundant.

This observation may also explain a modeling decision in ELMo (Peters et al., 2018), where injecting the contextualized word representations from a pre-trained language model was shown to boost performance on a wide variety of NLP tasks. ELMo represents each word using a task-specific weighted sum of the language model’s hidden layers, i.e. rather than use only the top layer, it selects which of the language model’s internal layers contain the most relevant information for the task at hand. Our results confirm that, in general, different types of information manifest at different layers, suggesting that post-hoc layer selection can be beneficial.

Language models learn some syntax. We compare the performance of language model representations to those learned with dependency parsing supervision, in order to gauge the amount of syntactic induced. While this comparison is not ideal (the models were trained with slightly different architectures and hyperparameters), it does provide evidence that the language model’s representations encode some amount of syntax implicitly. Specifically, we observe in Figure 3 that the language model and dependency parser perform nearly identically on the three constituent prediction tasks in the second layer of their respective networks. In deeper layers the parser continues to improve, while the language model peaks at layer 2 and drops off afterwards.

These results may be surprising given the findings of Linzen et al. (2016), which found that RNNs trained on language modeling perform below baseline levels on the task of subject-verb agreement. However, the more recent investigation by Gulordava et al. (2018) are in line with our results. They find that language models trained on a number of different languages assign higher probabilities to valid long-distance dependencies than to incorrect ones. Therefore, LMs seem able to induce syntactic information despite being provided with no linguistic annotation.

4 Dependency Arc Prediction

We run an additional experiment that seeks to clarify if the representations learned by deep NLP models capture information about syntactic structure. Using the internal representations from a deep RNN, we train a classifier to predict whether two words share an dependency arc (have a parent-child relationship) in the in the dependency parse tree over a sentence. We find that, similarly to the previous set of tasks, deep RNNs trained on various linguistic signals encode notions of the syntactic relationships between words in a sentence.
<table>
<thead>
<tr>
<th>Source Model</th>
<th>GloVe</th>
<th>L0</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
<th>L4</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP</td>
<td>0.50</td>
<td>0.68</td>
<td>0.77</td>
<td>0.81</td>
<td>0.88</td>
<td><strong>0.95</strong></td>
</tr>
<tr>
<td>SRL</td>
<td>0.50</td>
<td>0.58</td>
<td>0.69</td>
<td>0.76</td>
<td><strong>0.79</strong></td>
<td>0.74</td>
</tr>
<tr>
<td>MT</td>
<td>0.50</td>
<td>0.61</td>
<td><strong>0.73</strong></td>
<td>0.63</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>LM</td>
<td>0.50</td>
<td>0.62</td>
<td>0.74</td>
<td>0.78</td>
<td><strong>0.80</strong></td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 2: Results of the dependency arc prediction task. L0–L4 denote the different layers of the model. DP refers to the RNN trained with dependency parsing supervision.

**Setup** We use the same pretrained deep RNNs and feed-forward prediction network paradigm. However, we change the input from the previous experiments, as this task is not at the word-level, but rather concerns the relationship between two words; therefore, given a word pair \( w_c, w_p \) for which we have a dependency arc label, we input \([w_c; w_p; w_c \odot w_p]\) into the classifier.

We use the Universal Dependencies dataset for this task, such that we train each classifier on the development set of this dataset and evaluate on the test set. We set up the task by generating two pairs of examples for each word in the UD dataset: a positive pair that consists of the word and its parent in the dependency tree, and a negative pair that matches the word with another randomly chosen word from the sentence.

**Results** The results for this prediction task are given in Table 2. We see the best performance from the dependency parser, finding that the performance for the dependency parser’s representations continue to improve in the deepest layers, with a maximum performance of approximately 95% on the last layer. This result is unsurprising, as this closely related to the task on which the model was explicitly trained. In the three other models, we find peaks that occur 12 to 20 accuracy points above the input layer’s performance. These results support the findings from the constituency label prediction task and show that these findings hold up across syntactic formalisms.

Similarly to the word-level tasks, we see the best performance from deeper layers in the models, with both SRL and LM performance peaking on the third layer. For the LM, we find that the best performing layer outperforms the initial layer by 18%. This is consistent with our finding in the previous set of experiments, that RNNs encode significant amounts of syntax information even when trained on linguistic tasks without any explicit annotations.

**5 Conclusions**

In this paper, we run a series of prediction tasks on the internal representations of deep NLP models, and find these RNNs are able to induce syntax without explicit linguistic supervision. We also observe that the representations taken from deeper layers of the RNNs perform better on higher-level syntax tasks than those from shallower layers, suggesting that these recurrent models induce a soft hierarchy over the encoded syntax. These results provide some insight as to why deep RNNs are able to model NLP tasks without annotated linguistic features. Further characterizing the exact aspects of syntax which these models can capture (and perhaps more importantly, those they cannot) is an interesting area for future work.
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Abstract

Measuring the performance of automatic speech recognition (ASR) systems requires manually transcribed data in order to compute the word error rate (WER), which is often time-consuming and expensive. In this paper, we propose a novel approach to estimate WER, or e-WER, which does not require a gold-standard transcription of the test set. Our e-WER framework uses a comprehensive set of features: ASR recognised text, character recognition results to complement recognition output, and internal decoder features. We report results for the two features; black-box and glass-box using unseen 24 Arabic broadcast programs. Our system achieves 16.9% WER root mean squared error (RMSE) across 1,400 sentences. The estimated overall WER e-WER was 25.3% for the three hours test set, while the actual WER was 28.5%.

1 Introduction

Automatic Speech Recognition (ASR) has made rapid progress in recent years, primarily due to advances in deep learning and powerful computing platforms. As a result, the quality of ASR has improved dramatically, leading to various applications, such as speech-to-speech translation, personal assistants, and broadcast media monitoring. Despite this progress, ASR performance is still closely tied to how well the acoustic model (AM) and language model (LM) training data matches the test conditions. Thus, it is important to be able to estimate the accuracy of an ASR system in a particular target environment.

Word Error Rate (WER) is the standard approach to evaluate the performance of a large vocabulary continuous speech recognition (LVCSR) system. The word sequence hypothesised by the ASR system is aligned with a reference transcription, and the number of errors is computed as the sum of substitutions ($S$), insertions ($I$), and deletions ($D$). If there are $N$ total words in the reference transcription, then the word error rate WER is computed as follows:

$$\text{WER} = \frac{I + D + S}{N} \times 100.$$  (1)

To obtain a reliable estimate of the WER, at least two hours of test data are required for a typical LVCSR system. In order to perform the alignment, the test data needs to be manually transcribed at the word level – a time-consuming and expensive process. It is, thus, of interest to develop techniques which can estimate the quality of an automatically generated transcription without requiring a gold-standard reference.

Such quality estimation techniques have been extensively investigated for machine translation (Specia et al., 2013), with extensions to spoken language translation (Ng et al., 2015, 2016). Although there is a long history of exploring word-level confidence measures for speech recognition (Evermann and Woodland, 2000; Cox and Das-mahapatra, 2002; Jiang, 2005; Seigel et al., 2011; Huang et al., 2013), there has been less work on the direct estimation of speech recognition errors.

Seigel and Woodland (2014) studied the detection of deletions in ASR output using a conditional random field (CRF) sequence model to detect one or more deleted word regions in ASR output. Ghannay et al. (2015) used word embeddings to build a confidence classifier which labeled each word in the recognised word sequence with an error or a correct label. Tam et al. (2014) investigated the use of a recurrent neural network (RNN) language model (LM) with complementary deep neural network (DNN) and Gaussian Mix-
ture Model (GMM) acoustic models in order to identify ASR errors, based on the assumption that when two ASR systems disagree on an utterance region, then it is most likely an error.

Ogawa and Hori (2015) investigated using deep bidirectional recurrent neural networks (DBRNNs) to detect errors in ASR results. They explored four tasks for ASR error detection and recognition rate estimation: confidence estimation, out-of-vocabulary (OOV) word detection, error type classification, and recognition rate estimation. In an extension to this work, Ogawa et al. (2016); Ogawa and Hori (2017) investigated the estimation of speech recognition accuracy based on the classification of error types, in which sequence classification was performed by a CRF. Each word in a hypothesised word sequence was classified into one of three categories: correct, substitution error, or insertion error. Their study did not estimate the presence of deletions, and consequently cannot estimate the WER.

Jalalvand et al. (2016) developed a tool for ASR quality estimation, TranscRater, which is capable of predicting WER per utterance. This approach is based on a large set of extracted features (which do not require internal access to the ASR system) used to train a regression model (e.g., extremely randomised trees), and can also rank different transcriptions from multiple sources (Negri et al., 2014; de Souza et al., 2015; Jalalvand and Falavigna, 2015; Jalalvand et al., 2015a,b). TranscRater provides a WER per utterance, reporting the results as the MAE with respect to a reference transcription. This work did not report WER estimates for complete recordings or test sets, although it is possible that this could be done using utterance length estimates.

In this paper, we build on these contributions to develop a system to directly estimate the WER of an ASR output hypothesis. Our contributions are: (i) a novel approach to estimate WER per sentence and to aggregate them to provide WER estimation per recording or for a whole test set; (ii) an evaluation of our approach which compares the use of “black-box” features (without ASR decoder information) and “glass-box” features which use internal information from the decoder; and (iii) a release of the code and the data used for this paper for further research.

2 e-WER Framework

Estimating the probability of error of each word in a recognised word sequence has been successfully used to detect insertions, substitutions, and interword deletions (Ogawa et al., 2016; Ogawa and Hori, 2015; Ghannay et al., 2015; Jalalvand and Falavigna, 2015; Seigel and Woodland, 2014). However, these local estimates do not provide an estimate of the overall pattern of error, such as the total number of deletions in an utterance.

In our framework, we use two speech recognition systems; a word-based LVCSR system and a grapheme-sequence based system. Following Tam et al. (2014), we assume that when two corresponding ASR systems disagree on a sentence or part of a sentence, there is a pattern of error to be learned. Our architecture also benefits from utterance-based LVCSR decoder features including the total number of frames, the average log likelihood and the duration. Intuitively, we correlate short sentences with less context and assume that LM scoring will not be able to capture long context. Therefore, e-WER is defined as follows:

\[
e-WER = \frac{ERR}{N} \times 100\%
\]

(2)

Our model is required to predict two values for each utterance: ERR and \( \hat{N} \). Given that each is integer-valued, we decided to frame their estimation as a classification task rather than a regression problem as shown in equations 3 and 4. Each class represents a specific word count. We limit the total number of classes to a maximum of \( C \) in ERR, with range from 0 to \( C \). However, the total number of classes for \( \hat{N} \) is \( C - K \) to avoid estimating an utterance length of zero, with a range from \( K \) to \( C \). If an utterance has more than \( C \) words or less than \( K \) words, it will thus be penalised by the loss function,

\[
ERR = \arg \max_{c_j \in C} P(c_j | x_1, x_2, \ldots, x_n)
\]

(3)

\[
\hat{N} = \arg \max_{k_j \in C - K} P(k_j | x_1, x_2, \ldots, x_n)
\]

(4)

Table 1 shows that fewer than 5% of the sentences have more than 20 words, and it is very unlikely to have an utterance with fewer than 2 words. We trained our system with \( C = 20 \) and \( K = 2 \). Since our approach predicts ERR and \( \hat{N} \) for each sentence, it is possible to aggregate each of the two
values across the entire test set in order to estimate the overall WER, as shown in section 3.

2.1 e-WER features

To estimate e-WER, we combine features from the word-based LVCSR system with features from the grapheme-based system. By running both word-based and character-based ASR systems, we are able to align their outputs against each other. We split the studied features into four groups

- \( L \): lexical features – the word sequence extracted from the LVCSR.
- \( G \): grapheme features – character sequence extracted from the grapheme recognition.
- \( N \): numerical features – basic features about the speech signal, as well as grapheme alignment error details.
- \( D \): decoder features – total frame count, average log-likelihood, total acoustic model likelihood and total language model likelihood.

Similar to previous research in ASR quality estimation, we refer to \( \{L,G,N\} \) as the black-box features, and \( \{L,G,N,D\} \) as the glass-box features, which are used to estimate the total number of words \( \hat{N} \), and the total number of errors ERR in a given sentence.

2.2 Classification Back-end

We deployed a feed-forward neural network as a backend classifier for e-WER. The deployed network in this work has two fully-connected hidden layers (ReLU activation function), with 128 neurons in the first layer and 64 neurons in the second layer followed by a softmax layer. A minibatch size of 32 was used, and the number of epochs was up to 50 with an early stopping criterion.

2.3 Data

The e-WER training and development data sets are the same as the Arabic MGB-2 development and evaluation sets (Ali et al., 2016; Khurana and Ali, 2016), which is comprised of audio extracted from Al-Jazeera Arabic TV programs recorded in the last months of 2015. To test whether our approach generalises to test sets from a different source, and not tuned to the MGB-2 data set, we validated our results on three hours test set collected by BBC Monitoring during November 2016, as part of the SUMMA project.

<table>
<thead>
<tr>
<th>Number of programs in corpus</th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utterances</td>
<td>58k</td>
<td>56k</td>
<td>1.4k</td>
</tr>
<tr>
<td>Duration (in hours)</td>
<td>9.9</td>
<td>10.2</td>
<td>3.2</td>
</tr>
<tr>
<td>2-20 words sentences</td>
<td>96%</td>
<td>95%</td>
<td>96%</td>
</tr>
<tr>
<td>Word count (N)</td>
<td>75k</td>
<td>69k</td>
<td>20k</td>
</tr>
<tr>
<td>ASR word count (hyp)</td>
<td>58k</td>
<td>60k</td>
<td>18k</td>
</tr>
<tr>
<td>WER</td>
<td>42.6%</td>
<td>33.1%</td>
<td>28.5%</td>
</tr>
<tr>
<td>Total INS</td>
<td>1.9K</td>
<td>1.8K</td>
<td>130</td>
</tr>
<tr>
<td>Total DEL</td>
<td>19.1K</td>
<td>10.2K</td>
<td>2.6K</td>
</tr>
<tr>
<td>Total SUB</td>
<td>11.1K</td>
<td>10.8K</td>
<td>2.9K</td>
</tr>
<tr>
<td>ERR count (ERR)</td>
<td>32.1K</td>
<td>22.8K</td>
<td>5.7K</td>
</tr>
</tbody>
</table>

Table 1: Analysis of the train, dev and test data.

<table>
<thead>
<tr>
<th>MAE/Dev</th>
<th>glass-box</th>
<th>MAE/Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERR</td>
<td>1.6</td>
<td>1.7</td>
</tr>
<tr>
<td>N</td>
<td>1.8</td>
<td>1.7</td>
</tr>
<tr>
<td>e-WER</td>
<td>13.8</td>
<td>12.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MAE/Dev</th>
<th>black-box</th>
<th>MAE/Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERR</td>
<td>1.8</td>
<td>1.9</td>
</tr>
<tr>
<td>N</td>
<td>2.2</td>
<td>2.3</td>
</tr>
<tr>
<td>e-WER</td>
<td>28.4</td>
<td>24.7</td>
</tr>
</tbody>
</table>

Table 2: MAE per sentence reported for the glass-box and black-box features.

3 Experiments and discussions

We trained two DNN systems to estimate \( \hat{N} \) and ERR separately. We explored training both a black-box based DNN system (without the decoder features) and a glass-box system using the decoder features. Overall, four systems were trained: two glass-box systems and two black-box systems. We used the same hyper-parameters across the four systems. Tables 2 and 3 present the e-WER performance in terms of the mean absolute error (MAE) and root mean squared error (RMSE) per sentence for ERR, \( \hat{N} \) and the estimated WER for the dev and test sets with reference to the errors computed using a gold-standard reference. As expected, the glass-box features help to reduce MAE and RMSE for both ERR and \( \hat{N} \). Although the difference between the black-box estimation and the glass-box results is not big for ERR and \( \hat{N} \), we can see that the impact becomes substantial on the estimated WER per sentence, which is almost double the error in both MAE and RMSE per sentence.

Table 4 reports the overall performance on the dev and on the test set. Across the 17 programs in the MGB-2 dev data, the actual WER is 33.1%, and the glass-box e-WER is 29.3%, while the black-box e-WER is 30.9%. Evaluating the same models on the 24 programs in the test data set results in an actual WER of 28.5%, while the glass-box e-WER is 25.3%, and the black-box e-WER is 30.3%.

Tables 2 and 3 show the glass-box features outperformed the black-box features in predicting both ERR and \( \hat{N} \). Furthermore, the performance
Table 3: RMSE per sentence reported for the glass-box and the black-box features.

<table>
<thead>
<tr>
<th></th>
<th>RMSE/Dev</th>
<th>RMSE/Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ERR N e-WER</td>
<td>ERR N e-WER</td>
</tr>
<tr>
<td>glass-box</td>
<td>2.2 2.1 18.3</td>
<td>2.3 2.2 16.9</td>
</tr>
<tr>
<td>black-box</td>
<td>2.4 2.7 36.1</td>
<td>2.6 2.9 35.0</td>
</tr>
</tbody>
</table>

Table 4: Overall WER across the dev and the test data set.

<table>
<thead>
<tr>
<th>Data</th>
<th>Actual/estimated WER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Dev</td>
<td>33.1%</td>
</tr>
<tr>
<td>Test</td>
<td>28.5%</td>
</tr>
</tbody>
</table>

of the estimated WER per sentence in the glass-box is substantially better than the black-box for both development and test sets. Table 4 indicates that the glass-box estimate is systematically lower than the black-box estimate. To further visualise these results, figure 1 plots the cumulative WER and e-WER across the three hours test set. This plot indicates that the glass-box estimate is continually lower than the black-box estimate. The large difference during the first 30 minutes arises owing the glass-box system is capable of better estimation with less data compared to the black-box system.

We estimate \( \hat{N} \) and ERR separately. Therefore, our system is capable of estimating the WER at different levels of granularity. We visualise the prediction per program. In scenarios such as media-monitoring, where the main objective is to have a robust monitoring system for specific programs, we plot the WER across the 24 programs in the test set, and we can see in figure 2 that both the glass-box and black-box estimation are following the gold-standard WER per program. However, unlike predicting word count \( \hat{N} \) or error count ERR, we can see that the black-box, in general, over-estimates the WER, while the glass-box system under-estimates WER similar to figure 1. One can argue from figure 2 that the decoder features are not helping in programs with high WER. We found both systems to be useful for reporting WER per program.

4 Conclusions

This paper presents our efforts in predicting speech recognition word error rate without requiring a gold-standard reference transcription. We presented a DNN based classifier to predict the total number of errors per utterance and the total word count separately. Our approach benefits from combining word-based and grapheme-based ASR results for the same sentence, along with extracted decoder features. We evaluated our approach per sentences and per program. Our experiments have shown that this approach is highly promising to estimate WER per sentence and we have aggregated the estimated results to predict WER for complete recordings, programs or test sets without the need for a reference transcription. For our future work, we shall continue our investigation into approaches that can estimate the word error rate using convolutional neural networks. In particular, we would like to explore combining the DNN numerical features with the CNN word embedding features.
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Abstract
Written text often provides sufficient clues to identify the author, their gender, age, and other important attributes. Consequently, the authorship of training and evaluation corpora can have unforeseen impacts, including differing model performance for different user groups, as well as privacy implications. In this paper, we propose an approach to explicitly obscure important author characteristics at training time, such that representations learned are invariant to these attributes. Evaluating on two tasks, we show that this leads to increased privacy in the learned representations, as well as more robust models to varying evaluation conditions, including out-of-domain corpora.

1 Introduction
Language is highly diverse, and differs according to author, their background, and personal attributes such as gender, age, education and nationality. This variation can have a substantial effect on NLP models learned from text (Hovy et al., 2015), leading to significant variation in inferences across different types of corpora, such as the author’s native language, gender and age. Training corpora are never truly representative, and therefore models fit to these datasets are biased in the sense that they are much more effective for texts from certain groups of user, e.g., middle-aged white men, and considerably poorer for other parts of the population (Hovy, 2015). Moreover, models fit to language corpora often fixate on author attributes which correlate with the target variable, e.g., gender correlating with class skews (Zhao et al., 2017), or translation choices (Rabinovich et al., 2017). This signal, however, is rarely fundamental to the task of modelling language, and is better considered as a confounding influence. These auxiliary learning signals can mean the models do not adequately capture the core linguistic problem. In such situations, removing these confounds should give better generalisation, especially for out-of-domain evaluation, a similar motivation to research in domain adaptation based on selection biases over text domains (Blitzer et al., 2007; Daumé III, 2007).

Another related problem is privacy: texts convey information about their author, often inadvertently, and many individuals may wish to keep this information private. Consider the case of the AOL search data leak, in which AOL released detailed search logs of many of their users in August 2006 (Pass et al., 2006). Although they de-identified users in the data, the log itself contained sufficient personally identifiable information that allowed many of these individuals to be identified (Jones et al., 2007). Other sources of user text, such as emails, SMS messages and social media posts, would likely pose similar privacy issues. This raises the question of how the corpora, or models built thereupon, can be distributed without exposing this sensitive data. This is the problem of differential privacy, which is more typically applied to structured data, and often involves data masking, addition or noise, or other forms of corruption, such that formal bounds can be stated in terms of the likelihood of reconstructing the protected components of the dataset (Dwork, 2008). This often comes at the cost of an accuracy reduction for models trained on the corrupted data (Shokri and Shmatikov, 2015; Abadi et al., 2016).

Another related setting is where latent representations of the data are shared, rather than the text itself, which might occur when sending data from a phone to the cloud for processing, or trusting a third party with sensitive emails for NLP.
processing, such as grammar correction or translation. The transferred representations may still contain sensitive information, however, especially if an adversary has preliminary knowledge of the training model, in which case they can readily reverse engineer the input, for example, by a GAN attack algorithm (Hitaj et al., 2017). This is true even when differential privacy mechanisms have been applied.

Inspired by the above works, and recent successes of adversarial learning (Goodfellow et al., 2014; Ganin et al., 2016), we propose a novel approach for privacy-preserving learning of unbiased representations.\footnote{Implementation available at https://github.com/lrank/Robust_and_Privacy_preserving_Text_Representations.} Specially, we employ Ganin et al.’s approach to training deep models with adversarial learning, to explicitly obscure individuals’ private information. Thereby the learned (hidden) representations of the data can be transferred without compromising the authors’ privacy, while still supporting high-quality NLP inference. We evaluate on the tasks of POS-tagging and sentiment analysis, protecting several demographic attributes — gender, age, and location — and show empirically that doing so does not hurt accuracy, but instead can lead to substantial gains, most notably in out-of-domain evaluation. Compared to differential privacy, we report gains rather than loss in performance, but note that we provide only empirical improvements in privacy, without any formal guarantees.

2 Methodology

We consider a standard supervised learning situation, in which inputs \( x \) are used to compute a representation \( h \), which then forms the parameterisation of a generalised linear model, used to predict the target \( y \). Training proceeds by minimising a differentiable loss, e.g., cross entropy, between predictions and the ground truth, in order to learn an estimate of the model parameters, denoted \( \theta_M \).

Overfitting is a common problem, particular in deep learning models with large numbers of parameters, whereby \( h \) learns to capture specifics of the training instances which do not generalise to unseen data. Some types of overfitting are insidious, and cannot be adequately addressed with standard techniques like dropout or regularisation. Consider, for example, the authorship of each sentence in the training set in a sentiment prediction task. Knowing the author, and their general disposition, will likely provide strong clues about their sentiment wrt any sentence. Moreover, given the ease of authorship attribution, a powerful learning model might learn to detect the author from their text, and use this to predict the sentiment, rather than basing the decision on the semantics of each sentence. This might be the most efficient use of model capacity if there are many sentences by this individual in the training dataset, yet will lead to poor generalisation to test data authored by unseen individuals.

Moreover, this raises privacy issues when \( h \) is known by an attacker or malicious adversary. Traditional privacy-preserving methods, such as added noise or masking, applied to the representation will often incur a cost in terms of a reduction in task performance. Differential privacy methods are unable to protect the user privacy of \( h \) under adversarial attacks, as described in Section 1.

Therefore, we consider how to learn an unbiased representations of the data with respect to specific attributes which we expect to behave as confounds in a generalisation setting. To do so, we take inspiration from adversarial learning (Goodfellow et al., 2014; Ganin et al., 2016). The architecture is illustrated in Figure 1.

2.1 Adversarial Learning

A key idea of adversarial learning, following Ganin et al. (2016), is to learn a discriminator model \( D \) jointly with learning the standard supervised model. Using gender as an example, a discriminator will attempt to predict the gender, \( b \), of each instance from \( h \), such that training involves joint learning of both the model parameters, \( \theta_M \), and the discriminator parameters \( \theta_D \). However,
the aim of learning for these components are in opposition – we seek a \( h \) which leads to a good predictor of the target \( y \), while being a poor representation for prediction of gender. This leads to the objective (illustrated for a single training instance),

\[
\hat{\theta} = \min_{\theta_M} \max_{\theta_D} \mathcal{X}(\hat{y}(x; \theta_M), y) - \lambda \cdot \mathcal{X}(\hat{b}(x; \theta_D), b),
\]

where \( \mathcal{X} \) denotes the cross entropy function. The negative sign of the second term, referred to as the adversarial loss, can be implemented by a gradient reversal layer during backpropagation (Ganin et al., 2016). To elaborate, training is based on standard gradient backpropagation for learning the main task, but for the auxiliary task, we start with standard loss backpropagation, however gradients are reversed in sign when they reach \( h \). Consequently the linear output components are trained to be good predictors, but \( h \) is trained to be maximally good for the main task and maximally poor for the auxiliary task.

Furthermore, Equation 1 can be expanded to scenarios with several \((N)\) protected attributes,

\[
\hat{\theta} = \min_{\theta_M} \max_{\{\theta_{Di}\}_{i=1}^N} \mathcal{X}(\hat{y}(x; \theta_M), y) - \sum_{i=1}^N \left( \lambda_i \cdot \mathcal{X}(\hat{b}(x; \theta_{Di}), b_i) \right).
\]

### 3 Experiments

In this section, we report experimental results for our methods with two very different language tasks.

#### 3.1 POS-tagging

This first task is part-of-speech (POS) tagging, framed as a sequence tagging problem. Recent demographic studies have found that the author’s gender, age and race can influence tagger performance (Hovy and Søgaard, 2015; Jørgensen et al., 2016). Therefore, we use the POS tagging to demonstrate that our model is capable of eliminating this type of bias, thereby leading to more robust models of the problem.

**Model** Our model is a bi-directional LSTM for POS tag prediction (Hochreiter and Schmidhuber, 1997), formulated as:

\[
\begin{align*}
&\hat{h}_i = \text{LSTM}(x_i, h_{i-1}; \theta_h) \\
&\hat{h}'_{i+1} = \text{LSTM}(x_i, h'_{i+1}; \theta_h') \\
&y_i \sim \text{Categorical}(\phi([\hat{h}_i; \hat{h}'_i]; \theta_o),
\end{align*}
\]

for input sequence \( x_i \), with terminal hidden states \( h_0 \) and \( h'_{n+1} \) set to zero, where \( \phi \) is a linear transformation, and \([; ;]\) denotes vector concatenation.

For the adversarial learning, we use the training objective from Equation 2 to protect gender and age, both of which are treated as binary values. The adversarial component is parameterised by 1-hidden feedforward nets, applied to the final hidden representation \([h_n; h'_n]\). For hyperparameters, we fix the size of the word embeddings and \( h \) to 300, and set all \( \lambda \) values to \( 10^{-3} \). A dropout rate of 0.5 is applied to all hidden layers during training.

**Data** We use the TrustPilot English POS tagged dataset (Hovy and Søgaard, 2015), which consists of 600 sentences, each labelled with both the sex and age of the author, and manually POS tagged based on the Google Universal POS tagset (Petrov et al., 2012). For the purposes of this paper, we follow Hovy and Søgaard’s setup, categorising SEX into female (F) and male (M), and AGE into over-45 (O45) and under-35 (U35). We train the taggers both with and without the adversarial loss, denoted \text{ADV} \text{ and } \text{BASELINE}, respectively.

For evaluation, we perform a 10-fold cross validation, with a train:dev:test split using ratios of 8:1:1. We also follow the evaluation method in Hovy and Søgaard (2015), by reporting the tagging accuracy for sentences over different slices of the data based on SEX and AGE, and the absolute difference between the two settings.

Considering the tiny quantity of text in the TrustPilot corpus, we use the Web English Treebank (WebEng: Bies et al. (2012)), as a means of pre-training the tagging model. WebEng was chosen to be as similar as possible in domain to the TrustPilot data, in that the corpus includes unedited user generated internet content.

As a second evaluation set, we use a corpus of African-American Vernacular English (AAVE) from Jørgensen et al. (2016), which is used purely for held-out evaluation. AAVE consists of three very heterogeneous domains: LYRICS, SUBTITLES and TWEETS. Considering the substantial
Table 1: POS prediction accuracy [%] using the TrustPilot test set, stratified by SEX and AGE (higher is better), and the absolute difference (Δ) within each bias group (smaller is better). The best result is indicated in **bold**.

<table>
<thead>
<tr>
<th>SEX</th>
<th>AGE</th>
<th>BASELINE</th>
<th>ADV</th>
<th>Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>M</td>
<td>90.9</td>
<td>92.2</td>
<td>0.3</td>
</tr>
<tr>
<td>O45</td>
<td>U35</td>
<td>91.1</td>
<td>92.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 2: POS predictive accuracy [%] over the AAVE dataset, stratified over the three domains, alongside the macro-average accuracy. The best result is indicated in **bold**.

<table>
<thead>
<tr>
<th>LYRICS</th>
<th>SUBTITLES</th>
<th>TWEETS</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASELINE</td>
<td>73.7</td>
<td>81.4</td>
<td>59.9</td>
</tr>
<tr>
<td>ADV</td>
<td>80.5</td>
<td>85.8</td>
<td>65.4</td>
</tr>
</tbody>
</table>

Results and analysis  Table 1 shows the results for the TrustPilot dataset. Observe that the disparity for the BASELINE tagger accuracy (the Δ column), for AGE is larger than for SEX, consistent with the results of Hovy and Sogaard (2015). Our ADV method leads to a sizeable reduction in the difference in accuracy across both SEX and AGE, showing our model is capturing the bias signal less and more robust to the tagging task. Moreover, our method leads to a substantial improvement in accuracy across all the test cases. We speculate that this is a consequence of the regularising effect of the adversarial loss, leading to a better characterisation of the tagging problem.

Table 2 shows the results for the AAVE held-out domain. Note that we do not have annotations for SEX or AGE, and thus we only report the overall accuracy on this dataset. Note that ADV also significantly outperforms the BASELINE across the three heldout domains.

Combined, these results demonstrate that our model can learn relatively gender and age de-biased representations, while simultaneously improving the predictive performance, both for in-domain and out-of-domain evaluation scenarios.

### 3.2 Sentiment Analysis

The second task we use is sentiment analysis, which also has broad applications to the online community, as well as privacy implications for the authors whose text is used to train our models. Many user attributes have been shown to be easily detectable from online review data, as used extensively in sentiment analysis results (Hovy et al., 2015; Potthast et al., 2017). In this paper, we focus on three demographic variables of gender, age, and location.

**Model**  Sentiment is framed as a 5-class text classification problem, which we model using Kim (2014)'s convolutional neural net (CNN) architecture, in which the hidden representation is generated by a series of convolutional filters followed a maxpooling step, simply denote as $h = \text{CNN}(x; \theta_M)$. We follow the hyper-parameter settings of Kim (2014), and initialise the model with word2vec embeddings (Mikolov et al., 2013). We set the $\lambda$ values to $10^{-3}$ and apply a dropout rate of 0.5 to $h$.

As the discriminator, we also use a feed-forward model with one hidden layer, to predict the private attribute(s). We compare models trained with zero, one, or all three private attributes, denoted BASELINE, ADV-, and ADV-all, respectively.

**Data**  We again use the TrustPilot dataset derived from Hovy et al. (2015), however now we consider the RATING score as the target variable, not POS-tag. Each review is associated with three further attributes: gender (SEX), age (AGE), and location (LOC). To ensure that LOC cannot be trivially predicted based on the script, we discard all non-English reviews based on LANGID.PY (Lui and Baldwin, 2012), by retaining only reviews classified as English with a confidence greater than 0.9. We then subsample 10k reviews for each location to balance the five location classes (US, UK, Germany, Denmark, and France), which were highly skewed in the original dataset. We use the same binary representation of SEX and AGE as the POS task, following the setup in Hovy et al. (2015).

To evaluate the different models, we perform 10-fold cross validation and report test performance in terms of the $F_1$ score for the RATING task, and the accuracy of each discriminator. Note that the discriminator can be applied to test data, where it plays the role of an adversarial attacker, by trying to determine the private attributes of
<table>
<thead>
<tr>
<th></th>
<th>F₁</th>
<th>Discrim. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dev</td>
<td>test AGE</td>
</tr>
<tr>
<td>Majority class</td>
<td>57.8</td>
<td>62.3 60.0</td>
</tr>
<tr>
<td>BASELINE</td>
<td>41.9</td>
<td>40.1 65.3 66.9 53.4</td>
</tr>
<tr>
<td>ADV-AGE</td>
<td>42.7</td>
<td>40.1 61.1 65.6 41.0</td>
</tr>
<tr>
<td>ADV-SEX</td>
<td>42.4</td>
<td>39.9 61.8 62.9 42.7</td>
</tr>
<tr>
<td>ADV-LOC</td>
<td>42.0</td>
<td>40.2 62.2 66.8 22.1</td>
</tr>
<tr>
<td>ADV-all</td>
<td>42.0</td>
<td>40.2 61.8 62.5 28.1</td>
</tr>
</tbody>
</table>

Table 3: Sentiment F₁-score [%] over the rating task, and accuracy [%] of all the discriminator across three private attributes. The best score is indicated in bold. The majority class with respect to each private attribute is also reported.

users based on their hidden representation. That is, lower discriminator performance indicates that the representation conveys better privacy for individuals, and vice versa.

Results Table 3 shows the results of the different models. Note that all the privacy attributes can be easily detected in BASELINE, with results that are substantially higher than the majority class, although AGE and SEX are less well captured than LOC. The ADV trained models all maintain the task performance of the BASELINE method, however they clearly have a substantial effect on the discrimination accuracy. The privacy of SEX and LOC is substantially improved, leading to discriminators with performance close to that of the majority class (conveys little information). AGE proves harder, although our technique leads to privacy improvements. Note that AGE appears to be related to the other private attributes, in that privacy is improved when optimising an adversarial loss for the other attributes (SEX and LOC).

Overall, these results show that our approach learns hidden representations that hide much of the personal information of users, without affecting the sentiment task performance. This is a surprising finding, which augurs well for the use of deep learning as a privacy preserving mechanism when handling text corpora.

4 Conclusion

We proposed a novel method for removing model biases by explicitly protecting private author attributes as part of model training, which we formulate as deep learning with adversarial learning. We evaluate our methods with POS tagging and sentiment classification, demonstrating our method results in increased privacy, while also maintaining, or even improving, task performance, through increased model robustness.
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Abstract

We propose an efficient method to generate white-box adversarial examples to trick a character-level neural classifier. We find that only a few manipulations are needed to greatly decrease the accuracy. Our method relies on an atomic flip operation, which swaps one token for another, based on the gradients of the one-hot input vectors. Due to efficiency of our method, we can perform adversarial training which makes the model more robust to attacks at test time. With the use of a few semantics-preserving constraints, we demonstrate that HotFlip can be adapted to attack a word-level classifier as well.

1 Introduction

Adversarial examples are inputs to a predictive machine learning model that are maliciously designed to cause poor performance (Goodfellow et al., 2015). Adversarial examples expose regions of the input space where the model performs poorly, which can aid in understanding and improving the model. By using these examples as training data, adversarial training learns models that are more robust, and may even perform better on non-adversarial examples. Interest in understanding vulnerabilities of NLP systems is growing (Jia and Liang, 2017; Zhao et al., 2018; Belinkov and Bisk, 2018; Iyyer et al., 2018). Previous work has focused on heuristics for creating adversarial examples in the black-box setting, without any explicit knowledge of the model parameters. In the white-box setting, we use complete knowledge of the model to develop worst-case attacks, which can reveal much larger vulnerabilities.

We propose a white-box adversary against differentiable text classifiers. We find that only a few manipulations are needed to greatly increase the misclassification error. Furthermore, fast generation of adversarial examples allows feasible adversarial training, which helps the model defend against adversarial examples and improve accuracy on clean examples. At the core of our method lies an atomic flip operation, which changes one token to another by using the directional derivatives of the model with respect to the one-hot vector input.

Our contributions are as follows:

1. We propose an efficient gradient-based optimization method to manipulate discrete text structure at its one-hot representation.
2. We investigate the robustness of a classifier trained with adversarial examples, by studying its resilience to attacks and its accuracy on clean test data.

2 Related Work

Adversarial examples are powerful tools to investigate the vulnerabilities of a deep learning model (Szegedy et al., 2014). While this line of research has recently received a lot of attention in the deep learning community, it has a long history.
in machine learning, going back to adversarial attacks on linear spam classifiers (Dalvi et al., 2004; Lowd and Meek, 2005). Hosseini et al. (2017) show that simple modifications, such as adding spaces or dots between characters, can drastically change the toxicity score from Google’s perspective API 1. Belinkov and Bisk (2018) show that character-level machine translation systems are overly sensitive to random character manipulations, such as keyboard typos. They manipulate every word in a sentence with synthetic or natural noise. However, throughout our experiments, we care about the degree of distortion in a sentence, and look for stronger adversaries which can increase the loss within a limited budget. Instead of randomly perturbing text, we propose an efficient method, which can generate adversarial text using the gradients of the model with respect to the input.

Adversarial training interleaves training with generation of adversarial examples (Goodfellow et al., 2015). Concretely, after every iteration of training, adversarial examples are created and added to the mini-batches. A projected gradient-based approach to create adversarial examples by Madry et al. (2018) has proved to be one of the most effective defense mechanisms against adversarial attacks for image classification. Miyato et al. (2017) create adversarial examples by adding noise to word embeddings, without creating real-world textual adversarial examples. Our work is the first to propose an efficient method to generate real-world adversarial examples which can also be used for effective adversarial training.

3 HotFlip

HotFlip is a method for generating adversarial examples with character substitutions (“flips”). HotFlip also supports insertion and deletion operations by representing them as sequences of character substitutions. It uses the gradient with respect to a one-hot input representation to efficiently estimate which individual change has the highest estimated loss, and it uses a beam search to find a set of manipulations that work well together to confuse a classifier.

3.1 Definitions

We use $J(x, y)$ to refer to the loss of the model on input $x$ with true output $y$. For example, for classification, the loss would be the log-loss over the output of the softmax unit. Let $V$ be the alphabet, $x$ be a text of length $L$ characters, and $x_{ij} \in \{0, 1\}^{|V|}$ denote a one-hot vector representing the $j$-th character of the $i$-th word. The character sequence can be represented by

$$x = [(x_{11}, \ldots, x_{1n}), \ldots, (x_{m1}, \ldots, x_{mn})]$$

wherein a semicolon denotes explicit segmentation between words. The number of words is denoted by $m$, and $n$ is the number of maximum characters allowed for a word.

3.2 Derivatives of Operations

We represent text operations as vectors in the input space and estimate the change in loss by directional derivatives with respect to these operations. Based on these derivatives, the adversary can choose the best loss-increasing direction. Our algorithm requires just one function evaluation (forward pass) and one gradient computation (backward pass) to estimate the best possible flip.

A flip of the $j$-th character of the $i$-th word ($a \rightarrow b$) can be represented by this vector:

$$\vec{v}_{ijb} = (\vec{0} ; \ldots ; (\vec{0} ; \ldots ; 0, \ldots -1, 0, \ldots -1, 0, \ldots -1, 0, \ldots -1, 0) ; \vec{0} ; \ldots)$$

where -1 and 1 are in the corresponding positions for the $a$-th and $b$-th characters of the alphabet, respectively, and $x_{ij}^{(a)} = 1$. A first-order approximation of change in loss can be obtained from a directional derivative along this vector:

$$\nabla \vec{v}_{ijb} J(x, y) = \nabla_x J(x, y)^T \cdot \vec{v}_{ijb}$$

We choose the vector with biggest increase in loss:

$$\max \nabla_x J(x, y)^T \cdot \vec{v}_{ijb} = \max_{ijb} \frac{\partial J^{(b)}}{\partial x_{ij}} - \frac{\partial J^{(a)}}{\partial x_{ij}}$$

(1)

Using the derivatives as a surrogate loss, we simply need to find the best change by calling the function mentioned in eq. 1, to estimate the best character change ($a \rightarrow b$). This is in contrast to a naive loss-based approach, which has to query the classifier for every possible change to compute the exact loss induced by those changes. In other words, apart from the overhead of calling the function in eq. 1, one backward pass saves the adversary a large number of forward passes.
Character insertion at the j-th position of the i-th word can also be treated as a character flip, followed by more flips as characters are shifted to the right until the end of the word.

$$\max_{x} J(x, y)^T \cdot \tilde{v}_{ijb} = \max_{ijb} \frac{\partial J(b)}{\partial x_{ij}} - \frac{\partial J(a)}{\partial x_{ij}} + \sum_{j'=j+1}^{n} \left( \frac{\partial J(b')}{\partial x_{ij'}} - \frac{\partial J(a')}{\partial x_{ij'}} \right)$$

where $x_{ij'} = 1$ and $x_{ij'-1} = 1$. Similarly, character deletion can be written as a number of character flips as characters are shifted to the left.

Since the magnitudes of direction vectors (operations) are different, we normalize by the $L_2$ norm of the vector i.e., $\frac{x}{\sqrt{2N}}$, where N is the number of total flips.

### 3.3 Multiple Changes

We explained how to estimate the best single change in text to get the maximum increase in loss. A greedy or beam search of $r$ steps will give us an adversarial example with a maximum of $r$ flips, or more concretely an adversarial example within an $L_0$ distance of $r$ from the original example. Our beam search requires only $O(br)$ forward passes and an equal number of backward passes, with $r$ being the budget and $b$, the beam width. We elaborate on this with an example: Consider the loss function $J(\cdot)$, input $x_0$, and an individual change $c_j$. We estimate the score for the change as $\frac{\partial J(x_0)}{\partial c_j}$. For a sequence of 3 changes $[c_1, c_2, c_3]$, we evaluate the “score” as follows.

$$\text{score}([c_1, c_2, c_3]) = \frac{\partial J(x_0)}{\partial c_1} + \frac{\partial J(x_1)}{\partial c_2} + \frac{\partial J(x_2)}{\partial c_3}$$

where $x_1$ and $x_2$ are the modified input after applying $[c_1]$ and $[c_1, c_2]$ respectively. We need $b$ forward and backward passes to compute derivatives at each step of the path, leading to $O(br)$ queries. In contrast, a naive loss-based approach requires computing the exact loss for every possible change at every stage of the beam search, leading to $O(brL|V|)$ queries.

### 4 Experiments

In principle, HotFlip could be applied to any differentiable character-based classifier. Here, we focus on the CharCNN-LSTM architecture (Kim et al., 2016), which can be adapted for classification via a single dense layer after the last recurrent hidden unit. We use the AG's news dataset, which consists of 120,000 training and 7,600 test instances from four equal-sized classes: World, Sports, Business, and Science/Technology. The architecture consists of a 2-layer stacked LSTM with 500 hidden units, a character embedding size of 25, and 1000 kernels of width 6 for temporal convolutions. This classifier was able to outperform (Conneau et al., 2017), which has achieved the state-of-the-art result on some benchmarks, on AG’s news. The model is trained with SGD and gradient clipping, and the batch size was set to 64. We used 10% of the training data as the development set, and trained for a maximum of 25 epochs.

We only allow character changes if the new word does not exist in the vocabulary, to avoid changes that are more likely to change the meaning of text. The adversary uses a beam size of 10, and has a budget of maximum of 10% of characters in the document. In Figure 1, we plot the success rate of the adversary against an acceptable confidence score for the misclassification. That is, we consider the adversary successful only if the classifier misclassifies the instance with a given confidence score. For this experiment, we create adversarial examples for 10% of the test set.

We compare with a (greedy) black-box adversary, which does not have access to model parameters, and simply queries the classifier with random character changes. Belinkov and Bisk (2018) define an attack, Key, in which a character is replaced with an adjacent character in the keyboard. We allow a stronger black-box attacker to change a character to any character in the alphabet, and we call it Key*. As expected a white-box adversary is much more damaging, and has a higher success rate. As can be seen, the beam-search strategy is very effective in fooling the classifier even with an 0.9 confidence constraint, tricking the classifier for more than 90% of the instances. A greedy search is less effective especially in producing high-confidence scores. We use a maximum of 10% of characters in the document as the budget for the adversary, but our adversary changes an average of 4.18% of the characters to trick the classifier at confidence 0.5. The adversary picks the flip operation around 80% of the times, and favors delete over insert by two to one.

---

2For ease in exposition, we assume that the word size is at most $n-1$, leaving at least one position of padding at the end.

3https://www.di.unipi.it/~gulli/
4.1 Robustness

For our adversarial training, we use only the flip operation, and evaluate models' robustness to this operation only. This is because insert and delete manipulations are \( n \) times slower to generate, where \( n \) is the number of maximum characters allowed for a word. For these experiments, we have no constraint on confidence score. We flip \( r \) characters for each training sample, which was set to 20% of the characters in text after tuning, based on the accuracy on the development set. In addition, for faster generation of adversarial examples, we directly apply the top \( r \) flips after the first backward pass, simultaneously\(^4\).

We use the full test set for this experiment, and we compare HotFlip adversarial training with the white-box (supervised) adversarial training (Miyato et al., 2017) that perturbs word embeddings, which we adapt to work with character embeddings. Specifically, the adversarial noise per character is constrained by the Frobenius norm of the embedding matrix composed of the sequence of characters in the word. We also create another baseline where instead of white-box adversarial examples, we add black-box adversarial examples (\( \text{Key}^* \)) to the mini-batches. As shown in Table 2, our approach decreases misclassification error and dramatically decreases the adversary's success rate. In particular, adversarial training on real adversarial examples generated by HotFlip, is more effective than training on pseudo-adversarial examples created by adding noise to the embeddings.

The current error of our adversarially trained model is still beyond an acceptable rate; this is mainly because the adversary that we use at test time, which uses beam search, is strictly stronger than our model’s internal adversary. This has been observed in computer vision where strongest adversaries are not efficient enough for adversarial training, but can break models trained with weaker adversaries (Carlini and Wagner, 2017).

4.2 Human Perception

Our human evaluation experiment shows that our character-based adversarial examples rarely alter the meaning of a sentence. We conduct an experiment of annotating 600 randomly-picked instances annotated by at least three crowd workers in Amazon Mechanical Turk. This set contains 150 examples of each class of AG’s-news dataset, all of which are correctly classified by the classifier. We manipulate half of this set by our algorithm, which can successfully trick the classifier to misclassify these 300 adversarial examples. The median accuracy of our participants decreased by 1.78% from 87.49% on clean examples to 85.71% on adversarial examples. Similar small drops in human performance have been reported for image classification (Papernot et al., 2016) and text comprehension (Jia and Liang, 2017).

5 HotFlip at Word-Level

HotFlip can naturally be adapted to generate adversarial examples for word-level models, by computing derivatives with respect to one-hot word vectors. After a few character changes, the meaning of the text is very likely to be preserved or inferred by the reader (Rawlinson, 1976), which was also confirmed by our human subjects study. By contrast, word-level adversarial manipulations are much more likely to change the meaning of text, which makes the use of semantics-preserving constraints necessary. For example, changing the word good to bad changes the sentiment of the sentence “this was a good movie”. In fact, we expect the model to predict a different label after such a change.

To showcase the applicability of HotFlip to a word-level classifier, we use Kim’s CNN (2014) trained for binary sentiment classification on the SST dataset (Socher et al., 2013). In order to create adversarial examples, we add constraints so that

<table>
<thead>
<tr>
<th>Method</th>
<th>Misc. error</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>8.27%</td>
<td>98.16%</td>
</tr>
<tr>
<td>Adv-tr (Miyato et al., 2017)</td>
<td>8.03%</td>
<td>87.43%</td>
</tr>
<tr>
<td>Adv-tr (black-box)</td>
<td>8.60%</td>
<td>95.63%</td>
</tr>
<tr>
<td>Adv-tr (white-box)</td>
<td>7.65%</td>
<td>69.32%</td>
</tr>
</tbody>
</table>

Table 2: Comparison based on misclassification error on clean data and adversary’s success rate.
one hour photo is an intriguing (interesting) snapshot of one man and his delusions it’s just too bad it doesn’t have more flashes of insight.

’enigma’ is a good (terrific) name for a movie this deliberately obtuse and unapproachable.

an interminently pleasing (satisfying) but mostly routine effort.

culkin exudes (infuses) none of the charm or charisma that might keep a more general audience even vaguely interested in his bratty character.
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Table 3: Adversarial examples for sentiment classification. The bold words replace the words before them.

<table>
<thead>
<tr>
<th>past</th>
<th>Alps</th>
<th>talk</th>
<th>local</th>
<th>you</th>
<th>ships</th>
<th>actor</th>
<th>lowered</th>
</tr>
</thead>
<tbody>
<tr>
<td>pastu</td>
<td>lips</td>
<td>tall</td>
<td>moral</td>
<td>Tutu</td>
<td>dips</td>
<td>act</td>
<td>powered</td>
</tr>
<tr>
<td>pasture</td>
<td>laps</td>
<td>tale</td>
<td>Moral</td>
<td>Huitu</td>
<td>hops</td>
<td>acting</td>
<td>empowered</td>
</tr>
<tr>
<td>pastor</td>
<td>legs</td>
<td>tales</td>
<td>coral</td>
<td>Turku</td>
<td>lips</td>
<td>actress</td>
<td>owed</td>
</tr>
<tr>
<td>Task</td>
<td>slips</td>
<td>talent</td>
<td>morals</td>
<td>Futurum</td>
<td>hits</td>
<td>acts</td>
<td>overpowered</td>
</tr>
</tbody>
</table>

Table 4: Nearest neighbor words (based on cosine similarity) of word representations from CharCNN-LSTM, picked at the output of the highway layers. A single adversarial change in the word often results in a big change in the embedding, which would make the word more similar to other words, rather than to the original word.

the resulting sentence is likely to preserve the original meaning; we only flip a word \( w_i \) to \( w_j \) only if these constraints are satisfied:

1. The cosine similarity between the embedding of words is bigger than a threshold (0.8).

2. The two words have the same part-of-speech.

3. We disallow replacing of stop-words, as for many of the stop-words, it is difficult to find cases where replacing them will still render the sentence grammatically correct. We also disallow changing a word to another word with the same lexeme for the same purpose.

Table 3 shows a few adversarial examples with only one word flip. In the second and the fourth examples, the adversary flips a positive word (i.e., *good, nice*) with highly positive words (i.e., *terrific, wonderful*) in an overall very negative review. These examples, albeit interesting and intuitive, are not abundant, and thus pose less threat to an NLP word-level model. Specifically, given the strict set of constraints, we were able to create only 41 examples (2% of the correctly-classified instances of the SST test set) with one or two flips.

For a qualitative analysis of relative brittleness of character-level models, we study the change in word embedding as an adversarial flip, insert, or delete operation occurs in Table 4. We use the output of the highway layer as the word representation, and report the embedding for a few adversarial words, for which the original word is not among their top 5 nearest neighbors.

6 Conclusion and Future Work

White-box attacks are among the most serious forms of attacks an adversary can inflict on a machine learning model. We create white-box adversarial examples by computing derivatives with respect to a few character-edit operations (i.e., flip, insert, delete), which can be used in a beam-search optimization. While character-edit operations have little impact on human understanding, we found that character-level models are highly sensitive to adversarial perturbations. Employing these adversarial examples in adversarial training renders the models more robust to such attacks, as well as more robust to unseen clean data.

Contrasting and evaluating robustness of different character-level models for different tasks is an important future direction for adversarial NLP. In addition, the discrete nature of text makes it a more challenging task to understand the landscape of adversarial examples. Research in this direction can shed light on vulnerabilities of NLP models.
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Abstract

Generic word embeddings are trained on large-scale generic corpora; Domain Specific (DS) word embeddings are trained only on data from a domain of interest. This paper proposes a method to combine the breadth of generic embeddings with the specificity of domain specific embeddings. The resulting embeddings, called Domain Adapted (DA) word embeddings, are formed by aligning corresponding word vectors using Canonical Correlation Analysis (CCA) or the related nonlinear Kernel CCA. Evaluation results on sentiment classification tasks show that the DA embeddings substantially outperform both generic and DS embeddings when used as input features to standard or state-of-the-art sentence encoding algorithms for classification.

1 Introduction

Generic word embeddings such as Glove and word2vec (Pennington et al., 2014; Mikolov et al., 2013) which are pre-trained on large sets of raw text, have demonstrated remarkable success when used as features to a supervised learner in various applications such as the sentiment classification of text documents. There are, however, many applications with domain specific vocabularies and relatively small amounts of data. The performance of generic word embedding in such applications is limited, since word embeddings pre-trained on generic corpora do not capture domain specific semantics/knowledge, while embeddings learned on small data sets are of low quality.

A concrete example of a small-sized domain specific corpus is the Substances User Disorders (SUDs) data set (Quanbeck et al., 2014; Litvin et al., 2013), which contains messages on discussion forums for people with substance addictions. These forums are part of a mobile health intervention treatment that encourages participants to engage in sobriety-related discussions. The goal of such treatments is to analyze content of participant’s digital media content and provide human intervention via machine learning algorithms. This data is both domain specific and limited in size. Other examples include customer support tickets reporting issues with taxi-cab services, product reviews, reviews of restaurants and movies, discussions by special interest groups and political surveys. In general they are common in domains where words have different sentiment from what they would have elsewhere.

Such data sets present significant challenges for word embedding learning algorithms. First, words in data on specific topics have a different distribution than words from generic corpora. Hence using generic word embeddings obtained from algorithms trained on a corpus such as Wikipedia, may introduce considerable errors in performance metrics on specific downstream tasks such as sentiment classification. For example, in SUDs, discussions are focused on topics related to recovery and addiction; the sentiment behind the word ‘party’ may be very different in a dating context than in a substance abuse context. Thus domain specific vocabularies and word semantics may be a problem for pre-trained sentiment classification models (Blitzer et al., 2007). Second, there is insufficient data to completely retrain a new set of word embeddings. The SUD data set consists of a few hundred people and only a fraction of these are active (Firth et al., 2017), (Naslund et al., 2015). This results in a small data set of text messages available for analysis. Furthermore, content is generated spontaneously on a day to day basis, and language use is informal and unstructured. Fine-tuning the generic word embedding also leads to noisy outputs due to the highly non-convex training objective and the small amount of data. Since
such data sets are common, a simple and effective method to adapt word embedding approaches is highly valuable. While existing work (Yin and Schütze, 2016), (7), (9), (7), (7) combines word embeddings from different algorithms to improve upon intrinsic tasks such as similarities, analogies etc, there does not exist a concrete method to combine multiple embeddings to perform domain adaptation or improve on extrinsic tasks.

This paper proposes a method for obtaining high quality word embeddings that capture domain specific semantics and are suitable for tasks on the specific domain. The new Domain Adapted (DA) embeddings are obtained by combining generic embeddings and Domain Specific (DS) embeddings via CCA/KCCA. Generic embeddings are trained on large corpora and do not capture domain specific semantics, while DS embeddings are obtained from the domain specific data set via algorithms such as Latent Semantic Analysis (LSA) or other embedding methods. The two sets of embeddings are combined using a linear CCA (Hotelling, 1936) or a nonlinear kernel CCA (KCCA) (Hardoon et al., 2004). They are projected along the directions of maximum correlation. Embeddings obtained by this method are then evaluated in a sentiment classification setup. Section 4 discusses the results from sentiment classification tasks on benchmark data sets using standard classification as well as using a sophisticated neural network based sentence encoding algorithm. Section 5 concludes this work.

2 Domain Adapted Word Embeddings

Training word embeddings directly on small data sets leads to noisy outputs while embeddings from generic corpora fail to capture specific local meanings within the domain. Here we combine DS and generic embeddings using CCA KCCA, which projects corresponding word vectors along the directions of maximum correlation.

Let $\mathbf{W}_{DS} \in \mathbb{R}^{V_{DS} \times d_1}$ be the matrix whose columns are the domain specific word embeddings (obtained by, e.g., running the LSA algorithm on the domain specific data set), where $V_{DS}$ is its vocabulary and $d_1$ is the dimension of the embeddings. Similarly, let $\mathbf{W}_G \in \mathbb{R}^{V_G \times d_2}$ be the matrix of generic word embeddings (obtained by, e.g., running the GloVe algorithm on the Common Crawl data), where $V_G$ is the vocabulary and $d_2$ is the dimension of the embeddings. Let $V_\cap = V_{DS} \cap V_G$. Let $\mathbf{w}_{i,DS}$ be the domain specific embedding of the word $i \in V_\cap$, and $\mathbf{w}_{i,G}$ be its generic embedding. For one dimensional CCA, let $\phi_{DS}$ and $\phi_G$ be the projection directions of $\mathbf{w}_{i,DS}$ and $\mathbf{w}_{i,G}$ respectively. Then the projected values are,

\[
\tilde{\mathbf{w}}_{i,DS} = \mathbf{w}_{i,DS} \phi_{DS} \\
\tilde{\mathbf{w}}_{i,G} = \mathbf{w}_{i,G} \phi_G.
\] (1)

CCA maximizes the correlation between $\tilde{\mathbf{w}}_{i,DS}$ and $\tilde{\mathbf{w}}_{i,G}$ to obtain $\phi_{DS}$ and $\phi_G$ such that

\[
\rho(\phi_{DS}, \phi_G) = \max_{\phi_{DS}, \phi_G} \frac{\mathbb{E}[\tilde{\mathbf{w}}_{i,DS} \tilde{\mathbf{w}}_{i,G}]}{\sqrt{\mathbb{E}[\tilde{\mathbf{w}}_{i,DS}^2 \mathbb{E}[\tilde{\mathbf{w}}_{i,G}^2]]}}
\] (2)

where $\rho$ is the correlation between the projected word embeddings and $\mathbb{E}$ is the expectation over all words $i \in V_\cap$.

The $d$-dimensional CCA with $d > 1$ can be defined recursively. Suppose the first $d - 1$ pairs of canonical variables are defined. Then the $d^{th}$ pair is defined by seeking vectors maximizing the same correlation function subject to the constraint that they be uncorrelated with the first $d - 1$ pairs. Equivalently, matrices of projection vectors $\Phi_{DS} \in \mathbb{R}^{d_1 \times d}$ and $\Phi_G \in \mathbb{R}^{d_2 \times d}$ are obtained for all vectors in $\mathbf{W}_{DS}$ and $\mathbf{W}_G$ where $d \leq \min \{d_1, d_2\}$. Embeddings obtained by $\tilde{\mathbf{w}}_{i,DS} = \mathbf{w}_{i,DS} \Phi_{DS}$ and $\tilde{\mathbf{w}}_{i,G} = \mathbf{w}_{i,G} \Phi_G$ are projections along the directions of maximum correlation.

The final domain adapted embedding for word $i$ is given by $\tilde{\mathbf{w}}_{i,DA} = \alpha \tilde{\mathbf{w}}_{i,DS} + \beta \tilde{\mathbf{w}}_{i,G}$, where the parameters $\alpha$ and $\beta$ can be obtained by solving the following optimization,

\[
\min_{\alpha, \beta} \| \tilde{\mathbf{w}}_{i,DS} - (\alpha \mathbf{w}_{i,DS} + \beta \mathbf{w}_{i,G}) \|_2^2 + \| \tilde{\mathbf{w}}_{i,G} - (\alpha \tilde{\mathbf{w}}_{i,DS} + \beta \tilde{\mathbf{w}}_{i,G}) \|_2^2.
\] (3)

Solving (3) gives a weighted combination with $\alpha = \beta = \frac{1}{2}$, i.e., the new vector is equal to the
average of the two projections:
\[
\hat{w}_{i,DA} = \frac{1}{2} \bar{w}_{i,DS} + \frac{1}{2} \bar{w}_{i,G}. \tag{4}
\]

Because of its linear structure, the CCA in (2) may not always capture the best relationships between the two matrices. To account for nonlineari-
ties, a kernel function, which implicitly maps the data into a high dimensional feature space, can be applied. For example, given a vector \(w \in \mathbb{R}^d\), a kernel function \(K\) is written in the form of a feature map \(\varphi\) defined by \(\varphi : w = (w_1, \ldots, w_d) \mapsto \varphi(w) = (\varphi_1(w), \ldots, \varphi_m(w))(d < m)\) such that given \(w_a\) and \(w_b\)
\[
K(w_a, w_b) = \langle \varphi(w_a), \varphi(w_b) \rangle.
\]

In kernel CCA, data is first projected onto a high dimensional feature space before performing CCA. In this work the kernel function used is a Gaussian kernel, i.e.,
\[
K(w_a, w_b) = \exp\left(-\frac{\|w_a - w_b\|^2}{2\sigma^2}\right).
\]

The implementation of kernel CCA follows the standard algorithm described in several texts such as (Hardoon et al., 2004); see reference for details.

3 Experimental Evaluation

This section evaluates DA embeddings in binary sentiment classification tasks on four standard data sets. Document embeddings are obtained via (i) a standard framework, i.e document embeddings are a weighted combination of their constituent word embeddings and (ii) by initializing a state of the art sentence encoding algorithm InferSent (Conneau et al., 2017) with word embeddings to obtain sentence embeddings. Encoded sentences are then classified using a Logistic Regressor.

3.1 Datasets

The following balanced and imbalanced data sets are used for experimentation,

- **Yelp**: This is a balanced data set consisting of 1000 restaurant reviews obtained from Yelp. Each review is labeled as either ‘Positive’ or ‘Negative’. There are a total of 2049 distinct word tokens in this data set.

  - **Amazon**: In this balanced data set there are 1000 product reviews obtained from Amazon. Each product review is labeled either ‘Positive’ or ‘Negative’. There are a total of 1865 distinct word tokens in this data set.

  - **IMDB**: This is a balanced data set consisting of 1000 reviews for movies on IMDb. Each movie review is labeled either ‘Positive’ or ‘Negative’. There are a total of 3075 distinct word tokens in this data set.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Embedding</th>
<th>Avg Precision</th>
<th>Avg F-score</th>
<th>Avg AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yelp</td>
<td>GloVe-CC</td>
<td>79.91 ± 2.7</td>
<td>88.11 ± 0.8</td>
<td>85.36 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>GloVe</td>
<td>68.51 ± 1.4</td>
<td>73.84 ± 0.5</td>
<td>78.95 ± 2.7</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>72.13 ± 0.9</td>
<td>71.75 ± 0.5</td>
<td>73.58 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>LSA</td>
<td>73.66 ± 1.3</td>
<td>73.56 ± 1.5</td>
<td>73.57 ± 1.4</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>73.91 ± 2.7</td>
<td>81.63 ± 0.8</td>
<td>81.46 ± 2.6</td>
</tr>
<tr>
<td></td>
<td>LSA</td>
<td>70.65 ± 1.4</td>
<td>70.92 ± 3.1</td>
<td>71.76 ± 2.1</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>73.91 ± 2.7</td>
<td>88.11 ± 0.8</td>
<td>85.36 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>LSA</td>
<td>73.66 ± 1.3</td>
<td>73.56 ± 1.5</td>
<td>73.57 ± 1.4</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>73.91 ± 2.7</td>
<td>81.63 ± 0.8</td>
<td>81.46 ± 2.6</td>
</tr>
<tr>
<td></td>
<td>LSA</td>
<td>70.65 ± 1.4</td>
<td>70.92 ± 3.1</td>
<td>71.76 ± 2.1</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>73.91 ± 2.7</td>
<td>88.11 ± 0.8</td>
<td>85.36 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>LSA</td>
<td>73.66 ± 1.3</td>
<td>73.56 ± 1.5</td>
<td>73.57 ± 1.4</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>73.91 ± 2.7</td>
<td>81.63 ± 0.8</td>
<td>81.46 ± 2.6</td>
</tr>
<tr>
<td></td>
<td>LSA</td>
<td>70.65 ± 1.4</td>
<td>70.92 ± 3.1</td>
<td>71.76 ± 2.1</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>73.91 ± 2.7</td>
<td>88.11 ± 0.8</td>
<td>85.36 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>LSA</td>
<td>73.66 ± 1.3</td>
<td>73.56 ± 1.5</td>
<td>73.57 ± 1.4</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>73.91 ± 2.7</td>
<td>81.63 ± 0.8</td>
<td>81.46 ± 2.6</td>
</tr>
<tr>
<td></td>
<td>LSA</td>
<td>70.65 ± 1.4</td>
<td>70.92 ± 3.1</td>
<td>71.76 ± 2.1</td>
</tr>
</tbody>
</table>
word tokens in this data set.

- **A-CHESS**: This is a proprietary data set\(^1\) obtained from a study involving users with alcohol addiction. Text data is obtained from a discussion forum in the A-CHESS mobile app (Quanbeck et al., 2014). There are a total of 2500 text messages, with 8% of the messages indicative of relapse risk. Since this data set is part of a clinical trial, an exact text message cannot be provided as an example. However, the following messages illustrate typical messages in this data set, “I’ve been clean for about 7 months but even now I still feel like maybe I won’t make it.” Such a message is marked as ‘threat’ by a human moderator. On the other hand there are other benign messages that are marked ‘not threat’ such as “30 days sober and counting, I feel like I am getting my life back.” The aim is to eventually automate this process since human moderation involves considerable effort and time. This is an unbalanced data set (8% of the messages are marked ‘threat’) with a total of 3400 distinct work tokens.

The first three data sets are obtained from (Kotzias et al., 2015).

\(^1\)Center for Health Enhancement System Services at UW-Madison

### 3.2 Word embeddings and baselines:

This section briefly describes the various generic and DS embeddings used. We also compare against a basic DA embedding baseline in both the standard framework and while initializing the neural network baseline.

- **Generic word embeddings**: Generic word embeddings used are GloVe\(^2\) from both Wikipedia and common crawl and the word2vec (Skip-gram) embeddings\(^3\). These generic embeddings will be denoted as Glv, GlvCC and w2v.

- **DS word embeddings**: DS embeddings are obtained via Latent Semantic Analysis (LSA) and via retraining word2vec on the test data sets using the implementation in gensim\(^4\). DS embeddings via LSA are denoted by LSA and DS embeddings via word2vec are denoted by DSw2v.

- **concatenation-SVD baseline**: Generic and DS embeddings are concatenated to form a single embeddings matrix. SVD is performed on this matrix and the resulting singular vectors are projected onto the \(d\) largest singular values to form resultant word embeddings. These meta-embeddings proposed by (Yin and Schütze, 2016) have demonstrated considerable success in intrinsic tasks such as similarities, analogies etc. Details about dimensions of the word embeddings and kernel hyperparameter tuning are found in the supplemental material.

The following neural network baselines are used in this work,

- **InferSent**: This is a bidirectional LSTM based sentence encoder (Conneau et al., 2017) that learns sentence encodings in a supervised fashion on a natural language inference (NLI) data set. The aim is to use the sentence encoder trained on the NLI data set to learn generic sentence encodings for use in transfer learning applications.

\(^2\)https://nlp.stanford.edu/projects/glove/
\(^3\)https://code.google.com/archive/p/word2vec/
\(^4\)https://radimrehurek.com/gensim/
RNTN: The Recursive Neural Tensor Network (RNTN) baseline is a neural network based dependency parser that performs sentiment analysis. Since the data sets considered in our experiments have binary sentiments we compare against this baseline as well.

Note that InferSent is fine-tuned with a combination of GloVe common crawl embeddings and DA embeddings, and concSVD. The choice of GloVe common crawl embeddings is in keeping with the experimental conditions of the authors of InferSent. Since the data sets at hand do not contain all the tokens required to retrain InferSent, we replace word tokens that are common across our test data sets and InferSent training data with the DA embeddings and concSVD.

Since we have a combination of balanced and unbalanced test data sets, test metrics reported are Precision, F-score and AUC. We perform 10-fold cross validation to determine hyperparameters and so we report averages of the performance metrics along with the standard deviation.

4 Results and Discussion

From Tables 1 and 2 we see that DA embeddings perform better than concSVD as well as the generic and DS word embeddings, when used in a standard classification task as well as when used to initialize a sentence encoding algorithm. As expected, LSA DS embeddings provide better results than word2vec DS embeddings. Note that on the imbalanced A-CHESS data set, on the standard classification task, KCCA embeddings perform better than the other baselines across all three performance metrics. However from Table 2, GlvCC embeddings achieve a higher average F-score and AUC over KCCA embeddings that obtain the highest precision.

While one can argue that when evaluating a classifier, the F-score and AUC are better indicators of performance, it is to be noted that A-CHESS is highly imbalanced and precision is calculated on the minor (positive) class that is of most interest. Also note that, InferSent is retrained on the balanced NLI data set that is much larger in size than the A-CHESS test set. Certainly such a training set has more instances of positive samples. Thus when using generic word embeddings to initialize the sentence encoder, which uses the outputs in the classification task, the overall F-score and AUC are better.

From our hypothesis, KCCA embeddings are expected to perform better than the others because CCA/KCCA provides an intuitively better technique to preserve information from both the generic and DS embeddings. On the other hand the concSVD based embeddings do not exploit information in both the generic and DS embeddings. Furthermore, in their work (Yin and Schütze, 2016) propose to learn an ‘ensemble’ of meta-embeddings by learning weights to combine different generic word embeddings via a simple neural network. We determine the proper weight for combination of DS and generic embeddings in the CCA/KCCA space using the simple optimization problem given in Equation (3).

Thus, task specific DA embeddings formed by a proper weighted combination of DS and generic word embeddings are expected to do better than the concSVD embeddings and individual generic and/or DS embeddings and this is verified empirically. Also note that the LSA DS embeddings do better than the word2vec DS embeddings. This is expected due to the size of the test sets and the nature of the word2vec algorithm. We expect similar observations when using GloVe DS embeddings owing to the similarities between word2vec and GloVe.

5 Conclusion

This paper presents a simple yet effective method to learn Domain Adapted word embeddings that generally outperform generic and Domain Specific word embeddings in sentiment classification experiments on a variety of standard data sets. CCA/KCCA based DA embeddings generally outperform even a concatenation based methods.
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Abstract

Semantic parsing requires training data that is expensive and slow to collect. We apply active learning to both traditional and “overnight” data collection approaches. We show that it is possible to obtain good training hyperparameters from seed data which is only a small fraction of the full dataset. We show that uncertainty sampling based on least confidence score is competitive in traditional data collection but not applicable for overnight collection. We evaluate several active learning strategies for overnight data collection and show that different example selection strategies per domain perform best.

1 Introduction

Semantic parsing maps a natural language query to a logical form (LF) (Zettlemoyer and Collins, 2005, 2007; Haas and Riezler, 2016; Kwiatkowski et al., 2010). Producing training data for semantic parsing is slow and costly. Active learning is effective in reducing costly data requirements for many NLP tasks. In this work, we apply active learning to deep semantic parsing and show that we can substantially reduce the data required to achieve state-of-the-art results.

There are two main methods for generating semantic parsing training data. The traditional approach first generates the input natural language utterances and then labels them with output LFs. We show that active learning based on uncertainty sampling works well for this approach.

The “overnight” annotation approach (Wang et al., 2015) generates output LFs from a grammar, and uses crowd workers to paraphrase these LFs into input natural language queries. This approach is faster and cheaper than traditional annotation. However, the difficulty and cost of data generation and validation are still substantial if we need a large amount of data for the system to achieve high accuracy; if the logical forms can express complex combinations of semantic primitives that must be covered; or if the target language is one with relatively few crowd workers.

Applying active learning to the overnight approach is even more compelling, since the unlabelled LFs can be generated essentially for free by a grammar. However, conventional active learning strategies are not compatible with the overnight approach, since the crowd annotators produce inputs (utterances) rather than labels (LFs).

In order to apply active learning to deep semantic parsing, we need a way of selecting hyperparameters without requiring the full training dataset. For optimal performance, we should re-run hyperparameter tuning for each active learning round, but this is prohibitively expensive computationally. We show that hyperparameters selected using a random subset of the data (about 20%) perform almost as well as those from the full set.

Our contributions are (1) a simple hyperparameter selection technique for active learning applied to semantic parsing, and (2) straightforward active learning strategies for both traditional and overnight data collection that significantly reduce data annotation requirements. To the best of our knowledge we are the first to investigate active learning for overnight data collection.

2 Related work

Sequence-to-sequence models are currently the state-of-the-art for semantic parsing (Jia and Liang, 2016; Dong and Lapata, 2016; Duong et al., 2017). In this paper, we also exploit a sequence-to-sequence model to minimise the amount of la-
belled training data required to achieve state-of-the-art semantic parsing results.

Active learning has been applied to a variety of machine learning and NLP tasks (Thompson et al., 1999; Tang et al., 2002; Chenguang Wang, 2017) employing various algorithms such as least confidence score (Culotta and McCallum, 2005), large margin (Settles and Craven, 2008), entropy based sampling, density weighting method (Settles, 2012), and reinforcement learning (Fang et al., 2017). Nevertheless, there has been limited work applying active learning for deep semantic parsing with the exception of Iyer et al. (2017). Different from conventional active learning, they used crowd workers to select what data to annotate for traditional semantic parsing data collection.

In this paper, we apply active learning for both traditional and overnight data collection with the focus on overnight approach. In addition, a limitation of prior active learning work is that the hyperparameters are usually predefined in some way, mostly from different work on the same or similar dataset, or from the authors experience (Wang et al., 2017; Fang et al., 2017). In this paper, we investigate how to efficiently set the hyperparameters for the active learning process.

3 Base S2S Model

We base our approach on the attentional sequence-to-sequence model (S2S) of Bahdanau et al. (2014). This attentional model uses a bidirectional recurrent neural network (RNN) to encode a source as a sequence of vectors, which are used by another RNN to generates output. Given the source utterance $x = [x_1, x_2, \ldots, x_n]$ and target LF $y = [y_1, y_2, \ldots, y_m]$, we train the model to minimize the loss under model parameters $\theta$.

$$\text{loss} = -\sum_{i=1}^{m} \log P(y_i|y_1, \ldots, y_{i-1}, x; \theta) \quad (1)$$

Additionally, we apply the UNK replacement technique in Duong et al. (2017), keeping the original sentence in the data.\footnote{We call S2S model applied to traditional data collection and overnight data collection as forward S2S and backward S2S respectively. The forward S2S model estimates $P(y|x)$, the backward S2S model estimates $P(x|y)$.}

4 Active learning models

There is a diversity of strategies for active learning. A simple and effective active learning strategy is based on least confidence score (Culotta and McCallum, 2005). This strategy selects utterance $x'$ to label from the unlabelled data $U_x$ as follows:

$$x' = \arg\min_{x \in U_x} \max_{y \neq y^*} P(y|x; \theta)$$

where $y^*$ is the most likely output. We found that this least confidence score works well across datasets, even better than more complicated strategies in traditional data collection (described below).

4.1 Traditional data collection

In the traditional (forward) approach, we start with the list of unlabelled utterances and an initial seed of utterances paired with LFs. We gradually select utterances to annotate with the aim of maximizing the test score as early as possible. We use forward S2S sentence loss as defined in Equation (1) as the least confidence score measurement (i.e. select the instance with higher loss).

The drawback of a least confidence score strategy (and strategies based on other measurements such as large margin), is that they only leverage a single measurement to select utterances (Settles and Craven, 2008). To combine multiple measurements, we build a classifier to predict if the model will wrongly generate the LF given the utterance, and select those utterances for annotation. The classifier is trained on the data generated by running 5-fold cross validation on annotated data.\footnote{This classifier is complementary to the approach proposed in Iyer et al. (2017) where we use this classifier instead of user feedback.}

We exploit various features, including sentence log loss, the margin between the best and second best solutions, source sentence frequency, source encoder last hidden state and target decoder last hidden state (see supplementary material §A.1 for more detail) and various classifier architectures including logistic regression, feedforward networks and multilayer convolutional neural networks. On the development corpus, we observed that the least confidence score works as well as the classifier strategy.

4.2 Overnight data collection

In the overnight (backward) approach, we start with the set of all unlabelled LFs ($U_y$), and an initial randomly-selected seed of LFs paired with utterances (i.e. labelled LFs $L_y$). The aim is to select
LFs for which we should obtain utterances, maximizing the test score as early as possible. In the overnight approach, we can’t use the least confidence score (i.e. the forward S2S sentence loss) directly since we can’t estimate \( P(y|x) \) because we don’t know the utterance \( x \). We have to somehow approximate this probability with regard to the performance on test.

A simple strategy is just to apply the backward S2S model and estimate \( P(x|y) \), e.g. we select LF \( y' \) to label from the unlabelled data \( U_y \) as follows:

\[
y' = \arg\min_{y \in U_y} \max_{x^*} P(x^*|y; \theta)\]

Essentially, we train the S2S model to predict the utterance given the LF. The motivation is that if we can reconstruct the utterance from the LF then we could possibly generate LFs from utterances. However, this strategy ignores one important aspect of semantic parsing, which is that LFs are an abstraction of utterances. One utterance is mapped to only one LF, but one LF corresponds to many utterances.

Since the forward S2S loss performs so well, another strategy is to approximate the selections made by this score. We train a linear binary classifier\(^3\) to predict selections, using features which can be computed from LFs only. We extract two set of features from the LF model and the backward S2S model. The LF model is an RNN language model but trained on LFs (Zaremba et al., 2014).\(^4\) We extract the LF sentence log probability i.e. \( \log P(y) \), feature from this model. The backward S2S model, as mentioned above, is the model trained to predict an utterance given a LF. We extracted the same set of features as mentioned in §4.1 including LF sentence log loss, margin between best and second best solutions, and LF frequencies.

On the development corpus, we first run one active learning round using forward S2S model sentence loss (i.e. modelling \( P(y|x) \)) on the initial annotated data \( L_y \). The set of selected LFs based on forward S2S loss will be the positive examples, and all other LFs that are not selected will be the negative examples for training the binary classifier. Our experiments show that the classifier which uses the combination of two features (source LF frequencies and the margin of best and second best solution) are the best predictor of what is selected by forward S2S model log loss (i.e. modelling \( P(y|x) \)). It is interesting to see that absolute score of backward S2S model loss is not a good indicator as it is not selected. This may be due to the fact that utterance-LF mapping is one-to-many and the model probability is distributed to all valid output utterances. Hence, low probability is not necessary an indicator of bad prediction. We use the linear combination of the two features mentioned above with the weights from the binary classifier as a means of selecting the LF for overnight active learning on different corpora without retraining the classifier.

5 Experiment

5.1 Datasets

We experiment with the NLMaps corpus (Haas and Riezler, 2016) which was collected using the traditional approach. We tokenize following Kočiský et al. (2016). We also experiment with the Social Network corpus from the Overnight dataset (Wang et al., 2015) (which was collected using the overnight approach). Social Network was chosen as being the largest dataset available. Since neither corpora have a separate development set, we use 10% of the training set as development data for early stopping. We select ATIS (Zettlemoyer and Collins, 2007) as our development corpus for all feature selection and experiments with classifiers in §4.1 and §4.2.

For evaluation, we use full LF exact match accuracy for all experiments (Kočiský et al., 2016). Note that this is a much stricter evaluation compared with running through database evaluator as in Wang et al. (2015).

5.2 Hyperparameter tuning

Hyperparameter tuning is important for good performance. We tune the base S2S model (§3) on the development data by generating 100 configurations using Adam optimizer (Kingma and Ba, 2014) and a permutation of different source and target RNN sizes, RNN cell types, initializer, dropout rates and mini-batch sizes.

As mentioned, hyperparameter tuning is often overlooked in active learning. The common approach is just to use the configuration from a similar problem, from prior work on the same dataset,\(^5\) instead of binary classifier, it would also be possible to train a logistic model. However, we leave this for future work.\(^4\) We use the configuration from Zaremba et al. (2014).\(^5\) The exact match accuracy for Social Network is extracted from logs from (Jia and Liang, 2016).
or based on the authors own experience. However, in practice we don’t have any prior work to copy the configuration from. Table 1 shows the experiments with the NLMap and Social Network corpora with configurations: 1) copied from another dataset (ATIS), 2) tuned on a small subset (10% of train data plus development data) and 3) tuned on the full dataset. We can see that copying from a different dataset results in a suboptimal solution, which is expected since the different datasets are significantly different. It is surprising that tuning on small subset of the data performs as well as tuning on all the data and, more importantly, it achieves similar results as the state of the art (SOTA).

5.3 Active Learning Results

Figure 1 shows the active learning curve for NLMap, ATIS and Overnight (Social Network) datasets. 10% of data is randomly selected as initial seed data for active learning and hyperparameter tuning. We run active learning for 10 rounds, selecting 10% of the data at each round. Round 0 reports the result trained on the initial seed data and round 9 is the result on the whole training data. For reference, we also report Fw S2S for Social Network, treating that corpus as if they were collected using the traditional approach, and Bw S2S/classifier for NLMap and ATIS treating those corpora as if they were collected using the overnight approach.

For traditional data collection (forward direction), S2S loss consistently outperforms the random baselines on both datasets. The differences are as high as 9% for NLMap (at round 4). Applying this strategy for ATIS, we reach SOTA results at round 4, using only 50% of data. We also experimented with the large margin baseline and classifier strategies as mentioned in §4.1. The least confidence strategy using S2S loss outperforms large margin and achieves similar performance with the more complicated classifier strategy, thus we omit those results for brevity.

On the overnight data collection active learning (backward direction), the results are split. The backward S2S loss performs particularly well on the NLMap corpus, approximating the forward S2S performance. However, it performs similar to the random baseline in the other corpora. On the other hand, the classifier strategy performs

Figure 1: Active learning for various selection criteria. Random baseline randomly select the training data at each round. Fw S2S is used for traditional data collection using forward S2S loss score. Bw S2S is used for overnight data collection using backward S2S loss score. Bw classifier is used also for the overnight approach but linearly combines several scores together as mentioned in §4.2. The scores in parentheses measure the area under the curve. The dashed lines are the SOTA from Table 1.

Table 1: The LF exact match accuracy on NLMap, Social Network and ATIS with configurations from ATIS, from hyperparameter tuning on small subset of data (10% + dev) or on the full training data. The supervised SOTA for NLMap and ATIS (Duong et al., 2017) and Social Network (Jia and Liang, 2016) are provided for reference.5

<table>
<thead>
<tr>
<th></th>
<th>NLMap</th>
<th>Social</th>
<th>ATIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>From ATIS</td>
<td>76.0</td>
<td>65.8</td>
<td>86.0</td>
</tr>
<tr>
<td>Small subset</td>
<td>84.2</td>
<td>68.9</td>
<td>85.7</td>
</tr>
<tr>
<td>Full data</td>
<td>84.2</td>
<td>69.1</td>
<td>86.0</td>
</tr>
<tr>
<td>SOTA</td>
<td>84.1</td>
<td>68.8</td>
<td>86.1</td>
</tr>
</tbody>
</table>

5
well on both ATIS and Social Network but poorly on NLMap. Using this strategy, we approximate the SOTA for both ATIS and Social Network at round 5 and 6 respectively (saving 40% and 30% of data). We suspect that backward S2S loss performs well on NLMap since there is a one-to-one mapping between utterance and LF. The number of unique LFs in the training data for NLMap, ATIS and Overnight are 95.4%, 28.4% and 19.5% respectively. All in all, our proposed strategies for “overnight” active learning are nearly as good as traditional active learning, showing in similar area under the curve value in Figure 1.

6 Conclusion

We have discussed practical active learning for deep semantic parsing. We have empirically shown that it is possible to get good hyperparameters from only a small subset of annotated data. We applied active learning for both traditional and overnight semantic parsing data collection. For traditional data collection, we show that least confidence score based on S2S log loss performs well across datasets. Applying active learning for overnight data collection is challenging, and the best performing strategy depends on the domain. We recommend that applications explore both the backward S2S and classifier strategies.
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Abstract

In this paper we suggest to leverage the partition of articles into sections, in order to learn thematic similarity metric between sentences. We assume that a sentence is thematically closer to sentences within its section than to sentences from other sections. Based on this assumption, we use Wikipedia articles to automatically create a large dataset of weakly labeled sentence triplets, composed of a pivot sentence, one sentence from the same section and one from another section. We train a triplet network to embed sentences from the same section closer. To test the performance of the learned embeddings, we create and release a sentence clustering benchmark. We show that the triplet network learns useful thematic metrics, that significantly outperform state-of-the-art semantic similarity methods and multi-purpose embeddings on the task of thematic clustering of sentences. We also show that the learned embeddings perform well on the task of sentence semantic similarity prediction.

1 Introduction

Text clustering is a widely studied NLP problem, with numerous applications including collaborative filtering, document organization and indexing (Aggarwal and Zhai, 2012). Clustering can be applied to texts at different levels, from single words to full documents, and can vary with respect to the clustering goal. In this paper, we focus on the problem of clustering sentences based on thematic similarity, aiming to group together sentences that discuss the same theme, as opposed to the related task of clustering sentences that represent paraphrases of the same core statement.

Thematic clustering is important for various use cases. For example, in multi-document summarization, one often extracts sentences from multiple documents that have to be organized into meaningful sections and paragraphs. Similarly, within the emerging field of computational argumentation (Lippi and Torroni, 2016), arguments may be found in a widespread set of articles (Levy et al., 2017), which further require thematic organization to generate a compelling argumentative narrative.

We approach the problem of thematic clustering by developing a dedicated sentence similarity measure, targeted at a comparative task – Thematic Distance Comparison (TDC): given a pivot sentence, and two other sentences, the task is to determine which of the two sentences is thematically closer to the pivot. By training a deep neural network (DNN) to perform TDC, we are able to learn a thematic similarity measure.

Obtaining annotated data for training the DNN is quite demanding. Hence, we exploit the natural structure of text articles to obtain weakly-labeled data. Specifically, our underlying assumption is that sentences belonging to the same section are typically more thematically related than sentences appearing in different sections. Armed with this observation, we use the partition of Wikipedia articles into sections to automatically generate sentence triplets, where two of the sentences are from the same section, and one is from a different section. This results in a sizable training set of weakly labeled triplets, used to train a triplet neural network (Hoffer and Ailon, 2015), aiming to predict which sentence is from the same section as the pivot in each triplet. Table 1 shows an example of a triplet.

To test the performance of our network on the-
matic clustering of sentences, we create a new clustering benchmark based on Wikipedia sections. We show that our methods, combined with existing clustering algorithms, outperform state-of-the-art general-purpose sentence embedding models in the task of reconstructing the original section structure. Moreover, the embeddings obtained from the triplet DNN perform well also on standard semantic relatedness tasks. The main contribution of this work is therefore in proposing a new approach for learning thematic relatedness between sentences, formulating the related TDC task and creating a thematic clustering benchmark. To further enhance research in these directions, we publish the clustering benchmark on the IBM Debater Datasets webpage.

2 Related Work

Deep learning via triplet networks was first introduced in (Hoffer and Ailon, 2015), and has since become a popular technique in metric learning (Zieba and Wang, 2017; Yao et al., 2016; Zhuang et al., 2016). However, previous usages of triplet networks were based on supervised data and were applied mainly to computer vision applications such as face verification. Here, for the first time, this architecture is used with weakly-supervised data for solving an NLP related task.

In (Mueller and Thyagarajan, 2016), a supervised approach was used to learn semantic sentence similarity by a Siamese network, that operates on pairs of sentences. In contrast, here the triplet network is trained with weak supervision, aiming to learn thematic relations. By learning from triplets, rather than pairs, we provide the DNN with a context, that is crucial for the notion of similarity. (Hoffer and Ailon, 2015) show that triplet networks perform better in metric learning than Siamese networks, probably due to this valuable context. Finally, (Palangi et al., 2016) used click-through data to learn sentence similarity on top of web search engine results. Here we propose a different type of weak supervision, targeted at learning thematic relatedness between sentences.

3 Data Construction

We present two weakly-supervised triplet datasets. The first is based on sentences appearing in same vs. different sections, and the second is based on section titles. The datasets are extracted from the Wikipedia version of May 2017.

3.1 Sentence Triplets

For generating the sentence triplet dataset, we exploit the Wikipedia partitioning into sections and paragraphs, using OpenNLP\(^2\) for sentence extraction. We then apply the following rules and filters, in order to reduce noise and to create a high-quality dataset, 'triplets-sen': i) The maximal distance between the intra-section sentences is limited to three paragraphs. ii) Sentences with less than 5, or more than 50 tokens are filtered out. iii) The first and the "Background" sections are removed due to their general nature. iv) The following sections are removed: "External links", "Further reading", "References", "See also", "Notes", "Citations" and "Authored books". These sections usually list a set of items rather than discuss a specific subtopic of the article’s title. v) Only articles with at least five remaining sections are considered, to ensure focusing on articles with rich enough content. An example of a triplet is shown in Table 1.

| 1. McDonnell resigned from Martin in 1938 and founded McDonnell Aircraft Corporation in 1939 |
| 2. In 1967, McDonnell Aircraft merged with the Douglas Aircraft Company to create McDonnell Douglas |
| 3. Born in Denver, Colorado, McDonnell was raised in Little Rock, Arkansas, and graduated from Little Rock High School in 1917 |

Table 1: Example of a section-sen triplet from the article ‘James Smith McDonnell’. The first two sentences are from the section ‘Career’ and the third is from ‘Early life’.

In use-cases such as multi-document summarization (Goldstein et al., 2000), one often needs to organize sentences originating from different documents. Such sentences tend to be stand-alone sentences, that do not contain the syntactic cues that often exist between adjacent sentences (e.g. co-references, discourse markers etc.). Correspondingly, to focus our weakly labeled data on sentences that are typically stand-alone in nature, we consider only paragraph opening sentences.

An essential part of learning using triplets, is the mining of difficult examples, that prevent quick stagnation of the network (Hermans et al., 2017). Since sentences in the same article essentially discuss the same topic, a deep understanding of se-

\(^1\)http://www.research.ibm.com/halifa/dept/vst/debating_data.shtml

\(^2\)https://opennlp.apache.org/
mantic nuances is necessary for the network to correctly classify the triplets. In an attempt to obtain even more challenging triplets, the third sentence is selected from an adjacent section. Thus, for a pair of intra-section sentences, we create a maximum of two triplets, where the third sentence is randomly selected from the previous/next section (if exists). The selection of the third sentence from both previous and next sections is intended to ensure the network will not pick up a signal related to the order of the sentences. In Section 5 we compare our third-sentence-selection method to two alternatives, and examine the effect of the selection method on the model performance.

Out of the 5.37M Wikipedia articles, 809K yield at least one triplet. We divide these articles into three sets, training (80%), validation and test (10% each). In terms of number of triplets, the training set is composed of 1.78M triplets, whereas the validation and test are composed of 220K and 223K triplets respectively.

3.2 Triplets with Section Titles

Incorporating the section titles into the training data can potentially enhance the network performance. Correspondingly, we created another triplets data, 'triplets-titles', where in each triplet the first sentence in the section (the 'pivot') is paired with the section title\(^3\), as well as with the title of the previous/next sections (if exists), where the former pair is assumed to have greater thematic similarity. After applying the filters described above we end up with 1.38M, 172K and 173K triplets for the training, validation and test set respectively. An example of a triplet is shown in Table 2.

Note, that for this variation of the triplets data, the network is expected to find a sentence embedding which is closer to the embedding of the true section title, than to the embedding of the title of the previous/next section. The learned representation is expected to encode information about the themes of the different sections to which the sentence can potentially belong. Thus, thematically related sentences are expected to have similar representations.

\(^3\)We define the section title to be the article title concatenated to the section title. For example, the title of the section "Pricing" in the article "Black Market" is "Black Market Pricing".

| 1. Bishop was appointed Minister for Ageing in 2003. |
| 2. Julie Bishop Political career |
| 3. Julie Bishop Early life and career |

Table 2: Example of a triplet from the triplet-titles dataset, generated from the article 'Julie Bishop'.

![Figure 1: Triplet Network](image)

3.3 Sentence Clustering Benchmark (SCB)

Our main goal is to successfully partition sentences into subtopics. Unfortunately, there is still no standard evaluation method for sentence clustering, which is considered a very difficult task for humans (Geiss, 2009). Correspondingly, we leverage again the partition of Wikipedia articles into sections. We assume that this partition, as performed by the Wikipedia editors, can serve as ground truth for the clustering of the article sentences. Based on this assumption we create a sentence clustering benchmark (SCB). SCB includes 692 articles that were not used in the training and validation sets of 'triplet-sen' and 'triplet-titles'. The number of sections (and correspondingly clusters) per article ranges from 5 to 12. The number of clustered sentences ranges from 17 to 1614, with an average of 67 sentences per article.

4 Model Architecture

We adopt the triplet network architecture (Hoffer and Ailon, 2015) (Figure 1) for obtaining sentence embeddings via metric learning as follows.

Assume a training data of sentences, arranged into triplets \((x,x^+,x^-)\), where the pair \((x,x^+)\) is presumably more similar than the pair \((x,x^-)\). To train the model, each of the three sentences of each triplet, is fed into the same network \((Net)\), as a sequence of word embeddings. The layer outputs their representations \(Net(x), Net(x^+)\) and
\text{Net}(x^-)$ respectively. Our objective is to make the representations of $x$ and $x^+$ closer than the representations of $x$ and $x^-$. Thus the next layer uses a distance function, denoted by ‘\text{dist}’, to compute two distances
\[
\begin{align*}
d^+ &= \text{dist}(\text{Net}(x), \text{Net}(x^+)) \\
d^- &= \text{dist}(\text{Net}(x), \text{Net}(x^-))
\end{align*}
\]
The final layer applies softmax on $(d^+, d^-)$ that results in $p(d^+)$ and $p(d^-)$. Finally, the loss function is given by:
\[
\text{loss} = |p(d^+)| + |1 - (p(d^-))|
\]
\text{Net} is composed of a Bi-directional LSTM with hidden size 300 and 0.8 dropout followed by an attention (Yang et al., 2016) layer of size 200. The input to \text{Net} are the pre-trained glove word embeddings of 300d trained on 840B tokens (Pennington et al., 2014). For \text{dist} and the loss function we use the $L1$ distance, which we found to yield better results than $L2$ and cosine-similarity. The selected loss function outperformed the popular triplet loss suggested in (Schroff et al., 2015). Finally, we use Adam optimizer with initial learning rate of 0.001. Given a sentence $s$, $\text{Net}(s)$ provides a sentence embedding of dimension 600.

5 Experiments

5.1 Reconstructing Article Sections

As mentioned, our main objective task is clustering sentences into subtopics. As a preliminary step, we first evaluate our method on the triplets-sen test set. We compare the model trained on triplet-sen to two well known methods. The first, mean-vectors, is simply the mean of the GloVe embeddings of the sentence words (Tai et al., 2015), which is considered a strong unsupervised baseline. The second, skip-thoughts (Ryan Kiros, 2015), is among the state-of-the-art unsupervised models for semantic similarity, and the most popular multi-purpose embedding method. We address two versions of skip-thoughts: one is based on the original 4800-dimensional vectors (skip-thoughts-cs), and the other, skip-thoughts-SICK, is based on the similarity function learned from the SICK semantic similarity dataset, as described in (Ryan Kiros, 2015). The aim of assessing skip-thoughts-SICK is to examine how well a state-of-the-art semantic similarity function performs on the thematic clustering task. In the case of mean-vectors and skip-thoughts-CS, the similarity between the sentences is computed using the cosine similarity (CS) between the embedding vectors.

Table 3 indicates that our method, denoted by triplet-sen, clearly outperforms the other tested methods. Surprisingly, skip-thoughts-SICK is inferior to skip-thoughts-CS. Note that an additional interesting comparison is to a skip-thought version obtained by learning a linear transformation of the original vectors using the triplet datasets. However, no off-the-shelf algorithm is available for learning such transformation, and we leave this experiment for future work.

Next we report results on the clustering benchmark, SCB (Section 3.3). We evaluate three triplet-based models. Triplets-sen and triplets-titles are the models trained on triplets-sen and triplets-titles datasets respectively. Triplets-sentitles is a concatenation of the representations of our two models. In addition we compare to mean-vectors and skip-thoughts-CS.

The evaluation procedure is performed as follows: for each method, we first compute for the sentences of each article, a similarity matrix, by calculating the CS between the embedding vectors of all pairs of sentences. We then use Iclust (Yom-Tov and Slonim, 2009; Slonim et al., 2005) and k-means to cluster the sentences, where the number of clusters is set to the number of sections in SCB4. Since the clustering algorithms themselves are not the focus of this study, we choose the classical, simple k-means, and one more advanced algorithm, Iclust. For the same reason, we also set the number of clusters to the correct number. Finally, we use standard agreement measures, MI, Adjusted MI (AMI) (Vinh et al., 2009), Rand Index (RI) and Adjusted Rand Index (ARI) (Rand, 1971), to quantify the agreement between the ground truth and the clustering results.

As exhibited in Table 4, our models significantly outperform the two other methods for both clustering algorithms, where the best performance is achieved by the concatenated representations (triplets-sen-titles), suggesting the two models, Table 3: Results on the triplets data

<table>
<thead>
<tr>
<th>Method</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean-vectors</td>
<td>0.65</td>
</tr>
<tr>
<td>skip-thoughts-CS</td>
<td>0.615</td>
</tr>
<tr>
<td>skip-thoughts-SICK</td>
<td>0.547</td>
</tr>
<tr>
<td>triplets-sen</td>
<td>0.74</td>
</tr>
</tbody>
</table>

4For k-means, using L1 as the distance metric gave similar results.
triplets-sen and triplets-titles, learned complementary features. The performance of skip-thoughts-SICK on this task (not shown) was again inferior to skip-thoughts-CS.

As mentioned in Section 3.1, the third sentence in triplet-sen was selected from the sections adjacent to the pivot section, aiming to obtain more difficult triplets. We use the clustering task to examine the effect of the selection method on the model performance. We compare to two alternative methods: one that chooses the third sentence from a random section within the same article, and another (triplets-sen-rand-art), that chooses it randomly from a random different article. Results show that the first method leads to the same performance as our method, whereas triplets-sen-rand-art yields inferior results (see Table 4). A possible explanation is that the within-article triplets are difficult enough to prevent stagnation of the learning process without the need for further hardening of the task. However, the cross-article triplets are too easy to classify, and do not provide the network with the challenge and difficulty required for obtaining high quality representations.

<table>
<thead>
<tr>
<th>Method</th>
<th>MI</th>
<th>AMI</th>
<th>RI</th>
<th>ARI</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean-vectors</td>
<td>0.811</td>
<td>0.222</td>
<td>0.774</td>
<td>0.154</td>
</tr>
<tr>
<td>skip-thoughts-CS</td>
<td>0.656</td>
<td>0.125</td>
<td>0.747</td>
<td>0.087</td>
</tr>
<tr>
<td>triplets-sen-rand-art</td>
<td>0.885</td>
<td>0.266</td>
<td>0.787</td>
<td>0.192</td>
</tr>
<tr>
<td>triplets-sen</td>
<td>0.935</td>
<td>0.296</td>
<td>0.801</td>
<td>0.224</td>
</tr>
<tr>
<td>triplets-titles</td>
<td>0.904</td>
<td>0.273</td>
<td>0.799</td>
<td>0.206</td>
</tr>
<tr>
<td>triplets-sen-titles</td>
<td>0.945</td>
<td>0.303</td>
<td>0.803</td>
<td>0.230</td>
</tr>
</tbody>
</table>

Table 4: Results on the clustering task

### 5.2 Semantic Relatedness

As evident from the clustering results, our models learned well to capture thematic similarity between sentences. Here we investigate the performance of our model in the more classical task of semantic relatedness of sentences. Specifically, we examine the SemEval 2014 Task 1: semantic relatedness SICK dataset (Marelli et al., 2014). We adopt the experimental setup of (Ryan Kiros, 2015) and learn logistic regression classifiers on top of the absolute difference and the component-wise product for all sentence pairs in the training data. The evaluation measures are Pearson $r$, Spearman $\rho$, and mean square error (MSE). Table 5 shows that like in the clustering task, best results are achieved by the concatenated embedding triplets-sen-titles, which performs in the range between mean-vector and skip-thoughts-SICK.

<table>
<thead>
<tr>
<th>Method</th>
<th>$r$</th>
<th>$\rho$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean-vectors</td>
<td>0.757</td>
<td>0.673</td>
<td>0.4557</td>
</tr>
<tr>
<td>skip-thoughts-SICK</td>
<td>0.858</td>
<td>0.791</td>
<td>0.287</td>
</tr>
<tr>
<td>triplets-sen</td>
<td>0.797</td>
<td>0.704</td>
<td>0.372</td>
</tr>
<tr>
<td>triplets-titles</td>
<td>0.786</td>
<td>0.685</td>
<td>0.393</td>
</tr>
<tr>
<td>triplets-sen-titles</td>
<td>0.818</td>
<td>0.724</td>
<td>0.339</td>
</tr>
</tbody>
</table>

Table 5: Results on the SICK semantic relatedness subtask.

Table 6 presents some examples of predictions of triplets-sen-titles compared to the ground truth and to skip-thoughts-SICK predictions. The first pair is semantically equivalent as both methods detect. In the second pair, the first sentence is a negation of the second, but from the thematic point of view they are rather similar, thus assigned a relatively high score by our model.

<table>
<thead>
<tr>
<th>sentences</th>
<th>GT</th>
<th>Tr</th>
<th>Sk</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. A sea turtle is hunting for fish</td>
<td>4.5</td>
<td>4.2</td>
<td>4.5</td>
</tr>
<tr>
<td>2. A sea turtle is hunting for food</td>
<td>3.4</td>
<td>4.1</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Table 6: Example predictions on the SICK data. GT = groundtruth, Tr=triplets-sen, Sk=skip-thoughts-SICK

### 6 Summary

In this paper we suggest a new approach for learning thematic similarity between sentences. We exploit the Wikipedia section structure to generate a large dataset of weakly labeled triplets of sentences with no human involvement. Using a triplet network, we learn a high quality sentence embeddings, tailored to reveal thematic relations between sentences. Furthermore, we take a first step towards exploring the versatility of these embeddings, by showing their good performance on the semantic similarity task. An interesting direction for future work is further exploring this versatility, by examining the performance of the embeddings on a variety of other NLP tasks.
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Abstract

We use dependency triples automatically extracted from a Web-scale corpus to perform unsupervised semantic frame induction. We cast the frame induction problem as a triclustering problem that is a generalization of clustering for triadic data. Our replicable benchmarks demonstrate that the proposed graph-based approach, Triframes, shows state-of-the-art results on this task on a FrameNet-derived dataset and performing on par with competitive methods on a verb class clustering task.

1 Introduction

Recent years have seen much work on Frame Semantics (Fillmore, 1982), enabled by the availability of a large set of frame definitions, as well as a manually annotated text corpus provided by the FrameNet project (Baker et al., 1998). FrameNet data enabled the development of wide-coverage frame parsers using supervised learning (Gildea and Jurafsky, 2002; Erk and Padó, 2006; Das et al., 2014, inter alia), as well as its application to a wide range of tasks, ranging from answer extraction in Question Answering (Shen and Lapata, 2007) and Textual Entailment (Burchardt et al., 2009; Ben Aharon et al., 2010).

However, frame-semantic resources are arguably expensive and time-consuming to build due to difficulties in defining the frames, their granularity and domain, as well as the complexity of the construction and annotation tasks requiring expertise in the underlying knowledge. Consequently, such resources exist only for a few languages (Boas, 2009) and even English is lacking domain-specific frame-based resources. Possible inroads are cross-lingual semantic annotation transfer (Padó and Lapata, 2009; Hartmann et al., 2016) or linking FrameNet to other lexical-semantic or ontological resources (Narayanan et al., 2003; Tonelli and Pighin, 2009; Laparra and Rigau, 2010; Gurevych et al., 2012, inter alia). But while the arguably simpler task of PropBank-based Semantic Role Labeling has been successfully addressed by unsupervised approaches (Lang and Lapata, 2010; Titov and Klementiev, 2011), fully unsupervised frame-based semantic annotation exhibits far more challenges, starting with the preliminary step of automatically inducing a set of semantic frame definitions that would drive a subsequent text annotation. In this work, we aim at overcoming these issues by automating the process of FrameNet construction through unsupervised frame induction techniques.

Triclustering. In this work, we cast the frame induction problem as a triclustering task (Zhao and Zaki, 2005; Ignatov et al., 2015), namely a generalization of standard clustering and bi-clustering (Cheng and Church, 2000), aiming at simultaneously clustering objects along three dimensions (cf. Table 1). First, using triclustering allows to avoid sequential nature of frame induction approaches, e.g. (Kawahara et al., 2014), where two independent clusterings are needed. Second, benchmarking frame induction as triclustering against other methods on dependency triples allows to abstract away the evaluation of the frame induction algorithm from other factors, e.g., the input corpus or pre-processing steps, thus allowing a fair comparison of different induction models.

<table>
<thead>
<tr>
<th>FrameNet</th>
<th>Role</th>
<th>Lexical Units (LU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perpetrator</td>
<td>Subject</td>
<td>kidnapper, alien, militant</td>
</tr>
<tr>
<td>FEE</td>
<td>Verb</td>
<td>snatch, kidnap, abduct</td>
</tr>
<tr>
<td>Victim</td>
<td>Object</td>
<td>son, people, soldier, child</td>
</tr>
</tbody>
</table>

Table 1: Example of a LU tricluster corresponding to the “Kidnapping” frame from FrameNet.
The contributions of this paper are three-fold: (1) we are the first to apply triclustering algorithms for unsupervised frame induction, (2) we propose a new approach to triclustering, achieving state-of-the-art performance on the frame induction task, (3) we propose a new method for the evaluation of frame induction enabling straightforward comparison of approaches. In this paper, we focus on the simplest setup with subject-verb-object (SVO) triples and two roles, but our evaluation framework can be extended to more roles.

In contrast to the recent approaches like the one by Jauhar and Hovy (2017), our approach induces semantic frames without any supervision, yet capturing only two core roles: the subject and the object of a frame triggered by verbal predicates. Note that it is not generally correct to expect that the SVO triples obtained by a dependency parser are necessarily the core arguments of a predicate. Such roles can be implicit, i.e., unexpressed in a given context (Schenk and Chiarcos, 2016). Keeping this limitation in mind, we assume that the triples obtained from a Web-scale corpus cover most core arguments sufficiently.

Related Work. LDA-Frames (Materna, 2012, 2013) is an approach to inducing semantic frames using LDA (Blei et al., 2003) for generating semantic frames and their respective frame-specific semantic roles at the same time. The authors evaluated their approach against the CPA corpus (Hanks and Pustejovsky, 2005). ProFinder (Cheung et al., 2013) is another generative approach that also models both frames and roles as latent topics. The evaluation was performed on the in-domain information extraction task MUC-4 (Sundheim, 1992) and on the text summarization task TAC-2010.\footnote{https://tac.nist.gov/2010/Summarization} Modi et al. (2012) build on top of an unsupervised semantic role labeling model (Titov and Klementiev, 2012). ProFinder (Cheung et al., 2013) is another generative approach that also models both frames and roles as latent topics. The evaluation was performed on the in-domain information extraction task MUC-4 (Sundheim, 1992) and on the text summarization task TAC-2010.\footnote{https://tac.nist.gov/2010/Summarization} ProFinder (Cheung et al., 2013) is another generative approach that also models both frames and roles as latent topics. The evaluation was performed on the in-domain information extraction task MUC-4 (Sundheim, 1992) and on the text summarization task TAC-2010.\footnote{https://tac.nist.gov/2010/Summarization} Modi et al. (2012) build on top of an unsupervised semantic role labeling model (Titov and Klementiev, 2012). The raw text of sentences from the FrameNet data is used for training. The FrameNet gold annotations are then used to evaluate the labeling of the obtained frames and roles, effectively clustering instances known during induction. Kawahara et al. (2014) harvest a huge collection of verbal predicates along with their argument instances and then apply the Chinese Restaurant Process clustering algorithm to group predicates with similar arguments. The approach was evaluated on the verb cluster dataset of Korhonen et al. (2003).

A major issue with unsupervised frame induction task is that these and some other related approaches, e.g., (O’Connor, 2013), were all evaluated in completely different incomparable settings, and used different input corpora. In this paper, we propose a methodology to resolve this issue.

2 The Triframes Algorithm

Our approach to frame induction relies on graph clustering. We focused on a simple setup using two roles and the SVO triples, arguing that it still can be useful, as frame roles are primarily expressed by subjects and objects, giving rise to semantic structures extracted in an unsupervised way with high coverage.

Input Data. As the input data, we use SVO triples extracted by a dependency parser. According to our statistics on the dependency-parsed FrameNet corpus of over 150 thousand sentences (Bauer et al., 2012), the SUBJ and OBJ relationships are the two most common shortest paths between frame evoking elements (FEEs) and their roles, accounting for 13.5% of instances of a heavy-tail distribution of over 11 thousand different paths that occur three times or more in the FrameNet data. While this might seem a simplification that does not cover prepositional phrases and frames filling the roles of other frames in a nested fashion, we argue that the overall frame inventory can be induced on the basis of this restricted set of constructions, leaving other paths and more complex instances for further work.

The Method. Our method constructs embeddings for SVO triples to reduce the frame induction problem to a simpler graph clustering problem. Given the vocabulary $V$, a $d$-dimensional word embedding model $v \in V \rightarrow \vec{v} \in \mathbb{R}^d$, and a set of SVO triples $T \subseteq V^3$ extracted from a syntactically analyzed corpus, we construct the triple similarity graph $\mathcal{G}$. Clustering of $\mathcal{G}$ yields sets of triples corresponding to the instances of the semantic frames, thereby clustering frame-evoking predicates and roles simultaneously.

We obtain dense representations of the triples $T$ by concatenating the word vectors corresponding to the elements of each triple by transforming a triple $t = (s, p, o) \in T$ into the $(3d)$-dimensional vector $\vec{t} = \vec{s} \oplus \vec{p} \oplus \vec{o}$. Subsequently, we use the triple embeddings to generate the undirected graph
Algorithm 1 Triframes frame induction

Input: an embedding model $v \in V \rightarrow \vec{v} \in \mathbb{R}^d$,
a set of SVO triples $T \subseteq V^3$,
the number of nearest neighbors $k \in \mathbb{N}$,
a graph clustering algorithm CLUSTER.

Output: a set of triframes $F$.

1: $S \leftarrow \{ t \rightarrow \vec{t} \in \mathbb{R}^{3d} : t \in T \}$
2: $E \leftarrow \{ (t, t') \in T^2 : t' \in \text{NN}_k^T(\vec{t}), t \neq t' \}$
3: $F \leftarrow \emptyset$
4: for all $C \in \text{CLUSTER}(T, E)$ do
5: $f_s \leftarrow \{ s \in V : (s, v, o) \in C \}$
6: $f_v \leftarrow \{ v \in V : (s, v, o) \in C \}$
7: $f_o \leftarrow \{ o \in V : (s, v, o) \in C \}$
8: $F \leftarrow F \cup \{ (f_s, f_v, f_o) \}$
9: return $F$

$G = (T, E)$ by constructing the edge set $E \subseteq T^2$.

For that, we compute $k \in \mathbb{N}$ nearest neighbors
of each triple vector $\vec{t} \in \mathbb{R}^{3d}$ and establish cosine
similarity-weighted edges between the corresponding triples.

Then, we assume that the triples representing similar contexts appear in similar roles, which
is explicitly encoded by the concatenation of the corresponding vectors of the words constituting
the triple. We use graph clustering of $G$ to retrieve communities of similar triples forming frame clusters; a clustering algorithm is a function $\text{CLUSTER} : (T, E) \rightarrow \mathbb{C}$ such that $T = \bigcup_{C \in \mathbb{C}} C$.

Finally, for each cluster $C \in \mathbb{C}$, we aggregate the subjects, the verbs, and the objects of the contained triples into separate sets. As the result, each cluster is transformed into a triframe, which is a triple that is composed of the subjects $f_s \subseteq V$, the verbs $f_v \subseteq V$, and the objects $f_o \subseteq V$.

Our frame induction approach outputs a set of triframes $F$ as presented in Algorithm 1. The hyper-parameters of the algorithm are the number of nearest neighbors for establishing edges ($k$) and the graph clustering algorithm $\text{CLUSTER}$. During the concatenation of the vectors for words forming triples, the $(|T| \times 3d)$-dimensional vector space $S$ is created. Thus, given the triple $t \in T$, we denote the $k$ nearest neighbors extraction procedure of its concatenated embedding from $S$ as $\text{NN}_k^T(\vec{t}) \subseteq T$.

We used $k = 10$ nearest neighbors per triple.

To cluster the nearest neighbor graph of SVO triples $G$, we use the $\text{WATSET}$ fuzzy graph clustering algorithm (Ustalov et al., 2017). It treats the vertices $T$ of the input graph $G$ as the SVO triples, induces their senses, and constructs an intermediate sense-aware representation that is clustered using the Chinese Whispers (CW) hard clustering algorithm (Biemann, 2006). We chose $\text{WATSET}$ due to its performance on the related synset induction task, its fuzzy nature, and the ability to find the number of frames automatically.

3 Evaluation

Input Corpus. In our evaluation, we use triple frequencies from the DepCC dataset (Panchenko et al., 2018), which is a dependency-parsed version of the Common Crawl corpus, and the standard 300-dimensional word embeddings model trained on the Google News corpus (Mikolov et al., 2013). All evaluated algorithms are executed on the same set of triples, eliminating variations due to different corpora or pre-processing.

Datasets. We cast the complex multi-stage frame induction task as a straightforward triple clustering task. We constructed a gold standard set of triclusters, each corresponding to a FrameNet frame, similarly to the one illustrated in Table 1. To construct the evaluation dataset, we extracted frame annotations from the over 150 thousand sentences from the FrameNet 1.7 (Baker et al., 1998). Each sentence contains data about the frame, FEE, and its arguments, which were used to generate triples in the form $(\text{word}_i : \text{role}_1, \text{word}_j : \text{FEE}, \text{word}_k : \text{role}_2)$, where $\text{word}_{i/j/k}$ correspond to the roles and FEE in the sentence. We omitted roles expressed by multiple words as we use dependency parses, where one node represents a single word only.

For the sentences where more than two roles are present, all possible triples were generated. Sentences with less than two roles were omitted. Finally, for each frame, we selected only two roles, which are most frequently co-occurring in the FrameNet annotated texts. This has left us with about 100 thousand instances for the evaluation. For the evaluation purposes, we operate on the intersection of triples from DepCC and FrameNet. Experimenting on the full set of DepCC triples is only possible for several methods that scale well ($\text{WATSET}$, CW, $k$-means), but is prohibitively expensive for other methods (LDA-Frames, NOAC).

In addition to the frame induction evaluation, where subjects, objects, and verbs are evaluated together, we also used a dataset of polysemous verb classes introduced in (Korhonen et al., 2003) and employed by Kawahara et al. (2014). Statis-
Dataset # instances # unique # clusters
FrameNet Triples 99,744 94,170 383
Poly. Verb Classes 246 110 62
Table 2: Statistics of the evaluation datasets.

Table 2: Statistics of the evaluation datasets.

Evaluation Measures. Following the approach for verb class evaluation by Kawahara et al. (2014), we employ normalized modified purity (nmPU) and normalized inverse purity (niPU) as the clustering quality measures. Given the set of the obtained clusters $K$ and the set of the gold clusters $G$, normalized modified purity quantifies the clustering precision as the average of the weighted overlap $\delta_{K_i}(K_i \cap G_j)$ between each cluster $K_i \in K$ and the gold cluster $G_j \in G$ that maximizes the overlap with $K_i$: $\text{nmPU} = \frac{1}{|K|} \sum_{i \in K} \sum_{j \in G} \delta_{K_i}(K_i \cap G_j)$, where the weighted overlap is the sum of the weights $c_{iv}$ for each word $v$ in $i$-th cluster: $\delta_{K_i}(K_i \cap G_j) = \sum_{v \in K_i \cap G_j} c_{iv}$. Note that nmPU counts all the singleton clusters as wrong. Similarly, normalized inverse purity (collocation) quantifies the clustering recall: $\text{niPU} = \frac{1}{|G|} \sum_{j \in G} \max_{i \in K} \delta_{G_j}(K_i \cap G_j)$. nmPU and niPU are combined together as the harmonic mean to yield the overall clustering F-score ($F_1$), which we use to rank the approaches.

Our framework can be extended to evaluation of more than two roles by generating more roles per frame. Currently, given a set of gold triples generated from the FrameNet, each triple element has a role, e.g., “Victim”, “Predator”, and “FEE”. We use fuzzy clustering evaluation measure which operates not on triples, but instead on a set of tuples. Consider for instance a gold triple (Freddy: Predator, kidnap: FEE, kid: Victim). It will be converted to three pairs (Freddy, Predator), (kidnap, FEE), (kid, Victim). Each cluster in both $K$ and $G$ is transformed into a union of all constituent typed pairs. The quality measures are finally calculated between these two sets of tuples, $K$, and $G$. Note that one can easily pull in more than two core roles by adding to this gold standard set of tuples other roles of the frame, e.g., (forest, Location). In our experiments, we focused on two main roles as our contribution is related to the application of triclustering methods. However, if more advanced methods of clustering are used, yielding clusters of arbitrary modality ($n$-clustering), one could also use our evaluation schema.

Baselines. We compare our method to several available state-of-the-art baselines applicable to our dataset of triples.

LDA-Frames by Materna (2012, 2013) is a frame induction method based on topic modeling. We ran 500 iterations of the model with the default parameters. Higher-Order Skip-Gram (HOSG) by Cotterell et al. (2017) generalizes the Skip-Gram model (Mikolov et al., 2013) by extending it from word-context co-occurrence matrices to tensors factorized with a polyadic decomposition. In our case, this tensor consisted of SVO triple counts. We trained three vector arrays (for subjects, verbs and objects) on the 108,073 SVO triples from the FrameNet corpus, using the implementation by the authors. Training was performed with 5 negative samples, 300-dimensional vectors, and 10 epochs. We constructed an embedding of a triple by concatenating embeddings for subjects, verbs, and objects, and clustered them using $k$-means with the number of clusters set to 10,000 (this value provided the best performance).

NOAC (Egurnov et al., 2017) is an extension of the Object Attribute Condition (OAC) triclustering algorithm (Ignatov et al., 2015) to numerically weighted triples. This incremental algorithm searches for dense regions in triadic data. A minimum density of 0.25 led to the best results. In the Triadic baselines, independent word embeddings of subject, object, and verb are concatenated and then clustered using a hard clustering algorithm: $k$-means, spectral clustering, or CW.

We tested various hyper-parameters of each of these algorithms and report the best results overall per clustering algorithm. Two trivial baselines are Singletons that creates a single cluster per instance and Whole that creates one cluster for all elements.

4 Results

We perform two experiments to evaluate our approach: (1) a frame induction experiment on the FrameNet annotated corpus by Bauer et al. (2012); (2) the polysemous verb clustering experiment on the dataset by Korhonen et al. (2003). The first is based on the newly introduced frame induction evaluation schema (cf. Section 3). The second one evaluates the quality of verb clusters only on a standard dataset from prior work.
Frame Induction Experiment. In Table 3 and Figure 1, the results of the experiment are presented. Triframes based on Watset clustering outperformed the other methods on both Verb $F_1$ and overall Frame $F_1$. The HOSG-based clustering proved to be the most competitive baseline, yielding decent scores according to all four measures. The NOAC approach captured the frame grouping of slot fillers well but failed to establish good verb clusters. Note that NOAC and HOSG use only the graph of syntactic triples and do not rely on pre-trained word embeddings. This suggests a high complementarity of signals based on distributional similarity and global structure of the triple graph. Finally, the simpler Triadic baselines relying on hard clustering algorithms showed low performance, similar to that of LDA-Frames, justifying the more elaborate Watset method.

While triples are intuitively less ambiguous than words, still some frequent and generic triples like (she, make, it) can act as hubs in the graph, making it difficult to split it into semantically plausible clusters. The poor results of the Chinese Whispers hard clustering algorithm illustrate this. Since the hubs are ambiguous, i.e., can belong to multiple clusters, the use of the Watset fuzzy clustering algorithm that splits the hubs by disambiguating them leads to the best results (see Table 3).

![Figure 1: $F_1$-scores for verbs, subjects, objects, and frames corresponding to Table 3.](image)

Table 3: Frame evaluation results on the triples from the FrameNet 1.7 corpus (Baker et al., 1998). The results are sorted by the descending order of the Frame $F_1$-score. Best results are boldfaced.

<table>
<thead>
<tr>
<th>Method</th>
<th>Verb nmPU</th>
<th>nmPU F1</th>
<th>Subject nmPU</th>
<th>nmPU F1</th>
<th>Object nmPU</th>
<th>nmPU F1</th>
<th>Frame nmPU</th>
<th>nmPU F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triframes Watset</td>
<td>42.84</td>
<td>45.77</td>
<td>54.22</td>
<td>60.59</td>
<td>57.70</td>
<td>62.94</td>
<td>65.80</td>
<td>71.81</td>
</tr>
<tr>
<td>HOSG (Cotterell et al., 2017)</td>
<td>44.41</td>
<td>43.84</td>
<td>52.84</td>
<td>61.83</td>
<td>54.73</td>
<td>62.94</td>
<td>55.19</td>
<td>60.81</td>
</tr>
<tr>
<td>NOAC (Egurnov et al., 2017)</td>
<td>20.73</td>
<td>33.58</td>
<td>57.00</td>
<td>61.11</td>
<td>57.32</td>
<td>62.13</td>
<td>61.78</td>
<td>51.89</td>
</tr>
<tr>
<td>Triadic Spectral</td>
<td>49.62</td>
<td>33.15</td>
<td>50.07</td>
<td>45.13</td>
<td>50.50</td>
<td>45.75</td>
<td>62.05</td>
<td>36.91</td>
</tr>
<tr>
<td>Triadic k-Means</td>
<td>63.87</td>
<td>33.99</td>
<td>63.15</td>
<td>47.60</td>
<td>63.98</td>
<td>47.23</td>
<td>65.04</td>
<td>34.97</td>
</tr>
<tr>
<td>LDA-Frames (Materna, 2013)</td>
<td>26.11</td>
<td>37.56</td>
<td>17.28</td>
<td>28.62</td>
<td>20.80</td>
<td>33.81</td>
<td>18.80</td>
<td>29.75</td>
</tr>
<tr>
<td>Triframes CW</td>
<td>7.75</td>
<td>7.06</td>
<td>3.70</td>
<td>5.86</td>
<td>51.91</td>
<td>61.99</td>
<td>21.67</td>
<td>23.84</td>
</tr>
<tr>
<td>Singletons</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>32.34</td>
<td>26.29</td>
</tr>
<tr>
<td>Whole</td>
<td>3.62</td>
<td>6.98</td>
<td>2.41</td>
<td>4.70</td>
<td>2.38</td>
<td>4.64</td>
<td>5.12</td>
<td></td>
</tr>
</tbody>
</table>

![Figure 1: $F_1$-scores for verbs, subjects, objects, and frames corresponding to Table 3.](image)

Table 4: Evaluation results on the dataset of polysemous verb classes by Korhonen et al. (2003).

<table>
<thead>
<tr>
<th>Method</th>
<th>Verb $F_1$</th>
<th>Subject $F_1$</th>
<th>Object $F_1$</th>
<th>Frame $F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA-Frames</td>
<td>52.60</td>
<td>45.84</td>
<td>48.98</td>
<td></td>
</tr>
<tr>
<td>Triframes Watset</td>
<td>40.05</td>
<td>62.09</td>
<td>48.69</td>
<td></td>
</tr>
<tr>
<td>NOAC</td>
<td>37.19</td>
<td>64.09</td>
<td>47.07</td>
<td></td>
</tr>
<tr>
<td>HOSG</td>
<td>38.22</td>
<td>43.76</td>
<td>40.80</td>
<td></td>
</tr>
<tr>
<td>Triadic Spectral</td>
<td>35.76</td>
<td>38.96</td>
<td>36.86</td>
<td></td>
</tr>
<tr>
<td>Triadic k-Means</td>
<td>52.22</td>
<td>27.43</td>
<td>35.96</td>
<td></td>
</tr>
<tr>
<td>Triframes CW</td>
<td>18.05</td>
<td>12.72</td>
<td>14.92</td>
<td></td>
</tr>
<tr>
<td>Whole</td>
<td>24.14</td>
<td>19.09</td>
<td>36.99</td>
<td></td>
</tr>
<tr>
<td>Singletons</td>
<td>0.00</td>
<td>27.21</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

Verb Clustering Experiment. Table 4 presents results on the second dataset for the best models identified on the first dataset. The LDA-Frames yielded the best results with our approach performing comparably in terms of the $F_1$-score. We attribute the low performance of the Triframes method based on CW clustering to its hard partitioning output, whereas the evaluation dataset contains fuzzy clusters. Different rankings also suggest that frame induction cannot simply be treated as a verb clustering and requires a separate task.

5 Conclusion

In this paper, we presented the first application of triclustering for unsupervised frame induction. We designed a dataset based on the FrameNet and SVO triples to enable fair corpus-independent evaluations of frame induction algorithms. We tested several triclustering methods as the baselines and proposed a new graph-based triclustering algorithm that yields state-of-the-art results. A promising direction for future work is using the induced frames in applications, such as Information Extraction and Question Answering.

Additional illustrations and examples of extracted frames are available in the supplementary materials. The source code and the data are available online under a permissive license.²

²https://github.com/uhh-lt/triframes
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Abstract

Identification of distinct and independent participants (entities of interest) in a narrative is an important task for many NLP applications. This task becomes challenging because these participants are often referred to using multiple aliases. In this paper, we propose an approach based on linguistic knowledge for identification of aliases mentioned using proper nouns, pronouns or noun phrases with common noun headword. We use Markov Logic Network (MLN) to encode the linguistic knowledge for identification of aliases. We evaluate on four diverse history narratives of varying complexity as well as newswire subset of ACE 2005 dataset. Our approach performs better than the state-of-the-art.

1 Introduction

Identifying aliases of participants in a narrative is crucial for many NLP applications like timeline creation, question-answering, summarization, and information extraction. For instance, to answer a question (in the context of Table 1) When did Napoleon defeat the royalist rebels?, we need to identify Napoleon and the young lieutenant as aliases of Napoleon Bonaparte. Similarly, timeline for Napoleon Bonaparte will be inconsistent with the text, if the young lieutenant is not identified as an alias Napoleon Bonaparte. This will further affect any analysis of the timeline (Bedi et al., 2017).

In the context of narrative analysis, we define –

• A participant as an entity of type PERSON (PER), LOCATION (LOC), or ORGANIZATION (ORG). A participant has a canonical mention,

• A basic participant mention as a sequence of proper nouns (e.g., Napoleon or N. Bonaparte), a pronoun (e.g., he) or a generic NP1 (e.g., a short man or the young lieutenant).

• Independent basic mentions of a participant play primary role in the narrative. Dependent basic mentions play supporting role by qualifying or elaborating independent basic mentions. For each independent mention, we merge all its dependent mentions to create its composite mention.

Note that our notion of dependency is syntactic. A basic mention can be either dependent or independent. A basic mention is said to be dependent if its governor in the dependency parse tree is itself a participant mention; otherwise it is called as independent mention. An independent mention can be a basic (if it does not have any dependent mentions) or a composite mention. An in-

---

1NP with a common noun headword.
dependent composite mention is created by recursively merging all its dependent mentions. For instance, for the phrases *his parents* and *parents of Napoleon*, following are the basic participant mentions - *his*, *Napoleon*, and *parents*. In the dependency parse trees, *parents* is the governor in both cases. Hence, *his* and *Napoleon* would be basic dependent mentions. Final independent composite mentions *his parents* or *parents of Napoleon* are created by merging the dependent mentions with the independent mention *parents*.

In this paper, we focus on identification of independent mentions (basic as well as composite) for any participant in a narrative. The problem of identifying aliases of participants is challenging because even though the standard NLP tools work well to resolve the coreferences among pronouns and named entities, we observed that they perform poorly for generic NPs. For instance, Stanford CoreNLP does not identify the *young lieutenant* and *Napoleon Bonaparte* as the same participant (Table 1); a task we aim to do. This task can be considered as a sub-problem of the standard coreference resolution (Ng, 2017).

We build upon output from any standard coreference resolution algorithm, and improve it significantly to detect the missing aliases.

Our goal is to identify the canonical mentions of all independent participants and their aliases. In this paper, we propose a linguistically grounded algorithm for alias detection. Our algorithm utilizes WordNet hypernym structure for identifying participant mentions. It encodes linguistic knowledge in the form of first order logic rules and performs inference in Markov Logic Networks (MLN) (Richardson and Domingos, 2006) for establishing alias links among these mentions.

2 Related Work

Traditionally, alias detection restricts the focus on aliases of named entities which occur as proper nouns (Sapena et al., 2007; Hsiung et al., 2005) using lexical, semantic, and social network analysis. This ignores the aliases which occur as generic NPs. Even in the coreference resolution, recently (Peng et al., 2015a,b) the focus has come back to generic NP aliases by detecting mention heads. Peng et al. (2015b) propose a notion of *Predicate Schemas* to capture interaction between entities at predicate level and instantiate them using knowledge sources like Wikipedia. These instances of Predicate Schemas are then compiled into constraints in an Integer Linear Programming (ILP) based formulation to resolve coreferences. In addition to pronouns, our approach focuses on identification of common noun based aliases of a participant using MLN.

MLN has been used to solve the problem of coreference resolution (Poon and Domingos, 2008; Song et al., 2012). Our work differs from them as we build upon output of off-the-shelf coreference resolution system, rather than identifying aliases/coreferences from scratch. This helps in exploiting the strengths (such as linking pronoun mentions to their antecedents) of the existing systems and overcome the weaknesses (such as resolving generic NP mentions) by incorporating additional linguistic knowledge.

A more general and challenging problem in-
volves resolution of bridging descriptions which study relationships between a definite description and its antecedent. As noted in (Vieira and Teufel, 1997; Poesio et al., 1997), bridging descriptions consider many different types of relationships between a definite description (definite generic NP) and its antecedent; e.g., synonymy, hyponymy, meronymy, events, compound nouns, etc. However, in this paper we focus on identity type of relationships only. Further, Vieira and Teufel (1997) use WordNet to identify these relationship types between definite descriptions. As described in Phase-I of algorithm 1 (Section 3), we use WordNet for a completely different purpose of identifying participant type.2 Gardent and Kow (2003) presented a corpus study of bridging definite descriptions and their typologies. They have identified several types of bridging relations like set-partition, event-argument etc.

3 Our Approach

Our approach has three broad phases: (I) Identification of participants, (II) MLN based formulation to identify aliases, and (III) Composite mention creation. We use a Unified Linguistic Denotation Graph (ULDG) representation of NLP-processed sentences in the input narrative. The ULDG unifies output from various stages of NLP pipeline such as dependency parsing, NER and coreference resolution, e.g., Figure 1 shows a sample ULDG.

Definition: A ULDG $G(V, E_d, E_p, E_a)$, corresponding to a set $S$ of $n$ sentences, is a vertex-labeled and edge-labeled graph. A node $u \in V$ corresponds to a token in $S$ and its label is defined as: $L_u = (s, t, token, POS, p, a)$; where $s$ : sentence index, $t$ : token index, $token$ : part-of-speech tag of token, $p$ denotes participant type ($p \in \{PER, ORG, LOC, OTHER (OTH)\}$) if $u$ is a headword of a participant mention and $a$ denotes canonical participant mention of corresponding group of aliases. There are three types of edges

- $E_d = \{(u, v, dep) \} :$ directed dependency edge labelled with dep (dependency relation), which connects a governor (parent) token $u$ to its dependent token $v$; e.g., (sent, parent, nsubj)
- $E_p = \{(u, v) \} :$ directed edge, which connects headword $u$ of a participant phrase to its each constituent word $v$; e.g., (bonaparte, Napoleon)
- $E_a = \{(u, v) \} :$ undirected edge, which connects nodes $u$ and $v$ which are headwords of aliases of the same participant; e.g., (him, Bonaparte)

Our approach has been summarized in Algorithm 1. Its input is an ULDG $G(V, E_d, E_p, E_a)$ for a set $S$ of given sentences. We initialize $V$, $E_d$, $E_p$ and $E_a$ using any standard dependency parser, NER and coreference resolution techniques.

Algorithm 1: \textit{identify_participants, \& aliases}

Our algorithm modifies the input ULDG inplace by updating node labels, $E_p$ and $E_a$. Figure 1 shows an example of initialized input ULDG, which gets transformed by our algorithm to the output ULDG shown in Figure 2.

Phase-I: In this phase, we update participant type

---

2Further details are available in Figure A.1 and Table A.2 in the supplementary material.

3We use Stanford CoreNLP Toolkit (Manning et al., 2014)
of headword $h$ of a generic NP if its WordNet hypernyms contain PER/ORG/LOC indicating synsets. We also add new $E'_p$ edges from $h$ to dependent nodes of $h$ using dependency relations compound, amod or det (de Marneffe et al., 2014) to get corresponding mention boundaries. The function $\text{resolveParticipantTypeConflict}()$ ensures that participant types of all nodes in a single clique in $E_a$ are same by giving higher priority to NER-induced type than WordNet-induced type.

**Phase-II:** In this phase, we encode linguistic rules in MLN to add new $E_a$ edges. As elaborated by Mojica and Ng (2016), MLN gives the benefits of (i) ability to employ soft constraints, (ii) compact representation, and (iii) ease of specification of domain knowledge.

The predicates and key first-order logic rules are described in Table 2. Here, Alias$(x, y)$ is the only query predicate. Others are evidence predicates, whose observed groundings are specified using $G$. As we use a combination of hard rules (i.e., rules with infinite weight) and soft rules (i.e., rules with finite weights), probabilistic inference in MLN is necessary to get find most likely groundings of the predicate-Alias$(x, y)$. As the goal is to minimize supervision and to avoid dependence on annotated data, we rely on domain knowledge in the current version to set the MLN rule weights.

**Phase-III:** In this phase, we extract an auxiliary subgraph $G'(V', E') \subset G$; where $V'$ contains only those nodes which correspond to headwords of basic participant mentions and $E'$ contains only those edges incident on nodes in $V'$ and labeled with appos or nmod. We identify each independent participant mention in $G'$ and merge its dependent mentions using depth first search (DFS) on $G'$.

Finally, each clique in $E_a$ represents aliases of an unique participant. We use the earliest non-pronoun mention in text order as the canonical mention for that clique.

### 4 Experimental Analysis

**Datasets:** We evaluate our approach on history narratives as they are replete with challenging cases of alias detection. We choose public narratives of varying linguistic complexity to cover a spectrum of history: (i) famous personalities: Napoleon (Nap) (Littel, 2008), and Mao Zedong (Mao) (Wikipedia, 2018), (ii) a key event: Battle of Haldighati (BoH) (Chandra, 2007), and (iii) a major phenomenon: Fascism (Fas) (Littel, 2008).

We manually annotated these datasets for the independent participant mentions and their aliases. For each alias group of participant mentions we use earliest non-pronoun mention as its canonical mention.

We also evaluate it on the newswire subset (ACE$_{new}$) of standard ACE 2005 dataset (Walker et al., 2006). Entity mention annotations were transformed such that only independent entity mentions and their aliases are used. We relied on Nap dataset to develop intuition for designing

---

*The annotated datasets are released with this draft.*

*Transformation scripts are released as supplementary material.*

---

<table>
<thead>
<tr>
<th>Predicates</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEType$(x, y)$</td>
<td>$y$ is entity type of participant $x$</td>
</tr>
<tr>
<td>CopulaConnect$(x, y)$</td>
<td>Participants $x$ and $y$ are connected through a copula or a “copula-like” verb in $E_d$ (e.g., become)</td>
</tr>
<tr>
<td>Conj$(x, y)$</td>
<td>Participants $x$ and $y$ are connected by a conjunction in $E_d$</td>
</tr>
<tr>
<td>DiffVerbConnect$(x, y)$</td>
<td>Participants $x$ and $y$ are connected through a “differentiating” verb or a copula-like verb in $E_d$ (e.g. tell)</td>
</tr>
<tr>
<td>LexSim$(x, y)$</td>
<td>Participants $x$ and $y$ are lexically similar, i.e. having low edit distance</td>
</tr>
<tr>
<td>Alias$(x, y)$</td>
<td>Participants $x$ and $y$ are aliases of each other (used as a query predicate)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hard rules</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alias$(x, y)$; Alias$(x, z)$ ⇒ Alias$(y, z)$</td>
<td>Reflexivity and symmetry of aliases</td>
</tr>
<tr>
<td>Alias$(x, y)$ &amp; Alias$(y, z)$ ⇒ Alias$(x, z)$</td>
<td>Transitivity of aliases</td>
</tr>
<tr>
<td>Alias$(x, y)$ &amp; - Alias$(y, z)$ ⇒ - Alias$(x, z)$</td>
<td>If $x$ and $y$ are aliases, their entity types should be same</td>
</tr>
<tr>
<td>Conj$(x, y)$ ⇒ ¬ Alias$(x, y)$</td>
<td>If $x$ and $y$ are conjuncts, then they are less likely to be aliases</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Soft rules</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CopulaConnect$(x, y)$ ⇒ Alias$(x, y)$</td>
<td>If $x$ and $y$ are connected through a copula or copula-like verb in $E_d$, then they are aliases of each other</td>
</tr>
<tr>
<td>LexSim$(x, y)$ ⇒ Alias$(x, y)$</td>
<td>If $x$ and $y$ are lexically similar, then they are likely to be aliases</td>
</tr>
<tr>
<td>DiffVerbConnect$(x, y)$ ⇒ ¬ Alias$(x, y)$</td>
<td>If $x$ and $y$ are subjects / objects of a “differentiating” verb, then they are not likely to be aliases of each other</td>
</tr>
</tbody>
</table>

Table 2: MLN Predicates and Rules
the algorithm and tuning of MLN rules. All other datasets (ACE, BoH, Fas, and Mao) are unseen, independent test datasets.

**Baselines:** B1 is a standard approach to this problem where output of NER and coreference components of Stanford CoreNLP toolkit are combined to detect aliases. B2 is the state-of-the-art coreference resolution system based on (Peng et al., 2015a,b). M is our proposed alias detection approach (Algorithm 1).

**Evaluation:** The performance of all the approaches is evaluated at two levels: all independent participant mentions (i.e., participant detection) and their links with canonical mentions (i.e., participant linking). We use the standard F1 metric to measure performance of participant detection. For participant linking, we evaluate (Pradhan et al., 2014) the combined performance of participant mention identification and alias detection using the standard evaluation metrics, MUC (Vilain et al., 1995), BCUB (Bagga and Baldwin, 1998), Entity-based CEAF (CEAF) (Luo, 2005) and their average.

**Results:** Results of the quantitative evaluation are summarized in Table 3. We observe that the proposed approach outperforms other baselines on all datasets.

<table>
<thead>
<tr>
<th>Dataset &amp; Approach</th>
<th>Participant mentions</th>
<th>Canonical mentions &amp; aliases</th>
<th>BCUB</th>
<th>MUC</th>
<th>CEAFe</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE</td>
<td>53.1</td>
<td>38.3</td>
<td>49.4</td>
<td>30.3</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>62.9</td>
<td>45.0</td>
<td>50.2</td>
<td>42.5</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>70.2</td>
<td>52.0</td>
<td>56.7</td>
<td>50.5</td>
<td></td>
</tr>
<tr>
<td>Nap</td>
<td>60.5</td>
<td>49.4</td>
<td>69.4</td>
<td>32.3</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>73.9</td>
<td>56.4</td>
<td>70.2</td>
<td>50.1</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>86.3</td>
<td>74.1</td>
<td>79.0</td>
<td>63.6</td>
<td></td>
</tr>
<tr>
<td>BoH</td>
<td>61.7</td>
<td>39.9</td>
<td>56.2</td>
<td>36.2</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>65.6</td>
<td>45.0</td>
<td>56.9</td>
<td>40.8</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>73.5</td>
<td>50.9</td>
<td>66.9</td>
<td>46.3</td>
<td></td>
</tr>
<tr>
<td>Fas</td>
<td>56.8</td>
<td>40.1</td>
<td>59.3</td>
<td>31.8</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>61.6</td>
<td>41.0</td>
<td>54.6</td>
<td>40.3</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>70.3</td>
<td>55.3</td>
<td>64.6</td>
<td>51.5</td>
<td></td>
</tr>
<tr>
<td>Mao</td>
<td>60.1</td>
<td>47.4</td>
<td>62.4</td>
<td>38.1</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>49.1</td>
<td>29.0</td>
<td>41.9</td>
<td>29.8</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>78.9</td>
<td>64.1</td>
<td>73.9</td>
<td>60.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Experimental results (F1 metric in %). B1 is combined output of NER and Coreference modules of (Manning et al., 2014). B2 is (Peng et al., 2015a). M is proposed method.

Correct identification of generic NPs as participant mentions, and accurate addition of alias edges due to MLN formulation lead to improved performance of Algorithm 1; e.g., in Table 1, the baselines fail to detect a lieutenant as an alias for Napoleon Bonaparte, but the proposed approach succeeds as it exploits MLN rule $\text{CopulaConnect}(x, y) \Rightarrow \text{Alias}(x, y)$. As an illustration of the proposed approach, Table 4 shows the participant mentions and their corresponding canonical mentions for the example text in Table 1.

<table>
<thead>
<tr>
<th>Sent. no.</th>
<th>Participant Mention</th>
<th>Canonical Mention</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Napoleon Bonaparte</td>
<td>Napoleon Bonaparte</td>
</tr>
<tr>
<td>1</td>
<td>a short man</td>
<td>Napoleon Bonaparte</td>
</tr>
<tr>
<td>2</td>
<td>he</td>
<td>Napoleon Bonaparte</td>
</tr>
<tr>
<td>2</td>
<td>his parents</td>
<td>his parents</td>
</tr>
<tr>
<td>2</td>
<td>him</td>
<td>Napoleon Bonaparte</td>
</tr>
<tr>
<td>3</td>
<td>a military school in France</td>
<td>a military school in France</td>
</tr>
<tr>
<td>3</td>
<td>royalist rebels</td>
<td>royalist rebels</td>
</tr>
<tr>
<td>5</td>
<td>the National Convention</td>
<td>the National Convention</td>
</tr>
<tr>
<td>5</td>
<td>a government official</td>
<td>a government official</td>
</tr>
<tr>
<td>5</td>
<td>the young lieutenant</td>
<td>Napoleon Bonaparte</td>
</tr>
<tr>
<td>5</td>
<td>the delegates</td>
<td>the delegates</td>
</tr>
</tbody>
</table>

Table 4: Output of Algorithm 1 for sentences in Table 1

### 5 Conclusions

Alias detection is an important and challenging NLP problem. We proposed a linguistically grounded approach to identify aliases of participants in a narrative. We observed that WordNet hypernym tree helps in identification of participant aliases mentioned using generic NPs. MLN proved to be an effective framework to encode linguistic knowledge and achieve better alias detection performance. Our approach was evaluated on history narratives which pose challenging alias detection cases and demonstrated better performance than the state-of-the-art approach. Our goal in current paper was to improve the output by exploiting the strengths (such as linking pronoun mentions to their antecedents) of off-the-shelf coreference algorithms and to overcome their weaknesses (such as resolving generic noun phrase mentions). As part of future work, we are planning to enhance existing MLN frameworks for coreference resolution by integrating the proposed MLN predicates and rules.
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Abstract

We present a new architecture for named entity recognition. Our model employs multiple independent bidirectional LSTM units across the same input and promotes diversity among them by employing an inter-model regularization term. By distributing computation across multiple smaller LSTMs we find a reduction in the total number of parameters. We find our architecture achieves state-of-the-art performance on the CoNLL 2003 NER dataset.

1 Introduction

The ability to reason about entities in text is an important element of natural language understanding. Named entity recognition (NER) concerns itself with the identification of such entities. Given a sequence of words, the task of NER is to label each word with its appropriate corresponding entity type. Examples of entity types include Person, Organization, and Location. A special Other entity type is often added to the set of all types and is used to label words which do not belong to any of the other entity types.

Recently, neural network based approaches which use no language-specific resources, apart from unlabeled corpora for training word embeddings, have emerged. There has been a shift of focus from handcrafting better features to designing better neural architectures for solving NER.

In this paper, we propose a new parallel recurrent neural network model for entity recognition. We show that rather than using a single LSTM component, as many other recent architectures have, we instead resort to using multiple smaller LSTM units. This has the benefit of reducing the total number of parameters in our model. We present results on the CoNLL 2003 English dataset and achieve the new state of the art results for models without help from an outside lexicons.

1.1 Related Work

Various approaches have been proposed to NER. Many of these approaches rely on handcrafted feature engineering or language-specific or domain-specific resources (Zhou and Su, 2002; Chieu and Ng, 2002; Florian et al., 2003; Settles, 2004; Nadeau and Sekine, 2007). While such approaches can achieve high accuracy, they may fail to generalize to new languages, new corpora or new types of entities to be identified. Thus, applying such techniques in new domains requires making a heavy engineering investment.

Over time neural methods such as (Chiu and Nichols, 2015; Ma and Hovy, 2016; Luo et al., 2015; Lample et al., 2016) emerged. More recently (Peters et al., 2017; Reimers and Gurevych, 2017; Sato et al., 2017) have set the top benchmarks in the field.

Architecturally, our model is similar to those of (Zhu et al., 2017; Hidasi et al., 2016) with the most pronounced difference being that we (1) apply our parallel RNN units across the same input (2) explore a new regularization term for promoting diversity across what features our parallel RNNs extract and (3) explicitly motivate the architecture with a discussion about parameter complexity.

The need for a wider discussion on parameter complexity in the deep learning community is being pushed by the need to make complex neural models runnable in constrained environment such as field-programmable gate arrays (FPGAs) - for a great discussion relating to running LSTMs on FPGAs see (Guan et al., 2017). Additionally, complex models have proven difficult to use in certain environments.
domains such as embedded systems or finance due
to their slowness. Our architecture lends itself to
parallelization and attempts to tackle this problem.

2 Named Entity Recognition

Named Entity Recognition can be posited as a
standard sequence classification problem where
the dataset $D = \{(X_i, y_i)\}_{i=1}^k$ consists of exam-
ple label pairs where both the examples and the
labels are themselves sequences of word vectors
and entity types, respectively.

Specifically, an input example $X_i = (x_{i,1}, \ldots, x_{i,|X_i|})$ is a variable-length sequence
of word vectors $x_{i,j} \in \mathbb{R}^d$; the example’s
Corresponding label $y_i = (y_{i,1}, \ldots, y_{i,|X_i|})$ is an
equal-length sequence of entity-type labels
$y_{i,j} \in Y$ where $Y$ is the set of all entity type
labels and includes a special other ‘O’-label with
which all words that are not entities are labeled.

The goal is then to learn a parametrized mapping $f_\theta : X \rightarrow y$ from input words to output entity
labels. One of the most commonly used class of
models that handle this mapping are recurrent
neural networks.

2.1 LSTM complexity

Long short term memory (LSTM) models belong
to the family of recurrent neural network (RNN)
models. They are often used as a component of
much larger models, particularly in many NLP
tasks including NER.

Classically, an LSTM cell is defined as follows
(biases excluded for brevity):

\[
\begin{align*}
i_t &= \sigma(W_i h_{t-1} + U_i x_t) \\
f_t &= \sigma(W_f h_{t-1} + U_f x_t) \\
o_t &= \sigma(W_o h_{t-1} + U_o x_t) \\
c_t &= \tanh(W_c h_{t-1} + U_c x_t) \\
h_t &= o_t \odot c_t \\
\end{align*}
\]

One way of measuring the complexity of a
model is through its total number of parameters.
Looking at the above, we note there are two pa-
rameter matrices, $W$ and $U$, for each of the three
input gates and during cell update. If we let $W \in \mathbb{R}^{n \times n}$ and $U \in \mathbb{R}^{n \times m}$ then the total number of pa-
rameters in the model (excluding the bias terms) is
$4(nm + n^2)$ which grows quadratically as $n$ grows.
Thus, increases in LSTM size can substantially in-
crease the number of parameters.

3 Parallel RNNs

To reduce the total number of parameters we split
a single LSTM into multiple equally-sized smaller ones:

\[
h_{k,t} = \text{LSTM}_k(h_{k,t-1}, x)
\]

where $k \in \{1, \ldots, K\}$. This has the effect of
dividing the total number of parameters by a con-
stant factor. The final hidden state $h_t$ is then a
concatenation of the hidden states of the smaller
LSTMs:

\[
h_t = [h_{1,t}; h_{2,t}; \ldots; h_{K,t}]
\]

3.1 Promoting Diversity

To promote diversity amongst the constituent
smaller LSTMs we add a orthogonality penalty
across the smaller LSTMs. Recent research has
used similar methods but applied to single LSTMs
(Vorontsov et al., 2017).

We take the cell update recurrence parameters $W_i$, across LSTMs (we omit the $c$ in the subscript for brevity; the index $i$ runs across the smaller
LSTMs) and for any pair we wish the following to be true:

\[
\langle \vec{W}_i^{(i)}, \vec{W}_i^{(j)} \rangle \approx 0
\]

To achieve this we pack the vectorized parameters into a matrix:

\[
\Phi = \begin{pmatrix}
\vec{W}_1^{(1)} \\
\vec{W}_1^{(2)} \\
\vdots \\
\vec{W}_1^{(N)}
\end{pmatrix}
\]

and apply the following regularization term to
our final loss:

\[
\lambda \sum_i \| \Phi \Phi^\top - I \|^2_F
\]

3.2 Output and Loss

The concatenated output $h_t$ is passed through
a fully connected layer with bias before being
passed through a final softmax layer:

\[
o_t = \text{softmax}(W_{out} h_t + b_{out})
\]
To extract a predicted entity type $\hat{y}_t$ at time $t$, we select the entity type corresponding to the most probable output:

$$\hat{y}_t = \text{argmax}(o_t)$$

The loss is defined as the sum of the softmax cross-entropy losses along the words in the input sequence. More precisely, we denote by $y_t^j \in \{0, 1\}$ a binary indicator variable indicating whether word $x_t$ truly is an entity of type $j$. The loss at time $t$ is then defined to be $L_t = -\sum_j y_t^j \log(o_t^j)$. Thus the overall loss is:

$$L = -\sum_t \sum_j y_t^j \log(o_t^j)$$

### 3.3 Implementation Details

We use bidirectional LSTM as our base recurrent unit and use pretrained word embeddings of size 100. These are the same embeddings used in (Lample et al., 2016). We concatenate to our word embeddings character-level embeddings similar to (Lample et al., 2016) but with a max pooling layer instead. Unlike with the parallel LSTMs, we only use a single character embedding LSTM.

Parameters are initialized using the method described by Glorot and Bengio (Glorot and Bengio, 2010). This approach scales the variance of a uniform distribution with regard to the root of the number of parameters in a layer. This approach has been found to speed up convergence compared to using a unit normal distribution for initialization.

Our model uses variational dropout (Gal and Ghahramani, 2016) between the hidden states of the parallel LSTMs. Recent work has shown this to be very effective at training LSTMs for language models (Merity et al., 2017). In our experiments, we use $p = 0.1$ as our dropping probability.

We experiment with different values of the regularization term parameter but settled on $\lambda = 0.01$. Although vanilla stochastic gradient descent has been effective at training RNNs on language problems (Merity et al., 2017), we found that using the ADAM optimizer (Kingma and Ba, 2014) to be more effective at training our model. We experimented with different values for the learning rate $\alpha$, increasing $\alpha$ from $10^{-3}$ to as high as $5 \times 10^{-3}$ and still obtained good results.

Similarly, we kept a constant size for the character-level embeddings, using a unit bidirectional LSTM output size of $\text{dim}(c_{\text{char}}) = 50$. As previously discussed, we trained the network parameters using stochastic gradient descent (Werbos, 1990), augmented with the Adam optimizer (Kingma and Ba, 2014).

### 3.4 Relation to Ensemble Methods

Our model bears some resemblance to ensemble methods (Freund et al., 1996; Dietterich et al., 2000), which combine multiple “weak learners” into a single “strong learner”; One may view each of the parallel recurrent units of our model as a single “weak” neural network, and may consider our architecture as a way of combining these into a single “strong” network.

Despite the similarities, our model is very different from ensemble methods. First, as opposed to many boosting algorithms (Freund et al., 1996; Schapire and Singer, 1999; Dietterich et al., 2000) we do not “reweigh” training instances based on the loss incurred on them by a previous iteration. Second, unlike ensemble methods, our model is trained end-to-end, as a single large neural network. All the subcomponents are co-trained, so different subparts of the network may focus on different aspects of the input. This avoids redundant repeated computations across the units (and indeed, we encourage diversity between the units using our inter-module regularization). Finally, we note that our architecture does not simply combine the prediction of multiple classifiers; rather, we take the final hidden layer of each of the LSTM units (which contains more information than merely the entity class prediction), and combine this information using a feedforward network. This allows our architecture to examine inter-dependencies between pieces of information computed by the various components.

### 4 Experiments

We achieve state-of-the-art results on the CoNNL 2003 English NER dataset (see Table 1). Although we do not employ additional external resources (language specific dictionaries or gazetteers), our model is competitive even with some of the models that do.

To gain a better understanding of the performance of our model including how its various components affect performance we prepared four additional tables of runs.

Table 2 shows performance as a function of the number of RNN units with a fixed unit size. The
Table 1: English NER F1 score of our model on the test set of CoNLL-2003 (English). During training we optimize for the development set and report test set results for our best performing development set model. The bounded F1 results we report (±0.22) are taken after 10 runs. For the purpose of comparison, we also list F1 scores of previous top-performance systems.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Chieu and Ng, 2002)</td>
<td>88.31</td>
</tr>
<tr>
<td>(Florian et al., 2003)</td>
<td>88.76</td>
</tr>
<tr>
<td>(Ando and Zhang, 2005)</td>
<td>89.31</td>
</tr>
<tr>
<td>(Collobert et al., 2011)‡</td>
<td>89.59</td>
</tr>
<tr>
<td>(Huang et al., 2015)‡†</td>
<td>90.10</td>
</tr>
<tr>
<td>(Chiu and Nichols, 2015)‡</td>
<td>90.77</td>
</tr>
<tr>
<td>(Ando and Zhang, 2005)</td>
<td>90.80</td>
</tr>
<tr>
<td>(Lin and Wu, 2009)</td>
<td>90.90</td>
</tr>
<tr>
<td>(Passos et al., 2014)‡+</td>
<td>90.90</td>
</tr>
<tr>
<td>(Lample et al., 2016)‡</td>
<td>90.94</td>
</tr>
<tr>
<td>(Luo et al., 2015)‡†</td>
<td>91.20</td>
</tr>
<tr>
<td>(Ma and Hovy, 2016)‡†</td>
<td>91.21</td>
</tr>
<tr>
<td>(Sato et al., 2017)</td>
<td>91.28</td>
</tr>
<tr>
<td>(Chiu and Nichols, 2015)‡+</td>
<td>91.62</td>
</tr>
<tr>
<td>(Peters et al., 2017)‡+</td>
<td>91.93</td>
</tr>
<tr>
<td>This paper‡</td>
<td>91.48 ±0.22</td>
</tr>
</tbody>
</table>

Table 2: Performance as a function of the number of RNN units with a fixed unit size of 64; averaged across 5 runs apart from the 16 unit (average across 10 runs).

<table>
<thead>
<tr>
<th># RNN units</th>
<th>Unit size</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1024</td>
<td>87.54</td>
</tr>
<tr>
<td>2</td>
<td>512</td>
<td>91.25</td>
</tr>
<tr>
<td>4</td>
<td>256</td>
<td>91.29</td>
</tr>
<tr>
<td>8</td>
<td>128</td>
<td>91.31</td>
</tr>
<tr>
<td>16</td>
<td>64</td>
<td>91.48 ±0.22</td>
</tr>
<tr>
<td>32</td>
<td>32</td>
<td>90.60</td>
</tr>
<tr>
<td>64</td>
<td>16</td>
<td>90.79</td>
</tr>
<tr>
<td>128</td>
<td>8</td>
<td>90.41</td>
</tr>
</tbody>
</table>

Table 3: Performance of our model with various unit sizes resulting in a fixed final output size $h_t$. Single runs apart from with size 64.

<table>
<thead>
<tr>
<th>Unit size</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>89.78</td>
</tr>
<tr>
<td>16</td>
<td>89.77</td>
</tr>
<tr>
<td>32</td>
<td>90.26</td>
</tr>
<tr>
<td>64</td>
<td>91.48 ±0.22</td>
</tr>
<tr>
<td>128</td>
<td>89.28</td>
</tr>
</tbody>
</table>

Table 4: Performance as a function of the unit size for our best performing model (16 biLSTM units). Single runs apart from with size 64.

<table>
<thead>
<tr>
<th>Component</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>No character embeddings</td>
<td>90.39</td>
</tr>
<tr>
<td>No orthogonal regularization</td>
<td>90.79</td>
</tr>
<tr>
<td>No Xavier initialization</td>
<td>91.09</td>
</tr>
<tr>
<td>No variational dropout</td>
<td>91.03</td>
</tr>
<tr>
<td>Mean pool instead of concat</td>
<td>90.49</td>
</tr>
</tbody>
</table>

Table 5: Impact of various architectural decisions on our best performing model (16 biLSTM units, 64 unit size). Single runs.

5 Conclusion

We achieve state-of-the-art results on the CoNLL 2003 English dataset and introduce a new model motivated primarily by its ability to be easily distributable and reduce the total number of parameters. Further work should be done on evaluating it across different classification and sequence classification tasks to study its performance. Additionally, a run-time analysis show be conducted to compare speedups if the model is parallelized across CPU cores.
References


Type-Sensitive Knowledge Base Inference
Without Explicit Type Supervision

Prachi Jain*1 and Pankaj Kumar*1 and Mausam1 and Soumen Chakrabarti2

1Indian Institute of Technology, Delhi
{p6.jain, k97.pankaj}@gmail.com, mausam@cse.iitd.ac.in

2Indian Institute of Technology, Bombay
soumen@cse.iitb.ac.in

Abstract

State-of-the-art knowledge base completion (KBC) models predict a score for every known or unknown fact via a latent factorization over entity and relation embeddings. We observe that when they fail, they often make entity predictions that are incompatible with the type required by the relation. In response, we enhance each base factorization with two type-compatibility terms between entity-relation pairs, and combine the signals in a novel manner. Without explicit supervision from a type catalog, our proposed modification obtains up to 7% MRR gains over base models, and new state-of-the-art results on several datasets. Further analysis reveals that our models better represent the latent types of entities and their embeddings also predict supervised types better than the embeddings learned by baseline models.

1 Introduction

Knowledge bases (KBs) store facts in the form of relations (r) between subject entity (s) and object entity (o), e.g., ⟨Obama, born-in, Hawaii⟩. Since KBs are typically incomplete (Bollacker et al., 2008), the task of KB Completion (KBC) attempts to infer new tuples from a given KB. Neural approaches to KBC, e.g., Complex (Trouillon et al., 2016) and DistMult (Yang et al., 2015), calculate the score \( f(s, r, o) \) of a tuple \( (s, r, o) \) via a latent factorization over entity and relation embeddings, and use these scores to predict the validity of an unseen tuple.

A model is evaluated over queries of the form \( (s^*, r^*, o) \). It ranks all entities o in the descending order of tuple scores \( f(s^*, r^*, o) \), and credit is assigned based on the rank of gold entity \( o^* \). Our preliminary analysis of DistMult (DM) and Complex (CX) reveals that they make frequent errors by ranking entities that are not compatible with types expected as arguments of \( r^* \) high. In 19.5% of predictions made by DM on FB15K, the top prediction has a type different from what is expected (see Table 1 for illustrative examples).

In response, we propose a modification to base models (DM, Complex) by explicitly modeling type compatibility. Our modified function \( f'(s, r, o) \) is the product of three terms: the original tuple score \( f(s, r, o) \), subject type-compatibility between \( r \) and \( s \), and object type-compatibility between \( r \) and \( o \). Our type-sensitive models, TypeDM and TypeComplex, do not expect any additional type-specific supervision — they induce all embeddings using only the original KB.

Experiments over three datasets show that all typed models outperform base models by significant margins, obtaining new state-of-the-art results in several cases. We perform additional analyses to assess if the learned embeddings indeed capture the type information well. We find that embeddings from typed models can predict known symbolic types better than base models.

Finally, we note that an older model called E (Riedel et al., 2013) can be seen as modeling type compatibilities. Moreover, previous work has explored additive combinations of DM and E (Garcia-Duran et al., 2015b; Toutanova and Chen, 2015). We directly compare against these models and find that, our proposal outperforms both E, DM and their linear combinations.

We contribute open-source implementations1 of all models and experiments discussed in this paper

---

1https://github.com/dair-iitd/KBI
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2 Background and Related Work

We are given an incomplete KB with entities E and relations R. The KB also contains T = \{(s, r, o)\}, a set of known valid tuples, each with subject and object entities s, o ∈ E, and relation r ∈ R. Our goal is to predict the validity of any tuple not present in T. Popular top performing models for this task are Complex and DM.

In Complex, each entity e (resp., relation r) is represented as a complex vector \(a_e \in \mathbb{C}^D\) (resp., \(b_r \in \mathbb{C}^D\)). Tuple score \(f_{\text{Complex}}(s, r, o) = \sum_{d=1}^{D} a_{sd} \cdot b_{rd} \cdot a_{od}^*\), where \(\Re(z)\) is real part of \(z\), and \(z^*\) is complex conjugate of \(z\). Holographic embeddings (Nickel et al., 2016) are algebraically equivalent to Complex. In DM, each entity e is represented as a vector \(a_e \in \mathbb{R}^D\), each relation r as a vector \(b_r \in \mathbb{R}^D\), and the tuple score \(f_{\text{DM}}(s, r, o) = \langle a_s, b_r, a_o \rangle = \sum_{d=1}^{D} a_{sd} b_{rd} a_{od}\). Earlier, Riedel et al. (2013) proposed a different model called E: relation r is represented by two vectors \(v_r, w_r \in \mathbb{R}^D\), and the tuple score \(f_{E}(s, r, o) = a_s \cdot v_r + a_o \cdot w_r\). E may be regarded as a relation prediction model that depends purely on type compatibility checking.

Observe that, in \(\langle a_s, b_r, a_o \rangle\), \(b_r\) mediates a direct compatibility between \(s\) and \(o\) for relation \(r\), whereas, in \(a_s, v_r + a_o, w_r\), we are scoring how well \(s\) can serve as subject and \(o\) as object of the relation \(r\). Thus, in the second case, \(a_e\) is expected to encode the type(s) of entity \(e\), where, by ‘type’, we loosely mean “information that helps decide if \(e\) can participate in a relation \(r\), as subject or object.”

Heuristic filtering of the entities that do not match the desired type at test time has been known to improve accuracy (Toutanova et al., 2015; Krompaß et al., 2015). Our typed models formalize this within the embeddings and allow for discovery of latent types without additional data. Krompaß et al. (2015) also use heuristic typing of entities for generating negative samples while training the model. Our experiment finds that this approach is not very competitive against our typed models.

3 TypeDM and TypeComplex

Representation: We start with DM as the base model; the Complex case is identical. The first key modification (see Figure 1) is that each entity \(e\) is now represented by two vectors: \(u_e \in \mathbb{R}^K\) to encode type information, and \(a_e \in \mathbb{R}^{D'}\) to encode information. Typically, \(K \ll D'\). The second, concomitant modification is that each relation \(r\) is now associated with three vectors: \(b_r \in \mathbb{R}^{D'}\) as before, and also \(v_r, w_r \in \mathbb{R}^K\). \(v_r\) and \(w_r\) encode the expected types for subject and object entities.

An ideal way to train type embeddings would be to provide canonical type signatures for each relation and entity. Unfortunately, these aspects of realistic KBs are themselves incomplete (Nee-lakantan and Chang, 2015; Murty et al., 2018). Our models train all embeddings using T only and don’t rely on any explicit type supervision.

DM uses \((E + R)D\) model weights for a KB with \(R\) relations and \(E\) entities, whereas TypeDM uses \(E(D' + K) + R(D' + 2K)\). To make comparisons fair, we set \(D'\) and \(K\) so that the total number of model weights (real or complex) are about the same for base and typed models.

![Figure 1: TypeDM and TypeComplex.](image-url)

Prediction: DM’s base prediction score for tuple \((s, r, o)\) is \(\langle a_s, b_r, a_o \rangle\). We apply a (sigmoid) nonlinearity:

\[
f(s, r, o) = \sigma(\langle a_s, b_r, a_o \rangle),
\]

and then combine with two additional terms that measure type compatibility between the subject and the relation, and the object and the relation:

\[
f'(s, r, o) = f(s, r, o)C_x(s, r) C_y(o, r),
\]

where \(C_x(e, r)\) is a function that measures the compatibility between the type embedding of \(e\) for a given argument slot of \(r\):

\[
C_x(e, r) = \sigma(x_r \cdot u_e)
\]

If each of the three terms in Equation 2 is interpreted as a probability, \(f'(s, r, o)\) corresponds to a simple logical AND of the three conditions.

We want \(f'(s, r, o)\) to be almost 1 for positive instances (tuples known to be in the KG) and close to 0 for negative instances (tuples not in the KG). For a negative instance, one or more of the three terms may be near zero. There is no guidance to the learner on which term to drive down.
Contrastive Sampling: Training data consist of positive gold tuples \((s, r, o)\) and negative tuples, which are obtained by perturbing each positive tuple by replacing either \(s\) or \(o\) with a randomly sampled \(s'\) or \(o'\). This offers the learning algorithm positive and negative instances. The models are trained such that observed tuples have higher scores than unobserved ones.

Loss Functions: We implement two common loss objectives. The log-likelihood loss first computes the probability of predicting a response \(o\) for a query \((s, r, ?)\) as follows:

\[
\Pr(o|s, r) = \frac{\exp(\beta f'(s, r, o))}{\sum_{o'} \exp(\beta f'(s, r, o'))}
\]

Because \(f' \in [0, 1]\) for typed models, we scale it with a hyper-parameter \(\beta > 0\) (a form of inverse temperature) to allow \(\Pr(o|s, r)\) to take values over the full range \([0, 1]\) in loss minimization.

The sum over \(o'\) in the denominator is sampled based on contrastive sampling, so the left hand side is not a formal probability (exactly as in DM). A similar term is added for \(Pr(s|r, o)\). The log-likelihood loss minimizes:

\[
- \sum_{(s, r, o) \in \mathcal{P}} \left( \log \Pr(o|s, r; \theta) + \log \Pr(s|r, o; \theta) \right)
\]

The summation is over \(\mathcal{P}\) which is the set of all positive facts. Following Trouillon et al. (2016), we also implement the **logistic loss**

\[
\sum_{(s, r, o) \in \mathcal{T}} \log \left[ 1 + e^{-Y_{sro} f'(s, r, o)} \right]
\]

Here \(Y_{sro}\) is 1 if the fact \((s, r, o)\) is true and \(-1\) otherwise. Also, \(\mathcal{T}\) is the set of all positive facts along with the negative samples. With logistic loss, model weights \(\theta\) are L2-regularized and gradient norm is clipped at 1.

4 Experiments

**Datasets:** We evaluate on three standard data sets, FB15K, FB15K-237, and YAGO3-10 (Bordes et al., 2013; Toutanova et al., 2015; Dettmers et al., 2017). We retain the exact train, dev and test folds used in previous works. TypeDM and TypeComplex are competitive on the WN18 data set (Bordes et al., 2013), but we omit those results, as WN18 has 18 very generic relations (e.g., hyponym, hypernym, antonym, meronym), which do not give enough evidence for inducing types.

**Metrics:** As is common, we regard test instances \((s, r, ?)\) as a task of ranking \(o\), with gold \(o^*\) known. We report MRR (Mean Reciprocal Rank) and the fraction of queries where \(o^*\) is recalled within rank 1 and rank 10 (HITS). The filtered evaluation (Garcia-Duran et al., 2015a) removes valid train or test tuples ranking above \((s, r, o^*)\) for scoring purposes.

**Hyperparameters:** We run AdaGrad for up to 1000 epochs for all losses, with early stopping on the dev fold to prevent overfitting. All the models generally converge after 300-400 epochs, except TypeDM that exhausts 1000 epochs. E, DM, DM+E and Complex use 200 dimensional vectors. All except E perform best with logistic loss and 20 negative samples (obtained by randomly corrupting \(s\) and \(r\)) per positive fact. This is determined by doing a hyperparameter search on a set \(\{10, 20, 50, 100, 200, 400\}\).

For typed models we first perform hyperparameter search for size of type embeddings \((K)\) such that total entity embedding size remains 200. We get the best results at \(K = 20\), from among values in \(\{10, 20, 30, 50, 80, 100, 120\}\). This hyperparameter search is done for the TypeDM model (which is faster to train than TypeComplex) on FB15k dataset, and the selected split is used for

<table>
<thead>
<tr>
<th>Model</th>
<th>Embedding dimensions</th>
<th>Number of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>200</td>
<td>3,328,200</td>
</tr>
<tr>
<td>DM+E</td>
<td>100+100</td>
<td>3,393,700</td>
</tr>
<tr>
<td>DM</td>
<td>200</td>
<td>3,259,200</td>
</tr>
<tr>
<td>TypeDM</td>
<td>180+19</td>
<td>3,268,459</td>
</tr>
<tr>
<td>Complex</td>
<td>200</td>
<td>6,518,400</td>
</tr>
<tr>
<td>TypeComplex</td>
<td>180+19</td>
<td>6,201,739</td>
</tr>
</tbody>
</table>

Table 2: Sizes were approximately balanced between base and typed models (FB15K).
Table 3: KBC performance for base, typed, and related formulations. Typed models outperform their base models across all datasets.

<table>
<thead>
<tr>
<th>Model</th>
<th>FB15K</th>
<th>FB15K237</th>
<th>YAGO3-10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>Hits@1</td>
<td>Hits@10</td>
</tr>
<tr>
<td>E</td>
<td>23.40</td>
<td>17.39</td>
<td>35.29</td>
</tr>
<tr>
<td>DM+E</td>
<td>60.84</td>
<td>49.53</td>
<td>79.70</td>
</tr>
<tr>
<td>DM</td>
<td>67.47</td>
<td>56.52</td>
<td>84.86</td>
</tr>
<tr>
<td>TypeDM</td>
<td>75.01</td>
<td>66.07</td>
<td>87.92</td>
</tr>
<tr>
<td>Complex</td>
<td>70.50</td>
<td>61.00</td>
<td>86.09</td>
</tr>
<tr>
<td>TypeComplex</td>
<td>75.44</td>
<td>66.32</td>
<td>88.51</td>
</tr>
</tbody>
</table>

Table 3 shows that TypeDM and TypeComplex dominate across all data sets. E by itself is understandably weak, and DM+E does not lift it much. Each typed model improves upon the corresponding base model on all measures, underscoring the value of type compatibility scores. To the best of our knowledge, the results of our typed models are competitive with various reported results for models of similar sizes that do not use any additional information, e.g., soft rules (Guo et al., 2018), or textual corpora (Toutanova et al., 2015).

We also compare against the heuristic generation of type-sensitive negative samples (Krompaß et al., 2015). For this experiment, we train a Complex model using this heuristically generated negative set, and use standard evaluation, as in all other models. We find that all the models reported in Table 3 outperform this approach.

Figure 2: Projection of vectors representing entities belonging to frequent KB types \{people, location, organisation, film, sports\}: a: TypeDM, $u_e$; b: TypeDM, $a_e$; c: TypeComplex, $u_e$; d: DM, $a_e$.

5 Analysis of Typed Embeddings

We perform two further analyses to assess whether the embeddings produced by typed models indeed capture type information better. For these experiments, we try to correlate (and predict) known symbolic types of an entity using the unsupervised embeddings produced by the models. We take a fine catalog of most frequent 90 freebase types over the 14,951 entities in the FB15k dataset (Xie et al., 2016). We exclude /common/topic as it occurs with most entities. On an average each entity has 12 associated types.

1. Clustering Entity/Type Embeddings: For this experiment we subselect entities in FB15k that
both to one of the 5 types (people, location, organization, film, and sports) from the Freebase dataset. These cover 84.88% of FB15K entities. We plot the FB15K entities \( e \) using the PCA projection of \( u_e \) and \( a_e \) in Figure 2, color-coding their types. We observe that \( u_e \) separates the type clusters better than \( a_e \), suggesting that \( u_e \) vectors indeed collect type information. We also perform k-means clustering of \( u_e \) and \( a_e \) embeddings of these entities, as available from different models. We report cluster homogeneity and completeness scores (Rosenberg and Hirschberg, 2007) in Table 4. Typed models yield superior clusters.

### 2. Prediction of Symbolic Types

We train a single-layer network that inputs embeddings from various models and predicts a set of symbolic types from the KB. This tells us the extent to which the embeddings capture KB type information (that was not provided explicitly during training). Table 4 reports average macro F1 score (5-fold cross validation). Embeddings from TypeDM and TypeComplex are generally better predictors than embeddings learned by Complex, DM and E. \( u_e \in \mathbb{R}^{19} \) is often better than \( a_e \in \mathbb{R}^{180} \) or more, for typed models. DM+E with 199 model weights narrowly beats TypeDM with 19 weights, but recall that it has poorer KBC scores.

### 6 Conclusion and Future Work

We propose an unsupervised typing gadget, which enhances top-of-the-line base models for KBC (DistMult, Complex) with two type-compatibility functions, one between \( r \) and \( s \) and another between \( r \) and \( o \). Without explicit supervision from any type catalog, our typed variants (with similar number of parameters as base models) substantially outperform base models, obtaining up to 7% MRR improvements and over 10% improvements in the correctness of the top result. To confirm that our models capture type information better, we correlate the embeddings learned without type supervision with existing type catalogs. We find that our embeddings indeed separate and predict types better. In future work, combining type-sensitive embeddings with a focus on less frequent relations (Xie et al., 2017), more frequent entities (Dettmers et al., 2017), or side information such as inference rules (Guo et al., 2018; Jain and Mausam, 2016) or textual corpora (Toutanova et al., 2015) may further increase KBC accuracy. It may also be of interest to integrate the typing approach here with the combinations of tensor and matrix factorization models for KBC (Jain et al., 2018).
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Abstract

We present a novel graph-based neural network model for relation extraction. Our model treats multiple pairs in a sentence simultaneously and considers interactions among them. All the entities in a sentence are placed as nodes in a fully-connected graph structure. The edges are represented with position-aware contexts around the entity pairs. In order to consider different relation paths between two entities, we construct up to $l$-length walks between each pair. The resulting walks are merged and iteratively used to update the edge representations into longer walks representations. We show that the model achieves performance comparable to the state-of-the-art systems on the ACE 2005 dataset without using any external tools.

1 Introduction

Relation extraction (RE) is a task of identifying typed relations between known entity mentions in a sentence. Most existing RE models treat each relation in a sentence individually (Miwa and Bansal, 2016; Nguyen and Grishman, 2015). However, a sentence typically contains multiple relations between entity mentions. RE models need to consider these pairs simultaneously to model the dependencies among them. The relation between a pair of interest (namely “target” pair) can be influenced by other pairs in the same sentence. The example illustrated in Figure 1 explains this phenomenon. The relation between the pair of interest Toefting and capital, can be extracted directly from the target entities or indirectly by incorporating information from other related pairs in the sentence. The person entity (PER) Toefting is directly related with teammates through the preposition with. Similarly, teammates is directly related with the geopolitical entity (GPE) capital through the preposition in. Toefting and capital can be directly related through in or indirectly related through teammates. Substantially, the path from Toefting to teammates to capital can additionally support the relation between Toefting and capital.

Multiple relations in a sentence between entity mentions can be represented as a graph. Neural graph-based models have shown significant improvement in modelling graphs over traditional feature-based approaches in several tasks. They are most commonly applied on knowledge graphs (KG) for knowledge graph completion (Jiang et al., 2017) and the creation of knowledge graph embeddings (Wang et al., 2017; Shi and Weninger, 2017). These models rely on paths between existing relations in order to infer new associations between entities in KGs. However, for relation extraction from a sentence, related pairs are not predefined and consequently all entity pairs need to be considered to extract relations. In addition, state-of-the-art RE models sometimes depend on external syntactic tools to build the shortest dependency path (SDP) between two entities in a sentence (Xu et al., 2015; Miwa and Bansal, 2016). This dependence on external tools leads to domain dependent models.

Figure 1: Relation examples from ACE (Automatic Content Extraction) 2005 dataset (Doddington et al., 2004).
In this study, we propose a neural relation extraction model based on an entity graph, where entity mentions constitute the nodes and directed edges correspond to ordered pairs of entity mentions. The overview of the model is shown in Figure 2. We initialize the representation of an edge (an ordered pair of entity mentions) from the representations of the entity mentions and their context. The context representation is achieved by employing an attention mechanism on context words. We then use an iterative process to aggregate up-to \( l \)-length walk representations between two entities into a single representation, which corresponds to the final representation of the edge.

The contributions of our model can be summarized as follows:

- We propose a graph walk based neural model that considers multiple entity pairs in relation extraction from a sentence.
- We propose an iterative algorithm to form a single representation for up-to \( l \)-length walks between the entities of a pair.
- We show that our model performs comparably to the state-of-the-art without the use of external syntactic tools.

2 Proposed Walk-based Model

The goal of the RE task is given a sentence, entity mentions and their semantic types, to extract and classify all related entity pairs (target pairs) in the sentence. The proposed model consists of five stacked layers: embedding layer, BLSTM Layer, edge representation layer, walk aggregation layer and finally a classification layer.

As shown in Figure 2, the model receives word representations and produces simultaneously a representation for each pair in the sentence. These representations combine the target pair, its context words, their relative positions to the pair entities and walks between them. During classification they are used to predict the relation type of each pair.

2.1 Embedding Layer

The embedding layer involves the creation of \( n_w \), \( n_t \), \( n_p \)-dimensional vectors which are assigned to words, semantic entity types and relative positions to the target pairs. We map all words and semantic types into real-valued vectors \( \mathbf{w} \) and \( \mathbf{t} \) respectively. Relative positions to target entities are created based on the position of words in the sentence. In the example of Figure 1, the relative position of teammates to capital is \(-3\) and the relative position of teammates to Toefting is \(+16\). We embed real-valued vectors \( \mathbf{p} \) to these positions.

2.2 Bidirectional LSTM Layer

The word representations of each sentence are fed into a Bidirectional Long-short Term Memory (BLSTM) layer, which encodes the context representation for every word. The BLSTM outputs new word-level representations \( \mathbf{h} \) (Hochreiter and Schmidhuber, 1997) that consider the sequence of words.

We avoid encoding target pair-dependent information in this BLSTM layer. This has two advantages: (i) the computational cost is reduced as this computation is repeated based on the number of sentences instead of the number of pairs, (ii) we can share the sequence layer among the pairs of a sentence. The second advantage is particularly important as it enables the model to indirectly learn hidden dependencies between the related pairs in the same sentence.

For each word \( t \) in the sentence, we concatenate the two representations from left-to-right and right-to-left pass of the LSTM into a \( n_e \)-dimensional vector, \( \mathbf{e}_t = [\mathbf{h}_t^-; \mathbf{h}_t^+] \).
2.3 Edge Representation Layer

The output word representations of the BLSTM are further divided into two parts: (i) target pair representations and (ii) target pair-specific context representations. The context of a target pair can be expressed as all words in the sentence that are not part of the entity mentions. We represent a related pair as described below.

A target pair contains two entities $e_i$ and $e_j$. If an entity consists of $N$ words, we create its BLSTM representation as the average of the BLSTM representations of the corresponding words, $e = \frac{1}{|I|} \sum_{i \in I} e_i$, where $I$ is a set with the word indices inside entity $e$.

We first create a representation for each pair entity and then we construct the representation for the context of the pair. The representation of an entity $e_i$ is the concatenation of its BLSTM representation $e_i$, the representation of its entity type $t_i$ and the representation of its relative position to entity $e_j$, $p_{ij}$. Similarly, for entity $e_j$ we use its relative position to entity $e_j$, $p_{ji}$. Finally, the representations of the pair entities are as follows:

$$ v_i = [e_i; t_i; p_{ij}] \text{ and } v_j = [e_j; t_j; p_{ji}] .$$

The next step involves the construction of the representation of the context for this pair. For each context word $w_z$ of the target pair $e_i$, $e_j$, we concatenate its BLSTM representation $e_z$, its semantic type representation $t_z$ and two relative position representations: to target entity $e_j$, $p_{zj}$ and to target entity $e_j$, $p_{zj}$. The final representation for a context word $w_z$ of a target pair is, $v_{ijz} = [e_z; t_z; p_{zj}; p_{zj}]$. For a sentence, the context representations for all entity pairs can be expressed as a three-dimensional matrix $C$, where rows and columns correspond to entities and the depth corresponds to the context words.

The context words representations of each target pair are then compiled into a single representation with an attention mechanism. Following the method proposed in Zhou et al. (2016), we calculate weights for the context words of the target-pair and compute their weighted average.

$$ u = q^T \tanh(C_{ij}), \alpha = \text{softmax}(u),$$

$$ c_{ij} = C_{ij} \alpha^T ,$$

where $q \in \mathbb{R}^{n_d}$, $n_d = n_e + n_t + 2n_p$ denotes a trainable attention vector, $\alpha$ is the attended weights vector and $c_{ij} \in \mathbb{R}^{n_d}$ is the context representation of the pair as resulted by the weighted average. This attention mechanism is independent of the relation type. We leave relation-dependent attention as future work.

Finally, we concatenate the representations of the target entities and their context ($\in \mathbb{R}^{n_m}$). We use a fully connected linear layer, $W_s \in \mathbb{R}^{n_m \times n_s}$ with $n_s < n_m$ to reduce the dimensionality of the resulting vector. This corresponds to the representation of an edge or a one-length walk between nodes $i$ and $j$:

$$ v_{ij}^{(1)} = W_s [v_i; v_j; c_{ij}] \in \mathbb{R}^{n_s} .$$

2.4 Walk Aggregation Layer

Our main aim is to support the relation between an entity pair by using chains of intermediate relations between the pair entities. Thus, the goal of this layer is to generate a single representation for a finite number of different lengths walks between two target entities. To achieve this, we represent a sentence as a directed graph, where the entities constitute the graph nodes and edges correspond to the representation of the relation between the two nodes. The representation of one-length walk between a target pair $v_{ij}^{(1)}$, serves as a building block in order to create and aggregate representations for one-to-$l$-length walks between the pair. The walk-based algorithm can be seen as a two-step process: walk construction and walk aggregation. During the first step, two consecutive edges in the graph are combined using a modified bilinear transformation,

$$ f(v_{ik}^{(l)}, v_{kj}^{(l)}) = \sigma \left( v_{ik}^{(l)} \odot (W_b v_{kj}^{(l)}) \right),$$

where $v_{ij}^{(l)} \in \mathbb{R}^{n_b}$ corresponds to walks representation of lengths one-to-$\lambda$ between entities $e_i$ and $e_j$, $\odot$ represents element-wise multiplication, $\sigma$ is the sigmoid non-linear function and $W_b \in \mathbb{R}^{n_b \times n_b}$ is a trainable weight matrix. This equation results in walks of lengths two-to-$2\lambda$.

In the walk aggregation step, we linearly combine the initial walks (length one-to-$\lambda$) and the extended walks (length two-to-$2\lambda$),

$$ v_{ij}^{(2\lambda)} = \beta v_{ij}^{(\lambda)} + (1 - \beta) \sum_{k \neq i, j} f(v_{ik}^{(\lambda)}, v_{kj}^{(\lambda)}),$$

where $\beta$ is a weight that indicates the importance of the shorter walks. Overall, we create a representation for walks of length one-to-two using Equation (3) and $\lambda = 1$. We then create a representation for walks of length one-to-four by re-applying the
equation with $\lambda = 2$. We repeat this process until the desired maximum walk length is reached, which is equivalent to $2\lambda = l$.

### 2.5 Classification Layer

For the final layer of the network, we pass the resulted pair representation into a fully connected layer with a softmax function,

$$y = \text{softmax}(W_r v_{ij}^{(l)} + b_r), \quad (4)$$

where $W_r \in \mathbb{R}^{n_r \times n_r}$ is the weight matrix, $n_r$ is the total number of relation types and $b_r$ is the bias vector.

We use in total $2r+1$ classes in order to consider both directions for every pair, i.e., left-to-right and right-to-left. The first argument appears first in a sentence in a left-to-right relation while the second argument appears first in a right-to-left relation. The additional class corresponds to non-related pairs, namely “no relation” class. We choose the most confident prediction for each direction and choose the positive and most confident prediction when the predictions contradict each other.

### 3 Experiments

#### 3.1 Dataset

We evaluate the performance of our model on ACE 2005\(^1\) for the task of relation extraction. ACE 2005 includes 7 entity types and 6 relation types between named entities. We follow the preprocessing described in Miwa and Bansal (2016).

#### 3.2 Experimental Settings

We implemented our model using the Chainer library (Tokui et al., 2015).\(^2\) The model was trained with Adam optimizer (Kingma and Ba, 2015). We initialized the word representations with existing pre-trained embeddings with dimensionality of 200.\(^3\) Our model did not use any external tools except these embeddings.

The forget bias of the LSTM layer was initialized with a value equal to one following the work of Jozefowicz et al. (2015). We use a batchsize of 10 sentences and fix the pair representation dimensionality to 100. We use gradient clipping, dropout on the embedding and output layers and L2 regularization without regularizing the biases, to avoid overfitting. We also incorporate early stopping with patience equal to five, to chose the number of training epochs and parameter averaging. We tune the model hyper-parameters on the respective development set using the RoBO Toolkit (Klein et al., 2017). Please refer to the supplementary material for the values.

We extract all possible pairs in a sentence based on the number of entities it contains. If a pair is not found in the corpus, it is assigned the “no relation” class. We report the micro precision, recall and F1 score following Miwa and Bansal (2016) and Nguyen and Grishman (2015).

### 4 Results

Table 1 illustrates the performance of our proposed model in comparison with SPTree system Miwa and Bansal (2016) on ACE 2005. We use the same data split with SPTree to compare with their model. We retrained their model with gold entities in order to compare the performances on the relation extraction task. The Baseline corresponds to a model that classifies relations by using only the representations of entities in a target pair.

As it can be observed from the table, the Baseline model achieves the lowest F1 score between the proposed models. By incorporating attention we can further improve the performance by 1.3 percent point (pp). The addition of 2-length walks further improves performance (0.9 pp). The best results among the proposed models are achieved for maximum 4-length walks. By using up-to 8-length walks the performance drops almost by 2 pp. We also compared our performance with Nguyen and Grishman (2015) (CNN) using their data split.\(^4\) For the comparison, we applied our

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPTree</td>
<td>70.1</td>
<td>61.2</td>
<td>65.3</td>
</tr>
<tr>
<td>Baseline</td>
<td>72.5</td>
<td>53.3</td>
<td>61.4*</td>
</tr>
<tr>
<td>No walks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l = 1</td>
<td>71.9</td>
<td>55.6</td>
<td>62.7</td>
</tr>
<tr>
<td>+ Walks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l = 2</td>
<td>69.9</td>
<td>58.4</td>
<td>63.6*</td>
</tr>
<tr>
<td>+ Walks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l = 4</td>
<td>69.7</td>
<td>59.5</td>
<td>64.2*</td>
</tr>
<tr>
<td>+ Walks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l = 8</td>
<td>71.5</td>
<td>55.3</td>
<td>62.4</td>
</tr>
</tbody>
</table>

---

\(^1\)https://catalog.ldc.upenn.edu/ldc2006t06
\(^2\)https://chainer.org/
\(^3\)https://github.com/tticoin/LSTM-ER
\(^4\)The authors kindly provided us with the data split.
Table 2: Relation extraction performance (F1 %) on ACE 2005 development set for different number of entities. * denotes significance at p < 0.05 compared to l = 1.

<table>
<thead>
<tr>
<th># Entities</th>
<th>l = 1</th>
<th>l = 2</th>
<th>l = 4</th>
<th>l = 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>71.2</td>
<td>69.8</td>
<td>72.9</td>
<td>71.0</td>
</tr>
<tr>
<td>3</td>
<td>70.1</td>
<td>67.5</td>
<td>67.8</td>
<td>63.5</td>
</tr>
<tr>
<td>[4, 6)</td>
<td>56.5</td>
<td>59.7</td>
<td>59.3</td>
<td>59.9</td>
</tr>
<tr>
<td>[6, 12)</td>
<td>59.2</td>
<td>64.2</td>
<td>62.2</td>
<td>60.4</td>
</tr>
<tr>
<td>[12, 23)</td>
<td>54.7</td>
<td>59.3</td>
<td>62.3</td>
<td>55.0</td>
</tr>
</tbody>
</table>

We kept the same parameters when we apply our model to this data split. We did not remove any negative examples unlike the CNN model.

best performing model (l = 4). The obtained performance is 65.8 / 58.4 / 61.9 in terms of P / R / F1 (%) respectively. In comparison with the performance of the CNN model, 71.5 / 53.9 / 61.3, we observe a large improvement in recall which results in 0.6 pp F1 increase.

We performed the Approximate Randomization test (Noreen, 1989) on the results. The best walks model has no statistically significant difference with the state-of-the-art SPTree model as in Table 1. This indicates that the proposed model can achieve comparable performance without any external syntactic tools.

Finally, we show the performance of the proposed model as a function of the number of entities in a sentence. Results in Table 2 reveal that for multi-pair sentences the model performs significantly better compared to the no-walks models, proving the effectiveness of the method. Additionally, it is observed that for more entity pairs, longer walks seem to be required. However, very long walks result to reduced performance (l = 8).

5 Related Work

Traditionally, relation extraction approaches have incorporated a large variety of hand-crafted features to represent related entity pairs (Hermann and Blunsom, 2013; Miwa and Sasaki, 2014; Nguyen and Grishman, 2014; Gormley et al., 2015). Recent models instead employ neural network architectures and achieve state-of-the-art results without heavy feature engineering. Neural network techniques can be categorized into recurrent neural networks (RNNs) and convolutional neural networks (CNNs). The former is able to encode linguistic and syntactic properties of long word sequences, making them preferable for sequence-related tasks, e.g. natural language generation (Goyal et al., 2016), machine translation (Sutskever et al., 2014).

State-of-the-art systems have proved to achieve good performance on relation extraction using RNNs (Cai et al., 2016; Miwa and Bansal, 2016; Xu et al., 2016; Liu et al., 2015). Nevertheless, most approaches do not take into consideration the dependencies between relations in a single sentence (dos Santos et al., 2015; Nguyen and Grishman, 2015) and treat each pair separately. Current graph-based models are applied on knowledge graphs for distantly supervised relation extraction (Zeng et al., 2017). Graphs are defined on semantic types in their method, whereas we built entity-based graphs in sentences. Other approaches also treat multiple relations in a sentence (Gupta et al., 2016; Miwa and Sasaki, 2014; Li and Ji, 2014), but they fail to model long walks between entity mentions.

6 Conclusions

We proposed a novel neural network model for simultaneous sentence-level extraction of related pairs. Our model exploits target and context pair-specific representations and creates pair representations that encode up-to l-length walks between the entities of the pair. We compared our model with the state-of-the-art models and observed comparable performance on the ACE2005 dataset without any external syntactic tools. The characteristics of the proposed approach are summarized in three factors: the encoding of dependencies between relations, the ability to represent multiple walks in the form of vectors and the independence from external tools. Future work will aim at the construction of an end-to-end relation extraction system as well as application to different types of datasets.
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A Hyper-parameter Settings

We tuned our proposed model using the RoBO toolkit (https://github.com/automl/RoBO). Table 3 provides the selected options we used for tuning the model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position dimension $n_p$</td>
<td>25</td>
</tr>
<tr>
<td>Type dimension $n_t$</td>
<td>15</td>
</tr>
<tr>
<td>LSTM dimension $n_e$</td>
<td>100</td>
</tr>
<tr>
<td>Input layer dropout</td>
<td>0.3</td>
</tr>
<tr>
<td>Output layer dropout</td>
<td>0.03</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.0018</td>
</tr>
<tr>
<td>Regularization</td>
<td>$3.2 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>Gradient clipping</td>
<td>25.63</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$l = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position dimension $n_p$</td>
<td>25</td>
</tr>
<tr>
<td>Type dimension $n_t$</td>
<td>25</td>
</tr>
<tr>
<td>LSTM dimension $n_e$</td>
<td>100</td>
</tr>
<tr>
<td>Input layer dropout</td>
<td>0.13</td>
</tr>
<tr>
<td>Output layer dropout</td>
<td>0.38</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.0017</td>
</tr>
<tr>
<td>Regularization</td>
<td>$6.1 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>Gradient clipping</td>
<td>30</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$l = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position dimension $n_p$</td>
<td>25</td>
</tr>
<tr>
<td>Type dimension $n_t$</td>
<td>20</td>
</tr>
<tr>
<td>LSTM dimension $n_e$</td>
<td>100</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.72</td>
</tr>
<tr>
<td>Input layer dropout</td>
<td>0.25</td>
</tr>
<tr>
<td>Output layer dropout</td>
<td>0.37</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.003</td>
</tr>
<tr>
<td>Regularization</td>
<td>0.0001</td>
</tr>
<tr>
<td>Gradient clipping</td>
<td>8.6</td>
</tr>
</tbody>
</table>

(c)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$l = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position dimension $n_p$</td>
<td>25</td>
</tr>
<tr>
<td>Type dimension $n_t$</td>
<td>20</td>
</tr>
<tr>
<td>LSTM dimension $n_e$</td>
<td>100</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.77</td>
</tr>
<tr>
<td>Input layer dropout</td>
<td>0.11</td>
</tr>
<tr>
<td>Output layer dropout</td>
<td>0.32</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.002</td>
</tr>
<tr>
<td>Regularization</td>
<td>$5.7 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>Gradient clipping</td>
<td>24.4</td>
</tr>
</tbody>
</table>

(d)

The parameters that gave the best performance for the different models can be found in Tables 4a-4e.

Table 3: Hyper-parameters optimization options.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position dimension $n_p$</td>
<td>25</td>
</tr>
<tr>
<td>Type dimension $n_t$</td>
<td>20</td>
</tr>
<tr>
<td>LSTM dimension $n_e$</td>
<td>100</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.88</td>
</tr>
<tr>
<td>Input layer dropout</td>
<td>0.49</td>
</tr>
<tr>
<td>Output layer dropout</td>
<td>0.36</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Regularization</td>
<td>$1.88 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>Gradient clipping</td>
<td>10.5</td>
</tr>
</tbody>
</table>

Table 4: Best hyper-parameters settings for proposed models.
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Abstract

This paper addresses the tasks of automatic seed selection for bootstrapping relation extraction, and noise reduction for distantly supervised relation extraction. We first point out that these tasks are related. Then, inspired by ranking relation instances and patterns computed by the HITS algorithm, and selecting cluster centroids using the K-means, LSA, or NMF method, we propose methods for selecting the initial seeds from an existing resource, or reducing the level of noise in the distantly labeled data. Experiments show that our proposed methods achieve a better performance than the baseline systems in both tasks.

1 Introduction

Bootstrapping for relation extraction (RE) (Brin, 1998; Riloff et al., 1999; Agichtein and Gravano, 2000) is a class of minimally supervised methods frequently used in machine learning: initialized by a small set of example instances called seeds, to represent a particular semantic relation, the bootstrapping system operates iteratively to acquire new instances of a target relation. Selecting “good” seeds is one of the most important steps to reduce semantic drift, which is a typical phenomenon of the bootstrapping process.

Another approach, called “distant supervision” (DS) (Mintz et al., 2009), does not require any labels on the text. The assumption of DS is that if two entities participate in a known Freebase relation, any sentence that contains those two entities might express that relation. However, this technique often introduces noise to the generated training data. As a result, DS is still limited by the quality of training data, and noise existing in positively labeled data may affect the performance of supervised learning.

In this study, we propose methods that can be applied for both automatic seed selection and noise reduction by formulating these tasks as ranking problems according to different ranking criteria. Our methods are inspired by ranking instances and patterns computed by the HITS algorithm, and selecting cluster centroids using K-means, latent semantic analysis, or the non-negative matrix factorization method. The main contributions of this paper are (a) an annotated dataset of 5,727 part-whole relations¹, which contains 8 subtypes for the bootstrapping RE system; (b) methods for automatic seed selection for bootstrapping RE and noise reduction for distant supervised RE; and (c) experimental results showing that the proposed models outperform baselines on two datasets.

2 Related Work

2.1 Automatic Seed Selection for Bootstrapping RE

As manually selecting the seeds requires tremendous effort, some research proposed methods to select the seed automatically. Eisner and Karakos (2005) used a “strapping” approach to evaluate many candidate seeds automatically for a word sense disambiguation task. Eisner and Karakos (2005) used a “strapping” approach to evaluate many candidate seeds automatically for a word sense disambiguation task. Kozareva and Hovy (2010) proposed a method for measuring seed quality using a regression model and applied it to the extraction of unary semantic relations, such as “people” and “city”. Kiso et al. (2011) suggested a HITS-based approach to ranking the seeds, based on Komachi et al. (2008)’s analysis of the Espresso algorithm (Pantel and Pennacchiotti, 2000).

¹We release our annotated dataset at https://github.com/pvthuy/part-whole-relations.
Movshovitz-Attias and Cohen (2012) generated a ranking based on pointwise mutual information (PMI) to pick up the seeds from existing corpus or database, e.g., WordNet. With these inputs, the task is to choose good seeds from the instances appearing in $D_r$ for each $r \in R^*$, such that they work effectively in bootstrapping RE.

**Noise Reduction for Distantly Supervised RE:** In noise reduction for distantly supervised RE, the input is the target relations $R^*$ and the sets $D_r$ of triples generated automatically by DS for each relation $r \in R^*$. Because the data is generated automatically by DS, $D_r$ may contain noise, i.e., triples $(e_1, p, e_2)$ for which relation $r$ does not actually hold between $e_1$ and $e_2$. The goal of noise reduction is to filter out these noisy triples, so that they do not deteriorate the quality of the triple classifier trained subsequently.

**Formulation as Ranking Tasks:** As we can see from the task definitions above, both seed selection and noise reduction are the task of selecting triples from a given collection. Indeed, the two tasks essentially have a similar goal in terms of the ranking-based perspective. We thus formulate them as the task of ranking instances (in seed selection) or triples (in noise reduction), given a set of (possibly noisy) triples. In the seed selection task, we use the $k$ highest ranked instances as the seeds for bootstrapping RE. Likewise, in noise reduction for DS, we only use the $k$ highest ranked triples from the DS-generated data to train a classifier. Note that the value of $k$ in noise reduction may be much larger than in seed selection.

## 3 Problem Formulation

Let $R^*$ be the set of target relations. The goal is to find instances, or pairs of entities, upon which the relation holds. For each target relation $r \in R^*$, we assume there is a set $D_r$ of triples representing the relation $r$. The triples in $D_r$ have the form $(e_1, p, e_2)$, where $e_1$ and $e_2$ denote entities, and $p$ denotes the pattern that connects the two entities. A pair of entities $(e_1, e_2)$ is called an instance. This terminology is similar to the one used in open information extraction systems, such as Reverb (Fader et al., 2011). For example, in triple (Barack Obama, was born in, Honolulu), (Barack Obama, Honolulu) is the instance, and “was born in” is the pattern.

The two tasks we address are defined as follows:

**Seed Selection for Bootstrapping RE:** In automatic seed selection, a set $R^*$ of target relations and sets of instance-pattern triples $D_r = \{(e_1, p, e_2)\}$ representing each target relation $r \in R^*$ are given as input. These triples are extracted from existing corpus or database, e.g., WordNet.

**Noise Reduction for Distantly Supervised RE:** In noise reduction for distantly supervised RE, the input is the target relations $R^*$ and the sets $D_r$ of triples $r$ generated automatically by DS for each relation $r \in R^*$. Because the data is generated automatically by DS, $D_r$ may contain noise, i.e., triples $(e_1, p, e_2)$ for which relation $r$ does not actually hold between $e_1$ and $e_2$. The goal of noise reduction is to filter out these noisy triples, so that they do not deteriorate the quality of the triple classifier trained subsequently.

**Formulation as Ranking Tasks:** As we can see from the task definitions above, both seed selection and noise reduction are the task of selecting triples from a given collection. Indeed, the two tasks essentially have a similar goal in terms of the ranking-based perspective. We thus formulate them as the task of ranking instances (in seed selection) or triples (in noise reduction), given a set of (possibly noisy) triples. In the seed selection task, we use the $k$ highest ranked instances as the seeds for bootstrapping RE. Likewise, in noise reduction for DS, we only use the $k$ highest ranked triples from the DS-generated data to train a classifier. Note that the value of $k$ in noise reduction may be much larger than in seed selection.

## 4 Approaches to Automatic Seed Selection and Noise Reduction

In this section, we propose several methods that can be applied for both automatic seed selection and noise reduction tasks, inspired by ranking relation instances and patterns computed by the HITS algorithm, and picking cluster centroids using the K-means, latent semantic analysis (LSA), or non-negative matrix factorization (NMF) method.

### 4.1 K-means-based Approach

The first method we describe is a K-means-based approach. It is described as follows: (1) De
Figure 1: Graph representations of instances and patterns using the HITS algorithm.

terminate the number $k$ of instances/triples that should be selected\(^3\). (2) Run the K-means clustering algorithm to partition all instances in the input triples (see Section 3) into $k$ clusters. Each data point is represented by the embedding vector difference between its entities; e.g., the instance $I = \text{("Barack Obama", "Honolulu")}$ corresponds to: $\text{vec}(I) = \text{vec}("Barack Obama") - \text{vec}("Honolulu")$. We use pre-trained vectors published by Mikolov et al. (2013). (3) The instance closest to the centroid is selected in each cluster. Given that the number of clusters is $k$, the same number of instances/triples will be chosen.

### 4.2 HITS-based Approach

Hypertext-induced topic search (HITS) (Kleinberg, 1999), also known as the hubs-and-authorities algorithm, is a link analysis method for ranking web pages. In HITS, a good hub is a page that points to many good authorities and vice versa; a good authority is a page that is pointed to by many good hubs. These hubs and authorities form a bipartite graph, where we can compute the hubness score of each node.

In our task, let $A$ be the instance-pattern co-occurrence matrix. We can compute the hubness score for each instance on the bipartite graph of instances and patterns induced by the matrix $A$. Inspired by the way HITS ranks hubs and authorities, our HITS-based seed selection strategy can be explained as follows: (1) Determine the number $k$ of triples that should be selected. (2) Build the bipartite graph of instances and patterns based on the instance-pattern co-occurrence matrix $A$. Figure 1 presents three possible ways of building a bipartite graph. For the first type of graph, we consider each instance/pattern as a node in the graph. This representation is similar to that used by Kiso et al. (2011). In the second graph representation, patterns and instances are treated as nodes and edges, respectively. Similarly, instances and patterns are treated as nodes and edges, respectively in the last representation. (3) For the first and third types, we simply retain the top-$k$ instances with the highest hubness scores as the outputs (we sort the instances in descending order based on their hubness scores). For the second type, $k$ instances associated with the highest scoring patterns are chosen (we first sort the patterns in descending order based on their hubness scores).

### 4.3 HITS- and K-means-based Approach

In the combined method of HITS and K-means algorithms, we first rank the instances and patterns based on their bipartite graph and then run K-means to cluster instances in our annotated dataset. However, instead of choosing the instance nearest to the centroid, we retain the one that has the highest HITS hubness score in each cluster.

### 4.4 LSA-based Approach

Latent semantic analysis (LSA) (Deerwester et al., 1990) is also a widely used method for the automatic clustering of data along multiple dimensions. Singular value decomposition (SVD) is used to construct a low-rank approximation of the instance-pattern co-occurrence matrix $A$. The SVD projection is performed by decomposing the matrix $A \in \mathbb{R}^{M \times N}$ into the product of three matrices, namely an SVD instance matrix $I \in \mathbb{R}^{M \times K}$, a diagonal matrix of singular values $S \in \mathbb{R}^{K \times K}$, and an SVD pattern matrix $P \in \mathbb{R}^{K \times N}$:

$$A \approx ISP^T$$

Our LSA-based seed selection strategy is as follows: (1) Specify the desired number $k$ of triples. (2) Use the LSA algorithm to decompose the instance-pattern co-occurrence matrix $A$ into three matrices $I$, $S$, and $P$. We set the number of LSA dimensions to $K = k$. (3) We can consider LSA as a form of soft clustering, with each column of the SVD instance matrix $I$ corresponding to a cluster. Then, we select the $k$ instances that have the highest absolute values from each column of $I$.

### 4.5 NMF-based Approach

Non-negative matrix factorization (NMF) (Paatero and Tapper, 1994; Lee and Seung, 1999) is an-

\(^3\) Depending on the task, instances or triples will be selected: instances for the automatic seed selection task, and triples for the noise reduction task. As instances are pairs of entities which are included in triples, we can simply convert between the instance and the triple, and apply a proposed method to both tasks.
other method for approximate non-negative matrix factorization. The non-negative data matrix $A \in \mathbb{R}^{M \times N}$ is represented by two non-negative factors $W \in \mathbb{R}^{M \times K}$ and $H \in \mathbb{R}^{K \times N}$, which, when multiplied, approximately reconstruct $A$:

$$A \approx WH$$

The non-negativity constraint is the main difference between NMF and LSA. Similarly to the LSA-based method, we set the NMF parameter $K$ to $k$, the desired number of instances to select. We then select the $k$ instances that have the highest values from each column of $W$.

## 5 Experiments

### 5.1 Datasets and Settings

We provide an annotated dataset of part-whole relations as a reliable resource for selecting seeds. Our dataset was collected from Wikipedia and ClueWeb, and annotated by two annotators. One of its special characteristics is that the part-whole relation is a collection of relations, not a single relation (Iris, 1989; Winston et al., 1987).

Table 1 gives the frequencies of each subtype of part-whole relations. There are 5,727 instances of 8 subtypes that were annotated with the same labels by both annotators. One of its special characteristics is that the part-whole relation is a collection of relations, not a single relation (Iris, 1989; Winston et al., 1987).

<table>
<thead>
<tr>
<th>Subtype</th>
<th>Freq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component-Of</td>
<td>643 (11.23%)</td>
</tr>
<tr>
<td>Member-Of</td>
<td>1,272 (22.21%)</td>
</tr>
<tr>
<td>Portion-Of</td>
<td>555 (9.69%)</td>
</tr>
<tr>
<td>Stuff-Of</td>
<td>1,082 (18.89%)</td>
</tr>
<tr>
<td>Located-In</td>
<td>534 (9.32%)</td>
</tr>
<tr>
<td>Contained-In</td>
<td>272 (4.75%)</td>
</tr>
<tr>
<td>Phase-Of</td>
<td>497 (8.68%)</td>
</tr>
<tr>
<td>Participates-In</td>
<td>872 (15.23%)</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>5,727 triples</td>
</tr>
</tbody>
</table>

Table 1: Statistics of our part-whole dataset.

### 5.2 Performance on Automatic Seed Selection Task

The performances of the seed selection methods are presented in Table 2. For the HITS-based and HITS+K-means-based methods, we display the P@50 with three types of graph representation as shown in Section 4.2. We use random seed selection as the baseline for comparison. As Table 2 shows, the random method achieved a precision of 0.75. The relation extraction system that uses the random method has the worst average P@50 among all seed selection strategies. The HITS-based method’s P@50s when using Graph1 and Graph3 are confirmed to be better than when using Graph2. This indicates that relying on reliable instances is better than reasoning over patterns (recall that for the Graph2, we first choose

<table>
<thead>
<tr>
<th>Method</th>
<th>Average P@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>0.96</td>
</tr>
<tr>
<td>HITS_Graph1</td>
<td>0.90</td>
</tr>
<tr>
<td>HITS_Graph2</td>
<td>0.85</td>
</tr>
<tr>
<td>HITS_Graph3</td>
<td>0.90</td>
</tr>
<tr>
<td>HITS+K-means_Graph1</td>
<td>0.92</td>
</tr>
<tr>
<td>HITS+K-means_Graph2</td>
<td>0.85</td>
</tr>
<tr>
<td>HITS+K-means_Graph3</td>
<td>0.94</td>
</tr>
<tr>
<td>LSA</td>
<td>0.90</td>
</tr>
<tr>
<td>NMF</td>
<td>0.89</td>
</tr>
<tr>
<td>Random</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 2: Performance of seed selection methods.
the patterns, then select the instances associated with those patterns), as there is a possibility that a pattern can be ambiguous, and therefore, instances linked to that pattern can be incorrect. The K-means-based seed selection method provides the best average P@50 with a performance of 0.96. The HITS+K-means-based method performs better than using only the HITS strategy, while the LSA-based and NMF-based methods have a comparable performance.

5.3 Performance on Noise Reduction Task

Table 3 presents the performance of noise reduction methods. Recall that the K-means-based method achieves a high P@50 for the seed selection method. Our assumption is that each cluster may represent a set in which elements have similar semantic properties. However, we observed that as the number of relations is relatively high and there is no distinct definition between some relations in the distantly labeled data (e.g., the following three relations are quite similar: /location/country/capital, /location/province/capital, and /location/us_state/capital, we decided not to perform the K-means-based method for our noise reduction task. The performances of the HITS-based, LSA-based, and NMF-based noise reduction methods are presented in Table 3. We experimentally set the portion of retained data from the distantly labeled data to 90%, given that the performance can be affected if too many sentences are removed from the original data. We also perform experiments with an ensemble method that combines the HITS-based and LSA-based strategies to merge rankings from their outputs, with half of the triples coming from the LSA-based method and the other half from the HITS-based method. Table 3 indicates that our proposed methods improved the performance of all CNN and PCNN models. Our ensemble method achieved the best improvements for three out of four systems, except that the HITS-based method obtained the best score for CNN+ONE.

6 Conclusion

We formulated the seed selection and noise reduction tasks as ranking problems. In addition, we proposed several methods, inspired by ranking instances and patterns computed by the HITS algorithm, and selecting clusters centroids using the K-means, LSA, or NMF method. Experiments demonstrated that our proposed methods improved the baselines in both tasks.
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Abstract

LOCATED NEAR relation is a kind of commonsense knowledge describing two physical objects that are typically found near each other in real life. In this paper, we study how to automatically extract such relationship through a sentence-level relation classifier and aggregating the scores of entity pairs from a large corpus. Also, we release two benchmark datasets for evaluation and future research.

1 Introduction

Artificial intelligence systems can benefit from incorporating commonsense knowledge as background, such as ice is cold (HASPROPERTY), chewing is a sub-event of eating (HASSUBEVENT), chair and table are typically found near each other (LOCATEDNEAR), etc. These kinds of commonsense facts have been used in many downstream tasks, such as textual entailment (Dagan et al., 2009; Bowman et al., 2015) and visual recognition tasks (Zhu et al., 2014). The commonsense knowledge is often represented as relation triples in commonsense knowledge bases, such as ConceptNet (Speer and Havasi, 2012), one of the largest commonsense knowledge graphs available today. However, most commonsense knowledge bases are manually curated or crowd-sourced by community efforts and thus do not scale well.

This paper aims to automatically extract the commonsense LOCATEDNEAR relation between physical objects from textual corpora. LOCATEDNEAR is defined as the relationship between two objects typically found near each other in real life. We focus on LOCATEDNEAR relation for these reasons:

1. LOCATEDNEAR facts provide helpful prior knowledge to object detection tasks in complex image scenes (Yatskar et al., 2016). See Figure 1 for an example.
2. This commonsense knowledge can benefit reasoning related to spatial facts and physical scenes in reading comprehension, question answering, etc. (Li et al., 2016)
3. Existing knowledge bases have very few facts for this relation (ConceptNet 5.5 has only 49 triples of LOCATEDNEAR relation).

We propose two novel tasks in extracting LOCATEDNEAR relation from textual corpora. One is a sentence-level relation classification problem which judges whether or not a sentence describes two objects (mentioned in the sentence) being physically close by. The other task is to produce a ranked list of LOCATEDNEAR facts with the given classified results of large number of sentences. We believe both two tasks can be used to automatically populate and complete existing commonsense knowledge bases.

Additionally, we create two benchmark datasets for evaluating LOCATEDNEAR relation extraction.
systems on the two tasks: one is 5,000 sentences each describing a scene of two physical objects and with a label indicating if the two objects are co-located in the scene; the other consists of 500 pairs of objects with human-annotated scores indicating confidences that a certain pair of objects are commonly located near in real life.\footnote{https://github.com/adapt-sjtu/commonsense-locatednear}

We propose several methods to solve the tasks including feature-based models and LSTM-based neural architectures. The proposed neural architecture compares favorably with the current state-of-the-art method for general-purpose relation classification problem. From our relatively smaller proposed datasets, we extract in total 2,067 new LOCATEDNEAR triples that are not in ConceptNet.

2 Sentence-level LOCATEDNEAR Relation Classification

Problem Statement Given a sentence $s$ mentioning a pair of physical objects $<e_i, e_j>$, we call $<s, e_i, e_j>$ an instance. For each instance, the problem is to determine whether $e_i$ and $e_j$ are located near each other in the physical scene described in the sentence $s$. For example, suppose $e_i$ is “dog”, $e_j$ is “cat”, and $s$ = “The King puts his dog and cat on the table.”. As it is true that the two objects are located near in this sentence, a successful classification model is expected to label this instance as True. However, if $s_2$ = “My dog is older than her cat.”, then the label of the instance $<s_2, e_i, e_j>$ is False, because $s_2$ just talks about a comparison in age. In the following subsections, we present two different kinds of baseline methods for this binary classification task: feature-based methods and LSTM-based neural architectures.

2.1 Feature-based Methods

Our first baseline method is an SVM classifier based on following features commonly used in many relation extraction models (Xu et al., 2015):

1. Bag of Words (BW): the set of words that ever appeared in the sentence.
2. Bag of Path Words (BPW): the set of words that appeared on the shortest dependency path between objects $e_i$ and $e_j$ in the dependency tree of the sentence $s$, plus the words in the two subtrees rooted at $e_i$ and $e_j$ in the tree.
3. Bag of Adverbs and Prepositions (BAP): the existence of adverbs and prepositions in the sentence as binary features.
4. Global Features (GF): the length of the sentence, the number of nouns, verbs, adverbs, adjectives, determiners, prepositions and punctuations in the whole sentence.
5. Shortest Dependency Path features (SDP): the same features as with GF but in dependency parse trees of the sentence and the shortest path between $e_i$ and $e_j$, respectively.
6. Semantic Similarity features (SS): the cosine similarities between the pre-trained GloVe word embeddings (Pennington et al., 2014) of the two object words.

We evaluate linear and RBF kernels with different parameter settings, and find the RBF kernel with $\{C = 100, \gamma = 10^{-3}\}$ performs the best overall.

2.2 LSTM-based Neural Architectures

We observe that the existence of LOCATEDNEAR relation in an instance $<s, e_1, e_2>$ depends on two major information sources: one is from the semantic and syntactical features of sentence $s$ and the other is from the object pair $<e_1, e_2>$. By this intuition, we design our LSTM-based model with two parts, shown in lower part of Figure 2. The left part is for encoding the syntactical and semantic information of the sentence $s$, while the right part is encoding the semantic similarity between the pre-trained word embeddings of $e_1$ and $e_2$.

Solely relying on the original word sequence of a sentence $s$ has two problems: (i) the irrelevant words in the sentence can introduce noise into the model; (ii) the large vocabulary of original sentences induce too many parameters, which may cause over-fitting. For example, given two sentences “The king led the dog into his nice garden.” and “A criminal led the dog into a poor garden.”. The object pair is $<\text{dog}, \text{garden}>$ in both sentences. The two words “lead” and “into” are essential for determining whether the object pair is located near, but they are not attached with due importance. Also, the semantic differences between irrelevant words, such as “king” and “criminal”, “beautiful” and “poor”, are not useful to the co-location relation between the “dog” and “garden”, and thus tend to act as noise.

To address the above issues, we propose a normalized sentence representation method merging the three most important and relevant kinds of information about each instance: lemmatized forms, POS (Part-of-Speech) tags and dependency roles.
We first replace the two nouns in the object pair as “E1” and “E2”, and keep the lemmatized form of the original words for all the verbs, adverbs and prepositions, which are highly relevant to describing physical scenes. Then, we replace the subjects and direct objects of the verbs and prepositions (nsubj, dobj for verbs and case for prepositions in dependency parse trees) with special tokens indicating their dependency roles. For the remaining words, we simply use their POS tags to replace the originals. The four kinds of tokens are illustrated in Table 1. Figure 2 shows a real example of our normalized sentence representation, where the object pair of interest is <dog, garden>.

Apart from the normalized tokens of the original sequence, to capture more structural information, we also encode the distances from each token to the original two physical object words are fed into a hidden dense layer.

Finally, we concatenate both outputs and then use sigmoid activation function to obtain the final prediction. We choose to use the popular binary cross-entropy as our loss function, and RMSProp as the optimizer. We apply a dropout rate (Zaremba et al., 2014) of 0.5 in the LSTM and embedding layer to prevent overfitting.

### 3 LOCATED\textsc{Near} Relation Extraction

The upper part of Figure 2 shows the overall workflow of our automatic framework to mine Located\textsc{Near} relations from raw text. We first construct a vocabulary of physical objects and generate all candidate instances. For each sentence in the corpus, if a pair of physical objects $e_i$ and $e_j$ appear as nouns in a sentence $s$, then we apply our sentence-level relation classifier on this instance. The relation classifier yields a probabilistic score $s$ indicating the confidence of the instance in the existence of LOCATED\textsc{Near} relation. Finally, all scores of the instances from the corpus are grouped by the ob-

![Figure 2: Framework with a LSTM-based classifier](image-url)
ject pairs and aggregated, where each object pair is associated with a final score. These mined physical pairs with scores can easily be integrated into existing commonsense knowledge base.

More specifically, for each object pair \(<e_i, e_j>\), we find all the \(m\) sentences in our corpus mentioning both objects. We classify the \(m\) instances with the sentence-level relation classifier and obtain confidence scores for each instance, then feed them into a heuristic scoring function \(f\) to obtain the final aggregated score for the given object pair. We propose the following 5 choices of \(f\) considering accumulation and threshold:

\[
f_0 = m \tag{1}
\]
\[
f_1 = \sum_{k=1}^{m} \text{conf}(s_k, e_i, e_j) \tag{2}
\]
\[
f_2 = \frac{1}{m} \sum_{k=1}^{m} \text{conf}(s_k, e_i, e_j) \tag{3}
\]
\[
f_3 = \sum_{k=1}^{m} \mathbf{1}_{\{\text{conf}(s_k, e_i, e_j) > 0.5\}} \tag{4}
\]
\[
f_4 = \frac{1}{m} \sum_{k=1}^{m} \mathbf{1}_{\{\text{conf}(s_k, e_i, e_j) > 0.5\}} \tag{5}
\]

4 Datasets

Our proposed vocabulary of single-word physical objects is constructed by the intersection of all ConceptNet concepts and all entities that belong to “physical object” class in Wikidata (Vrandečić and Krötzsch, 2014). We manually filter out some words that have the meaning of an abstract concept, which results in 1,169 physical objects in total.

Afterwards, we utilize a cleaned subset of the Project Gutenberg corpus (Lahiri, 2014), which contains 3,036 English books written by 142 authors. An assumption here is that sentences in fictions are more likely to describe real life scenes. We sample and investigate the density of LOCATEDNEAR relations in Gutenberg with other widely used corpora, namely Wikipedia, used by Mintz et al. (2009) and New York Times corpus (Riedel et al., 2010). In the English Wikipedia dump, out of all sentences which mentions at least two physical objects, 32.4% turn out to be positive. In the New York Times corpus, the percentage of positive sentences is only 25.1%. In contrast, that percentage in the Gutenberg corpus is 55.1%, much higher than the other two corpora, making it a good choice for LOCATEDNEAR relation extraction.

From this corpus, we identify 15,193 pairs that co-occur in more than 10 sentences. Among these pairs, we randomly select 500 object pairs and 10 sentences with respect to each pair for annotators to label their commonsense LOCATEDNEAR. Each instance is labeled by at least three annotators who are college students and proficient with English. The final truth labels are decided by majority voting. The Cohen’s Kappa among the three annotators is 0.711 which suggests substantial agreement (Landis and Koch, 1977). This dataset has almost double the size of those most popular relations in the SemEval task (Hendrickx et al., 2010), and the sentences in our data set tend to be longer. We randomly choose 4,000 instances as the training set and 1,000 as the test set for evaluating the sentence-level relation classification task. For the second task, we further ask the annotators to label whether each pair of objects are likely to locate near each other in the real world. Majority votes determine the final truth labels. The inter-annotator agreement here is 0.703 (substantial agreement).

5 Evaluation

In this section, we first present our evaluation of our proposed methods and the state-of-the-art general relation classification model on the first task. Then, we evaluate the quality of the new LOCATEDNEAR triples we extracted.

5.1 Sentence-level LOCATEDNEAR Relation Classification

We evaluate the proposed methods against the state-of-the-art general domain relation classification model (DRNN) (Xu et al., 2016). The results are shown in Table 2. For feature-based SVM, we do feature ablation on each of the 6 feature types. For LSTM-based model, we experiment on variants of input sequence of original sentence: “LSTM+Word” uses the original words as the input tokens; “LSTM+POS” uses only POS tags as the input tokens; “LSTM+Norm” uses the tokens of sequence after sentence normalization. Besides, we add two naive baselines: “Random” baseline method classifies the instances into two classes with equal probability. “Majority” baseline method considers all the instances to be positive.

From the results, we find that the SVM model without the Global Features performs best, which indicates that bag-of-word features benefit more in shortest dependency paths than on the whole sen-
Table 2: Performance of baselines on co-location classification task with ablation. (Acc.=Accuracy, P=Precision, R=Recall, “-” means without certain feature)

<table>
<thead>
<tr>
<th></th>
<th>Random</th>
<th>Majority</th>
<th>SVM</th>
<th>SVM(-BW)</th>
<th>SVM(-BPW)</th>
<th>SVM(-BAP)</th>
<th>SVM(-GF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc.</td>
<td>0.500</td>
<td>0.551</td>
<td>0.584</td>
<td>0.577</td>
<td>0.556</td>
<td>0.563</td>
<td>0.605</td>
</tr>
<tr>
<td>P</td>
<td>0.551</td>
<td>0.551</td>
<td>0.606</td>
<td>0.579</td>
<td>0.567</td>
<td>0.573</td>
<td>0.616</td>
</tr>
<tr>
<td>R</td>
<td>0.500</td>
<td>1.000</td>
<td>0.702</td>
<td>0.675</td>
<td>0.681</td>
<td>0.811</td>
<td>0.751</td>
</tr>
<tr>
<td>F1</td>
<td>0.524</td>
<td>0.710</td>
<td>0.630</td>
<td>0.623</td>
<td>0.619</td>
<td>0.672</td>
<td>0.677</td>
</tr>
</tbody>
</table>

Table 3: Ranking results of scoring functions.

<table>
<thead>
<tr>
<th>f</th>
<th>MAP</th>
<th>P@50</th>
<th>P@100</th>
<th>P@200</th>
<th>P@300</th>
</tr>
</thead>
<tbody>
<tr>
<td>f_0</td>
<td>0.42</td>
<td>0.40</td>
<td>0.44</td>
<td>0.42</td>
<td>0.38</td>
</tr>
<tr>
<td>f_1</td>
<td>0.58</td>
<td>0.70</td>
<td>0.60</td>
<td>0.53</td>
<td>0.44</td>
</tr>
<tr>
<td>f_2</td>
<td>0.48</td>
<td>0.56</td>
<td>0.52</td>
<td>0.49</td>
<td>0.42</td>
</tr>
<tr>
<td>f_3</td>
<td>0.59</td>
<td>0.68</td>
<td>0.63</td>
<td>0.55</td>
<td>0.44</td>
</tr>
<tr>
<td>f_4</td>
<td>0.36</td>
<td>0.40</td>
<td>0.48</td>
<td>0.50</td>
<td>0.42</td>
</tr>
</tbody>
</table>

Table 4: Top object pairs returned by best performing scoring function $f_3$

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(door, room)</td>
<td>(boy, girl)</td>
<td>(cup, tea)</td>
</tr>
<tr>
<td>(ship, sea)</td>
<td>(house, garden)</td>
<td>(arm, leg)</td>
</tr>
<tr>
<td>(fire, wood)</td>
<td>(house, fire)</td>
<td>(horse, saddle)</td>
</tr>
<tr>
<td>(fire, smoke)</td>
<td>(door, hall)</td>
<td>(door, street)</td>
</tr>
<tr>
<td>(book, table)</td>
<td>(fruit, tree)</td>
<td>(table, chair)</td>
</tr>
</tbody>
</table>

Qualitatively, we show 15 object pairs with some of the highest $f_3$ scores in Table 4. Setting a threshold of 40.0 for $f_3$, which is the minimum non-zero $f_3$ score for all true object pairs in the LOCATEDNEAR object pairs data set (500 pairs), we obtain a total of 2,067 LOCATEDNEAR relations, with a precision of 68% by human inspection.

6 Conclusion

In this paper, we present a novel study on enriching LOCATEDNEAR relationship from textual corpora. Based on our two newly-collected benchmark datasets, we propose several methods to solve the sentence-level relation classification problem. We show that existing methods do not work as well on this task and discovered that LSTM-based model does not have significant edge over simpler feature-based model. Whereas, our multi-level sentence normalization turns out to be useful.

Future directions include: 1) better leveraging distant supervision to reduce human efforts, 2) incorporating knowledge graph embedding techniques, 3) applying the LOCATEDNEAR knowledge into downstream applications in computer vision and natural language processing.
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Abstract

Coreference resolution aims to identify in a text all mentions that refer to the same real-world entity. The state-of-the-art end-to-end neural coreference model considers all text spans in a document as potential mentions and learns to link an antecedent for each possible mention. In this paper, we propose to improve the end-to-end coreference resolution system by (1) using a biaffine attention model to get antecedent scores for each possible mention, and (2) jointly optimizing the mention detection accuracy and the mention clustering log-likelihood given the mention cluster labels. Our model achieves the state-of-the-art performance on the CoNLL-2012 Shared Task English test set.

1 Introduction

End-to-end coreference resolution is the task of identifying and grouping mentions in a text such that all mentions in a cluster refer to the same entity. An example is given below (Björkelund and Kuhn, 2014) where mentions for two entities are labeled in two clusters:

[Drug Emporium Inc.,]_{a1} said [Gary Wilber]_{b1} was named CEO of [this drug-store chain]_{a2}. [He]_{b2} succeeds his father, Philip T. Wilber, who founded [the company]_{a3} and remains chairman. Robert E. Lyons III, who headed the [company]_{a4}’s Philadelphia region, was appointed president and chief operating officer, succeeding [Gary Wilber]_{b3}.

Many traditional coreference systems, either rule-based (Haghighi and Klein, 2009; Lee et al., 2011) or learning-based (Bengtson and Roth, 2008; Fernandes et al., 2012; Durrett and Klein, 2013; Björkelund and Kuhn, 2014), usually solve the problem in two separate stages: (1) a mention detector to propose entity mentions from the text, and (2) a coreference resolver to cluster proposed mentions. At both stages, they rely heavily on complicated, fine-grained, conjoined features via heuristics. This pipeline approach can cause cascading errors, and in addition, since both stages rely on a syntactic parser and complicated hand-craft features, it is difficult to generalize to new data sets and languages.

Very recently, Lee et al. (2017) proposed the first state-of-the-art end-to-end neural coreference resolution system. They consider all text spans as potential mentions and therefore eliminate the need of carefully hand-engineered mention detection systems. In addition, thanks to the representation power of pre-trained word embeddings and deep neural networks, the model only uses a minimal set of hand-engineered features (speaker ID, document genre, span distance, span width).

The core of the end-to-end neural coreference resolver is the scoring function to compute the mention scores for all possible spans and the antecedent scores for a pair of spans. Furthermore, one major challenge of coreference resolution is that most mentions in the document are singleton or non-anaphoric, i.e., not coreferent with any previous mention (Wiseman et al., 2015). Since the data set only have annotations for mention clusters, the end-to-end coreference resolution system needs to detect mentions, detect anaphorcity, and perform coreference linking. Therefore, research questions still remain on good designs of the scoring architecture and the learning strategy for both mention detection and antecedent scoring given only the gold cluster labels.

To this end, we propose to use a biaffine atten-
tion model instead of pure feed forward networks to compute antecedent scores. Furthermore, instead of training only to maximize the marginal likelihood of gold antecedent spans, we jointly optimize the mention detection accuracy and the mention clustering log-likelihood given the mention cluster labels. We optimize mention detection loss explicitly to extract mentions and also perform anaphoricity detection.

We evaluate our model on the CoNLL-2012 English data set and achieve new state-of-the-art performances of 67.8% F1 score using a single model and 69.2% F1 score using a 5-model ensemble.

2 Task Formulation

In end-to-end coreference resolution, the input is a document \( D \) with \( T \) words, and the output is a set of mention clusters each of which refers to the same entity. A possible span is an N-gram within a single sentence. We consider all possible spans up to a predefined maximum width. To impose an ordering, spans are sorted by the start position \( \text{START}(i) \) and then by the end position \( \text{END}(i) \). For each span \( i \) the system needs to assign an antecedent \( a_i \) from all preceding spans or a dummy antecedent \( \epsilon \): \( a_i \in \{ \epsilon, 1, \ldots, i-1 \} \). If a span \( j \) is a true antecedent of the span \( i \), then we have \( a_i = j \) and \( 1 \leq j \leq i-1 \). The dummy antecedent \( \epsilon \) represents two possibilities: (1) the span \( i \) is not an entity mention, or (2) the span \( i \) is an entity mention but not coreferent with any previous span. Finally, the system groups mentions according to coreference links to form the mention clusters.

3 Model

Figure 1 illustrates our model. We adopt the same span representation approach as in Lee et al. (2017) using bidirectional LSTMs and a head-finding attention. Thereafter, a feed forward network produces scores for spans being entity mentions. For antecedent scoring, we propose a bi-affine attention model (Dozat and Manning, 2017) to produce distributions of possible antecedents. Our training data only provides gold mention cluster labels. To make best use of this information, we propose to jointly optimize the mention scoring and antecedent scoring in our loss function.

Span Representation
Suppose the current sentence of length \( L \) is \([w_1, w_2, \ldots, w_L]\), we use \( w_t \) to denote the concatenation of fixed pretrained word embeddings and CNN character embeddings (dos Santos and Zadrozny, 2014) for word \( w_t \). Bidirectional LSTMs (Hochreiter and Schmidhuber, 1997) recurrently encode each \( w_t \):

\[
\overrightarrow{h}_t = \text{LSTM}^{\text{forward}}(\overrightarrow{h}_{t-1}, w_t) \\
\overleftarrow{h}_t = \text{LSTM}^{\text{backward}}(\overleftarrow{h}_{t+1}, w_t) \\
\overrightarrow{h}_t = [\overrightarrow{h}_t, \overleftarrow{h}_t]
\] (1)

Then, the head-finding attention computes a score distribution over different words in a span \( s_i \):

\[
\alpha_t = v^{\text{FFNN}}_o(h_t) \\
s_{i,t} = \frac{\exp(\alpha_t)}{\sum_{k=\text{START}(i)}^{\text{END}(i)} \exp(\alpha_k)} \\
w_{i,\text{head-att}} = \sum_{t=\text{START}(i)}^{\text{END}(i)} s_{i,t} w_t
\] (2)
where FFNN is a feed forward network outputting a vector.

Effective span representations encode both contextual information and internal structure of spans. Therefore, we concatenate different vectors, including a feature vector $\phi(i)$ for the span size, to produce the span representation $s_i$ for $s_i$:

$$s_i = [h_{\text{START}}(i), h_{\text{END}}(i), \text{w}_{\text{head-att}}, \phi(i)] \quad (3)$$

**Mention Scoring** The span representation is input to a feed forward network which measures if it is an entity mention using a score $m(i)$:

$$m(i) = v^T_m \text{FFNN}_m(s_i) \quad (4)$$

Since we consider all possible spans, the number of spans is $O(T^2)$ and the number of span pairs is $O(T^4)$. Due to computation efficiency, we prune candidate spans during both inference and training. We keep $\lambda T$ spans with highest mention scores.

**Biaffine Attention Antecedent Scoring** Consider the current span $s_i$ and its previous spans $s_j$ ($1 \leq j \leq i - 1$), we propose to use a biaffine attention model to produce scores $c(i,j)$:

$$\hat{s}_i = \text{FFNN}_{\text{anaphora}}(s_i)$$

$$\hat{s}_j = \text{FFNN}_{\text{antecedent}}(s_j), 1 \leq j \leq i - 1 \quad (5)$$

$$c(i,j) = \hat{s}_i^T U_b \hat{s}_j + v_b^T \hat{s}_i$$

FFNN$_{\text{anaphora}}$ and FFNN$_{\text{antecedent}}$ reduce span representation dimensions and only keep information relevant to coreference decisions. Compared with the traditional FFNN approach in Lee et al. (2017), biaffine attention directly models both the compatibility of $s_i$ and $s_j$ by $\hat{s}_i^T U_b \hat{s}_j$ and the prior likelihood of $s_i$ having an antecedent by $v_b^T \hat{s}_i$.

**Inference** The final coreference score $s(i,j)$ for span $s_i$ and span $s_j$ consists of three terms: (1) if $s_i$ is a mention, (2) if $s_j$ is a mention, (3) if $s_j$ is an antecedent for $s_i$. Furthermore, for dummy antecedent $\epsilon$, we fix the final score to be 0:

$$s(i,j) = \begin{cases} m(i) + m(j) + c(i,j), & j \neq \epsilon \\ 0, & j = \epsilon \end{cases} \quad (6)$$

During inference, the model only creates a link if the highest antecedent score is positive.

**Joint Mention Detection and Mention Cluster** During training, only mention cluster labels are available rather than antecedent links. Therefore, Lee et al. (2017) train the model end-to-end by maximizing the following marginal log-likelihood where GOLD($i$) are gold antecedents for $s_i$:

$$L_{\text{cluster}}(i) = \log \sum_{j' \in \text{GOLD}(i)} \exp(s(i,j')) \overline{\sum_{j=0}^{N \cdot 1 - 1} \exp(s(i,j))} \quad (7)$$

However, the initial pruning is completely random and the mention scoring model only receives distant supervision if we only optimize the above mention cluster performance. This makes learning slow and ineffective especially for mention detection. Based on this observation, we propose to directly optimize mention detection:

$$L_{\text{detect}}(i) = y_i \log \hat{y}_i + (1 - y_i) \log(1 - \hat{y}_i) \quad (8)$$

where $\hat{y}_i = \text{sigmoid}(m(i))$, $y_i = 1$ if and only if $s_i$ is in one of the gold mention clusters. Our final loss combines mention detection and clustering:

$$L_{\text{loss}} = -\lambda_{\text{detect}} \sum_{i=1}^{N} L_{\text{detect}}(i) - \sum_{i'=1}^{N'} L_{\text{cluster}}(i')$$

where $N$ is the number of all possible spans, $N'$ is the number of unpruned spans, and $\lambda_{\text{detect}}$ controls weights of two terms.

4 Experiments

**Data Set and Evaluation** We evaluate our model on the CoNLL-2012 Shared Task English data (Pradhan et al., 2012) which is based on the OntoNotes corpus (Hovy et al., 2006). It contains 2,802/343/348 train/development/test documents in different genres.

We use three standard metrics: MUC (Vilain et al., 1995), $B^3$ (Bagga and Baldwin, 1998), and CEAF$_{\phi_4}$ (Luo, 2005). We report Precision, Recall, F1 for each metric and the average F1 as the final CoNLL score.

**Implementation Details** For fair comparisons, we follow the same hyperparameters as in Lee et al. (2017). We consider all spans up to 10 words and up to 250 antecedents. $\lambda = 0.4$ is used for span pruning. We use fixed concatenations of 300-dimension GloVe (Pennington et al., 2014) embeddings and 50-dimension embeddings from Turian et al. (2010). Character CNNs use 8-dimension learned embeddings and 50 kernels for each window size in $\{3, 4, 5\}$. LSTMs have hidden size 200, and each FFNN has two hidden layers with 150 units and ReLU (Nair and Hinton, 2010) activations. We include (speaker ID, document...
Table 1: Experimental results on the CoNLL-2012 English test set. The F1 improvements are statistical significant with \( p < 0.05 \) under the paired bootstrap resample test (Koehn, 2004) compared with Lee et al. (2017).

<table>
<thead>
<tr>
<th></th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>Avg. F1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Our work (5-model ensemble)</strong></td>
<td>82.1</td>
<td>73.6</td>
<td>77.6</td>
<td>73.1</td>
<td>62.0</td>
<td>67.1</td>
<td>67.5</td>
<td>59.0</td>
<td>62.9</td>
<td><strong>69.2</strong></td>
</tr>
<tr>
<td><strong>Lee et al. (2017) (5-model ensemble)</strong></td>
<td>81.2</td>
<td>73.6</td>
<td>77.2</td>
<td>72.3</td>
<td>61.7</td>
<td>66.6</td>
<td>65.2</td>
<td>60.2</td>
<td>62.6</td>
<td><strong>68.8</strong></td>
</tr>
<tr>
<td><strong>Our work (single model)</strong></td>
<td>79.4</td>
<td>73.8</td>
<td>76.5</td>
<td>69.0</td>
<td>62.3</td>
<td>65.5</td>
<td>64.9</td>
<td>58.3</td>
<td>61.4</td>
<td><strong>67.8</strong></td>
</tr>
<tr>
<td><strong>Lee et al. (2017) (single model)</strong></td>
<td>78.4</td>
<td>73.4</td>
<td>75.8</td>
<td>68.6</td>
<td>61.8</td>
<td>65.0</td>
<td>62.7</td>
<td>59.0</td>
<td>60.8</td>
<td>67.2</td>
</tr>
<tr>
<td>Clark and Manning (2016a)</td>
<td>79.2</td>
<td>70.4</td>
<td>74.6</td>
<td>69.9</td>
<td>58.0</td>
<td>63.4</td>
<td>63.5</td>
<td>55.5</td>
<td>59.2</td>
<td>65.7</td>
</tr>
<tr>
<td>Clark and Manning (2016b)</td>
<td>79.9</td>
<td>69.3</td>
<td>74.2</td>
<td>71.0</td>
<td>56.5</td>
<td>63.0</td>
<td>63.8</td>
<td>54.3</td>
<td>58.7</td>
<td>65.3</td>
</tr>
<tr>
<td>Wiseman et al. (2015)</td>
<td>77.5</td>
<td>69.8</td>
<td>73.4</td>
<td>66.8</td>
<td>57.0</td>
<td>61.5</td>
<td>62.1</td>
<td>53.9</td>
<td>57.7</td>
<td>64.2</td>
</tr>
<tr>
<td>Fernandes et al. (2014)</td>
<td>75.9</td>
<td>65.8</td>
<td>70.5</td>
<td>77.7</td>
<td>65.8</td>
<td>71.2</td>
<td>43.2</td>
<td>55.0</td>
<td>48.4</td>
<td>63.4</td>
</tr>
<tr>
<td>Clark and Manning (2015)</td>
<td>76.1</td>
<td>69.4</td>
<td>72.6</td>
<td>65.6</td>
<td>56.0</td>
<td>60.4</td>
<td>59.4</td>
<td>53.0</td>
<td>56.0</td>
<td>63.0</td>
</tr>
<tr>
<td>Martschat and Strube (2015)</td>
<td>76.7</td>
<td>68.1</td>
<td>72.2</td>
<td>66.1</td>
<td>54.2</td>
<td>59.6</td>
<td>59.5</td>
<td>52.3</td>
<td>55.7</td>
<td>62.5</td>
</tr>
<tr>
<td>Durrett and Klein (2014)</td>
<td>72.6</td>
<td>69.9</td>
<td>71.2</td>
<td>61.2</td>
<td>56.4</td>
<td>58.7</td>
<td>56.2</td>
<td>54.2</td>
<td>55.2</td>
<td>61.7</td>
</tr>
<tr>
<td>Björkelund and Kahn (2014)</td>
<td>74.3</td>
<td>67.5</td>
<td>70.7</td>
<td>62.7</td>
<td>55.0</td>
<td>58.6</td>
<td>59.4</td>
<td>52.3</td>
<td>55.6</td>
<td>61.6</td>
</tr>
<tr>
<td>Durrett and Klein (2013)</td>
<td>72.9</td>
<td>65.9</td>
<td>69.2</td>
<td>63.6</td>
<td>52.5</td>
<td>57.5</td>
<td>54.3</td>
<td>54.4</td>
<td>54.3</td>
<td>60.3</td>
</tr>
</tbody>
</table>

Table 2: Ablation study on the development set.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Avg. F1</strong></td>
<td><strong>67.8</strong></td>
</tr>
<tr>
<td>without mention detection loss</td>
<td><strong>67.5</strong></td>
</tr>
<tr>
<td>without biaffine attention</td>
<td><strong>67.4</strong></td>
</tr>
<tr>
<td><strong>Lee et al. (2017)</strong></td>
<td><strong>67.3</strong></td>
</tr>
</tbody>
</table>

Overall Performance In Table 1, we compare our model with previous state-of-the-art systems. We obtain the best results in all F1 metrics. Our single model achieves 67.8% F1 and our 5-model ensemble achieves 69.2% F1. In particular, compared with Lee et al. (2017), our improvement mainly results from the precision scores. This indicates that the mention detection loss does produce better mention scores and the biaffine attention more effectively determines if two spans are coreferent.

Ablation Study To understand the effect of different proposed components, we perform ablation study on the development set. As shown in Table 2, removing the mention detection loss term or the biaffine attention decreases 0.3/0.4 final F1 score, but still higher than the baseline. This shows that both components have contributions and when they work together the total gain is even higher.

Mention Detection Subtask To further understand our model, we perform a mention detection subtask where spans with mention scores higher than 0 are considered as mentions. We show the mention detection accuracy breakdown by span widths in Figure 2. Our model indeed performs better thanks to the mention detection loss. The advantage is even clearer for longer spans which consist of 5 or more words.

In addition, it is important to note that our model can detect mentions that do not exist in the training data. While Moosavi and Strube (2017) observe that there is a large overlap between the gold mentions of the training and dev (test) sets, we find that our model can correctly de-
tect 1048 mentions which are not detected by Lee et al. (2017), consisting of 386 mentions existing in training data and 662 mentions not existing in training data. From those 662 mentions, some examples are (1) a suicide murder (2) Hong Kong Island (3) a US Airforce jet carrying robotic undersea vehicles (4) the investigation into who was behind the apparent suicide attack. This shows that our mention loss helps detection by generalizing to new mentions in test data rather than memorizing the existing mentions in training data.

5 Related Work

As summarized by Ng (2010), learning-based coreference models can be categorized into three types: (1) Mention-pair models train binary classifiers to determine if a pair of mentions are coreferent (Soon et al., 2001; Ng and Cardie, 2002; Bengtson and Roth, 2008). (2) Mention-ranking models explicitly rank all previous candidate mentions for the current mention and select a single highest scoring antecedent for each anaphoric mention (Denis and Baldridge, 2007b; Wiseman et al., 2015; Clark and Manning, 2016a; Lee et al., 2017). (3) Entity-mention models learn classifiers to determine whether the current mention is coreferent with a preceding, partially-formed mention cluster (Clark and Manning, 2015; Wiseman et al., 2016; Clark and Manning, 2016b).

In addition, we also note latent-antecedent models (Fernandes et al., 2012; Björkelund and Kuhn, 2014; Martschat and Strube, 2015). Fernandes et al. (2012) introduce coreference trees to represent mention clusters and learn to extract the maximum scoring tree in the graph of mentions.

Recently, several neural coreference resolution systems have achieved impressive gains (Wiseman et al., 2015, 2016; Clark and Manning, 2016b,a). They utilize distributed representations of mention pairs or mention clusters to dramatically reduce the number of hand-crafted features. For example, Wiseman et al. (2015) propose the first neural coreference resolution system by training a deep feed-forward neural network for mention ranking. However, these models still employ the two-stage pipeline and require a syntactic parser or a separate designed hand-engineered mention detector.

Finally, we also note the relevant work on joint mention detection and coreference resolution. Daumé III and Marcu (2005) propose to model both mention detection and coreference of the Entity Detection and Tracking task simultaneously. Denis and Baldridge (2007a) propose to use integer linear programming framework to model anaphoricity and coreference as a joint task.

6 Conclusion

In this paper, we propose to use a biaffine attention model to jointly optimize mention detection and mention clustering in the end-to-end neural coreference resolver. Our model achieves the state-of-the-art performance on the CoNLL-2012 Shared Task in English.
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Abstract

This paper proposes an improvement to the existing data-driven Neural Belief Tracking (NBT) framework for Dialogue State Tracking (DST). The existing NBT model uses a hand-crafted belief state update mechanism which involves an expensive manual retuning step whenever the model is deployed to a new dialogue domain. We show that this update mechanism can be learned jointly with the semantic decoding and context modelling parts of the NBT model, eliminating the last rule-based module from this DST framework. We propose two different statistical update mechanisms and show that dialogue dynamics can be modelled with a very small number of additional model parameters. In our DST evaluation over three languages, we show that this model achieves competitive performance and provides a robust framework for building resource-light DST models.

1 Introduction

The problem of language understanding permeates the deployment of statistical dialogue systems. These systems rely on dialogue state tracking (DST) modules to model the user’s intent at any point of an ongoing conversation (Young, 2010). In turn, DST models rely on domain-specific Spoken Language Understanding (SLU) modules to extract turn-level user goals, which are then incorporated into the belief state, the system’s internal probability distribution over possible dialogue states.

The dialogue states are defined by the domain-specific ontology: it enumerates the constraints the users can express using a collection of slots (e.g. price range) and their slot values (e.g. cheap, expensive for the aforementioned slots). The belief state is used by the downstream dialogue management component to choose the next system response (Su et al., 2016, 2017).

A large number of DST models (Wang and Lemon, 2013; Sun et al., 2016; Liu and Perez, 2017; Vodolán et al., 2017, inter alia) treat SLU as a separate problem: the detached SLU modules are a dependency for such systems as they require large amounts of annotated training data. Moreover, recent research has demonstrated that systems which treat SLU and DST as a single problem have proven superior to those which decouple them (Williams et al., 2016). Delexicalisation-based models, such as the one proposed by (Henderson et al., 2014a,b) offer unparalleled generalisation capability.

These models use exact matching to replace occurrences of slot names and values with generic tags, allowing them to share parameters across all slot values. This allows them to deal with slot values not seen during training. However, their downside is shifting the problem of dealing with linguistic variation back to the system designers, who have to craft semantic lexicons to specify rephrasings for ontology values. Examples of such rephrasings are [cheaper, affordable, cheap] for slot-value pair FOOD=Cheap, or [with internet, has internet] for HAS INTERNET=True. The use of such lexicons has a profound effect on DST performance (Mrkšić et al., 2016). Moreover, such lexicons introduce a design barrier for deploying these models to large real-world dialogue domains and other languages.

The Neural Belief Tracker (NBT) framework (Mrkšić et al., 2017a) is a recent attempt to overcome these obstacles by using dense word embeddings in place of traditional n-gram features. By making use of semantic relations embedded in the vector spaces, the NBT achieves DST performance competitive to lexicon-supplemented delexicalisation-based models without relying on any hand-crafted resources. Moreover, the NBT
framework enables deployment and bootstrapping of DST models for languages other than English (Mrkšić et al., 2017b). As shown by Vulić et al. (2017), phenomena such as morphology make DST a substantially harder problem in linguistically richer languages such as Italian and German.

The NBT models decompose the (per-slot) multi-class value prediction problem into many binary ones: they iterate through all slot values defined by the ontology and decide which ones have just been expressed by the user. To differentiate between slots, they take as input the word vector of the slot value that it is making a decision about. In doing that, the previous belief state is discarded. However, the previous state may contain pertinent information for making the turn-level decision.

Contribution In this work, we show that cross-turn dependencies can be learned automatically: this eliminates the rule-based NBT component and effectively yields a fully statistical dialogue state tracker. Our competitive results on the benchmarking WOZ dataset for three languages indicate that the proposed fully statistical model:

1) is robust with respect to the input vector space, and
2) is easily portable and applicable to different languages.

Finally, we make the code of the novel NBT framework publicly available at: https://github.com/nmrksic/neural-belief-tracker, in hope of helping researchers to overcome the initial high-cost barrier to using DST as a real-world language understanding task.

2 Methodology

Neural Belief Tracker: Overview The NBT models are implemented as multi-layer neural networks. Their input consists of three components: 1) the list of vectors for words in the last user utterance; 2) the word vectors of the slot name and value (e.g. FOOD=INDIAN) that the model is currently making a decision about; and 3) the word vectors which represent arguments of the preceding system acts. To perform belief state tracking, the NBT model iterates over all candidate slot-value pairs as defined by the ontology, and decides which ones have just been expressed by the user.

The first layer of the NBT (see Figure 1) learns to map these inputs into intermediate distributed representations of: 1) the current utterance representation \( r \); 2) the current candidate slot-value pair \( c \); and 3) the preceding system act \( m \). These representations then interact through the context modelling and semantic decoding downstream components, and are finally coalesced into the decision about the current slot value pair by the final binary decision making module. For full details of this setup, see the original NBT paper (Mrkšić et al., 2017a).

2.1 Statistical Belief State Updates

The NBT framework effectively recasts the per-slot multi-class value prediction problem as multiple...
This effectively means that the value with the highest probabilities \( b^t_{s,v} \) at turn \( t \) is then chosen as the new goal value, but only if its new probability \( b^t_{s,v} \) is greater than 0.5. If no value has probability greater than 0.5, the predicted goal value stays the same as the one predicted in the previous turn - even if its probability \( b^t_{s,v} \) is now less than 0.5.

In the rule-based method, tuning the hyperparameter \( \lambda \) adjusts how likely any predicted value is to override previously predicted values. However, the “belief state” produced in this manner is not a valid probability distribution. It just predicts the top value using an ad-hoc rule that was empirically verified by Mrkšić et al. (2017a).  

This rule-based approach comes at a cost: the NBT framework with such updates is little more than an SLU decoder capable of modelling the preceding system acts. Its parameters do not learn to handle the previous belief state, which is essential for probabilistic modelling in POMDP-based dialogue systems (Young et al., 2010; Thomson and Young, 2010). We now show two update mechanisms that extend the NBT framework to (learn to) perform statistical belief state updates.

1. **One-Step Markovian Update** To stay in line with the NBT paradigm, the criteria for the belief state update mechanism \( \phi \) from Eq. (1) are: 1) it is a differentiable function that can be backpropagated during NBT training; and 2) it produces a valid probability distribution \( b^t_s \) as output. Figure 1 shows our fully statistical NBT architecture.

The first learned statistical update mechanism, termed One-Step Markovian Update, combines the previous belief state \( b^t_{s,v} \) and the current turn-level estimate \( y^t_{s,v} \) using a one-step belief state update:

\[
    b^t_s = \text{softmax} \left( W_{\text{curr}} y^t_s + W_{\text{past}} b^{t-1}_s \right) \quad (4)
\]

\( W_{\text{curr}} \) and \( W_{\text{past}} \) are matrices which learn to combine the two signals into a new belief state. This variant violates the NBT design paradigm: each row of the two matrices learns to operate over specific slot values. Even though turn-level NBT
output $y_t^*$ may contain the right prediction, the parameters of the corresponding row in $W_{curr}$ will not be trained to update the belief state, since its parameters (for the given value) will not have been updated during training. Similarly, the same row in $W_{past}$ will not learn to maintain the given slot value as part of the belief state.

To overcome the data sparsity and preserve the NBT model’s ability to deal with unseen values, one can use the fact that there are fundamentally only two different actions that a belief tracker needs to perform: 1) maintain the same prediction as in the previous turn; or 2) update the prediction given strong indication that a new slot value has been expressed. To facilitate transfer learning, the second update variant introduces additional constraints for the one-step belief state update.

2. Constrained Markovian Update This variant constrains the two matrices so that each of them contains only two different scalar values. The first one populates the diagonal elements, and the other one is replicated for all off-diagonal elements:

\[
W_{curr,i,j} = \begin{cases} 
    a_{curr}, & \text{if } i = j \\
    b_{curr}, & \text{otherwise}
\end{cases} \quad (5)
\]

\[
W_{past,i,j} = \begin{cases} 
    a_{past}, & \text{if } i = j \\
    b_{past}, & \text{otherwise}
\end{cases} \quad (6)
\]

where the four scalar values are learned jointly with other NBT parameters. The diagonal values learn the relative importance of propagating the previous value ($a_{past}$), or of accepting a newly detected value ($a_{curr}$). The off-diagonal elements learn how turn-level signals ($b_{curr}$) or past probabilities for other values ($b_{past}$) impact the predictions for the current belief state. The parameters acting over all slot values are in this way tied, ensuring that the model can deal with slot values unseen in training.

3 Experimental Setup

Evaluation: Data and Metrics As in prior work the DST evaluation is based on the Wizard-of-Oz (WOZ) v2.0 dataset (Wen et al., 2017; Mrkšić et al., 2017a), comprising 1,200 dialogues split into training (600 dialogues), validation (200), and test data (400). The English data were translated to German and Italian by professional translators (Mrkšić et al., 2017). Where the four scalar values are learned jointly with (400). The English data were translated to German (WOZ) v2.0 dataset (Wen et al., 2017; Mrkšić et al., 2017a), comprising 1,200 dialogues split into train-

2. Constrained Markovian Update This variant constrains the two matrices so that each of them contains only two different scalar values. The first one populates the diagonal elements, and the other one is replicated for all off-diagonal elements:

\[
W_{curr,i,j} = \begin{cases} 
    a_{curr}, & \text{if } i = j \\
    b_{curr}, & \text{otherwise}
\end{cases} \quad (5)
\]

\[
W_{past,i,j} = \begin{cases} 
    a_{past}, & \text{if } i = j \\
    b_{past}, & \text{otherwise}
\end{cases} \quad (6)
\]

where the four scalar values are learned jointly with other NBT parameters. The diagonal values learn the relative importance of propagating the previous value ($a_{past}$), or of accepting a newly detected value ($a_{curr}$). The off-diagonal elements learn how turn-level signals ($b_{curr}$) or past probabilities for other values ($b_{past}$) impact the predictions for the current belief state. The parameters acting over all slot values are in this way tied, ensuring that the model can deal with slot values unseen in training.

3 Experimental Setup

Evaluation: Data and Metrics As in prior work the DST evaluation is based on the Wizard-of-Oz (WOZ) v2.0 dataset (Wen et al., 2017; Mrkšić et al., 2017a), comprising 1,200 dialogues split into training (600 dialogues), validation (200), and test data (400). The English data were translated to German and Italian by professional translators (Mrkšić et al., 2017a): the better-performing NBT-CNN variant is used, trained by Adam (Kingma and Ba, 2015) with dropout (Srivastava et al., 2014) of 0.5, gradient clipping, batch size of 256, and 400 epochs. All model hyperparameters were tuned on the validation sets.

Word Vectors To test the model’s robustness, we use a variety of standard word vectors from prior work. For English, following Mrkšić et al. (2017a) we use 1) distributional GLOVE vectors (Pennington et al., 2014), and 2) specialised PARAGRAM-SL999 vectors (Wieting et al., 2015), obtained by injecting similarity constraints from the Paraphrase Database (Pavlick et al., 2015) into GLOVE.

For Italian and German, we compare to the work of Vulić et al. (2017), who report state-of-the-art DST scores on the Italian and German WOZ 2.0 datasets. In this experiment, we train the models using distributional skip-gram vectors with a large vocabulary (labelled DIST in Table 2). Subsequently, we compare them to models trained using word vectors specialised using similarity constraints derived from language-specific morphological rules (labelled SPEC in Table 2).

4 Results and Discussion

Table 1 compares the two variants of the statistical update. The Constrained Markovian Update is the better of the two learned updates, despite using only four parameters to model dialogue dynamics (rather than $O(V^2)$, $V$ being the slot value count). This shows that the ability to generalise to unseen
Table 2: DST performance on Italian and German. Only results with the better scoring learned Constrained Markovian Update are reported.

<table>
<thead>
<tr>
<th></th>
<th>Italian</th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule-Based Update</td>
<td>DIST 74.2 spec 76.0</td>
<td>DIST 60.6 spec 66.3</td>
</tr>
<tr>
<td>Learned Update</td>
<td>73.7</td>
<td>61.5</td>
</tr>
<tr>
<td></td>
<td>76.1</td>
<td>68.1</td>
</tr>
</tbody>
</table>

.slot values matters more than the ability to model value-specific behaviour. In fact, combining the two updates led to no performance gains over the stand-alone Constrained Markovian update.

Table 2 investigates the portability of this model to other languages. The statistical update shows comparable performance to the rule-based one, outperforming it in three out of four experiments. In fact, our model trained using the specialised word vectors sets the new state-of-the-art performance for English, Italian and German WOZ 2.0 datasets. This supports our claim that eliminating the hand-tuned rule-based update makes the NBT model more stable and better suited to deployment across different dialogue domains and languages.

DST as Downstream Evaluation All of the experiments show that the use of semantically specialised vectors benefits DST performance. The scale of these gains is robust across all experiments, regardless of language or the employed belief state update mechanism. So far, it has been hard to use the DST task as a proxy for measuring the correlation between word vectors’ intrinsic performance (in tasks like SimLex-999 (Hill et al., 2015)) and their usefulness for downstream language understanding tasks. Having eliminated the rule-based update from the NBT model, we make our evaluation framework publicly available in hope that DST performance can serve as a useful tool for measuring the correlation between intrinsic and extrinsic performance of word vector collections.

5 Conclusion This paper proposed an extension to the Neural Belief Tracking (NBT) model for Dialogue State Tracking (DST) (Mrkšić et al., 2017a). In the previous NBT model, system designers have to tune the belief state update mechanism manually whenever the model is deployed to new dialogue domains. On the other hand, the proposed model learns to update the belief state automatically, relying on no domain-specific validation sets to optimise DST performance. Our model outperforms the existing NBT model, setting the new state-of-the-art-performance for the Multilingual WOZ 2.0 dataset across all three languages. We make the proposed framework publicly available in hope of providing a robust tool for exploring the DST task for the wider NLP community.
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Abstract
We study the role of linguistic context in predicting quantifiers (‘few’, ‘all’). We collect crowdsourced data from human participants and test various models in a local (single-sentence) and a global context (multi-sentence) condition. Models significantly out-perform humans in the former setting and are only slightly better in the latter. While human performance improves with more linguistic context (especially on proportional quantifiers), model performance suffers. Models are very effective in exploiting lexical and morpho-syntactic patterns; humans are better at genuinely understanding the meaning of the (global) context.

1 Introduction
A typical exercise used to evaluate a language learner is the cloze deletion test (Oller, 1973). In it, a word is removed and the learner must replace it. This requires the ability to understand the context and the vocabulary in order to identify the correct word. Therefore, the larger the linguistic context, the easier the test becomes. It has been recently shown that higher-ability test takers rely more on global information, with lower-ability test takers focusing more on the local context, i.e. information contained in the words immediately surrounding the gap (McCray and Brunfaut, 2018).

In this study, we explore the role of linguistic context in predicting generalized quantifiers (‘few’, ‘some’, ‘most’) in a cloze-test task (see Figure 1). Both human and model performance is evaluated in a local (single-sentence) and a global context (multi-sentence) condition to study the role of context and assess the cognitive plausibility of the models. The reasons we are interested in quantifiers are myriad. First, quantifiers are of central importance in linguistic semantics and its interface with cognitive science (Barwise and Cooper, 1981; Peters and Westerståhl, 2006; Szymanik, 2016). Second, the choice of quantifier depends both on local context (e.g., positive and negative quantifiers license different patterns of anaphoric reference) and global context (the degree of positivity/negativity is modulated by discourse specificity) (Paterson et al., 2009). Third and more generally, the ability of predicting function words in the cloze test represents a benchmark test for human linguistic competence (Smith, 1971; Hill et al., 2016).

We conjecture that human performance will be boosted by more context and that this effect will be stronger for proportional quantifiers (e.g. ‘few’, ‘many’, ‘most’) than for logical quantifiers (e.g. ‘none’, ‘some’, ‘all’) because the former are more dependent on discourse context (Moxey and Sanford, 1993; Solt, 2016). In contrast, we expect models to be very effective in exploiting the local context (Hill et al., 2016) but to suffer with a broader context, due to their reported inability to handle longer sequences (Paperno et al., 2016). Both hypotheses are confirmed. The best mod-

<qnt> the island’s breeding birds are endemic.
The island is one of the world’s most biologically diverse areas, with many endemic species.
<qnt> the island’s breeding birds are endemic. Other endemic species include the red-bellied lemur, the indri, and the aye-aye.

Target quantifier: more than half of

Figure 1: Given a target sentence \( s_t \), or \( s_t \) with the preceding and following sentence, the task is to predict the target quantifier replaced by \(<\text{qnt}>\).
els are very effective in the local context condition, where they significantly outperform humans. Moreover, model performance declines with more context, whereas human performance is boosted by the higher accuracy with proportional quantifiers like ‘many’ and ‘most’. Finally, we show that best-performing models and humans make similar errors. In particular, they tend to confound quantifiers that denote a similar ‘magnitude’ (Bass et al., 1974; Newstead and Collis, 1987).

Our contribution is twofold. First, we present a new task and results for training models to learn semantically-rich function words. Second, we analyze the role of linguistic context in both humans and the models, with implications for cognitive plausibility and future modeling work.

2 Datasets

To test our hypotheses, we need linguistic contexts containing quantifiers. To ensure similarity in the syntactic environment of the quantifiers, we focus on partitive uses: where the quantifier is followed by the preposition ‘of’. To avoid any effect of intensifiers like ‘very’ and ‘so’ and adverbs like ‘only’ and ‘incredibly’, we study only sentences in which the quantifier occurs at the beginning (see Figure 1). We experiment with a set of 9 quantifiers: ‘a few’, ‘all’, ‘almost all’, ‘few’, ‘many’, ‘more than half’, ‘most’, ‘none’, ‘some’. This set strikes the best trade-off between number of quantifiers and their frequency in our source corpus, a large collection of written English including around 3B tokens.

We build two datasets. One dataset – 1-Sent – contains datapoints that only include the sentence with the quantifier (the target sentence, $s_t$). The second – 3-Sent – contains datapoints that are 3-sentence long: the target sentence ($s_t$) together with both the preceding ($s_p$) and following one ($s_f$). To directly analyze the effect of the linguistic context in the task, the target sentences are exactly the same in both settings. Indeed, 1-Sent is obtained by simply extracting all target sentences $<s_t>$ from 3-Sent ($<s_p, s_t, s_f>$).

The 3-Sent dataset is built as follows: (1) We split our source corpus into sentences and select those starting with a ‘quantifier of’ construction. Around 391K sentences of this type are found. (2) We tokenize the sentences and replace the quantifier at the beginning of the sentence (the target quantifier) with the string $<$qnt$>$, to treat all target quantifiers as a single token. (3) We filter out sentences longer than 50 tokens (less than 6% of the total), yielding around 369K sentences. (4) We select all cases for which both the preceding and the following sentence are at most 50-tokens long. We also ensure that the target quantifier does not occur again in the target sentence. (5) We ensure that each datapoint $<s_p, s_t, s_f>$ is unique. The distribution of target quantifiers across the resulting 309K datapoints ranges from 1152 cases (‘more than half’) to 93801 cases (‘some’). To keep the dataset balanced, we randomly select 1150 points for each quantifier, resulting in a dataset of 10350 datapoints. This was split into train (80%), validation (10%), and test (10%) sets while keeping the balancing. Then, 1-Sent is obtained by extracting the target sentences $<s_t>$ from $<s_p, s_t, s_f>$.

3 Human Evaluation

3.1 Method

We ran two crowdsourced experiments, one per condition. In both, native English speakers were asked to pick the correct quantifier to replace $<$qnt$>$ after having carefully read and understood the surrounding linguistic context. When more than one quantifier sounds correct, participants were instructed to choose the one they think best for the context. To make the results of the two surveys directly comparable, the same randomly-sampled 506 datapoints from the validation sets are used. To avoid biasing responses, the 9 quantifiers were presented in alphabetical order. The surveys were carried out via CrowdFlower. Each participant was allowed to judge up to 25 points. To assess the judgments, 50 unambiguous cases per setting were manually selected by the native-English author and used as a benchmark. Overall, we collected judgments from 205 annotators in 1-Sent (avg. 7.4 judgments/annotator) and from 116 in 3-Sent (avg. 13.1). Accuracy is then computed by counting cases where at least 2 out of 3 annotators agree on the correct answer (i.e., inter-annotator agreement $\geq 0.67$).

3.2 Linguistic Analysis

Overall, the task turns out to be easier in 3-Sent (131/506 correctly-guessed cases; 0.258 accuracy).
Table 1: Cues that might help human participants to predict the correct quantifier (1-Sent).

<table>
<thead>
<tr>
<th>Type</th>
<th>Text</th>
<th>Quantifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meaning</td>
<td>&lt;qnt&gt; the original station buildings survive as they were used as a source of materials.</td>
<td>none of</td>
</tr>
<tr>
<td>PIs</td>
<td>&lt;qnt&gt; these stories have ever been substantiated.</td>
<td>none of</td>
</tr>
<tr>
<td>Contrast Q</td>
<td>&lt;qnt&gt; the population died out, but a select few with the right kind of genetic instability...</td>
<td>most of</td>
</tr>
<tr>
<td>List</td>
<td>&lt;qnt&gt; their major research areas are social inequality, group dynamics, social change...</td>
<td>some of</td>
</tr>
<tr>
<td>Quantity</td>
<td>&lt;qnt&gt; those polled (56%) said that they would be willing to pay for special events...</td>
<td>none of</td>
</tr>
<tr>
<td>Support Q</td>
<td>&lt;qnt&gt; you have found this to be the case - click here for some of customer comments.</td>
<td>few of</td>
</tr>
<tr>
<td>Lexicalized syntax</td>
<td>&lt;qnt&gt; the time, the interest rate is set on the lender’s terms...</td>
<td>many of</td>
</tr>
<tr>
<td>Syntax</td>
<td>&lt;qnt&gt; these events was serious.</td>
<td>some of</td>
</tr>
</tbody>
</table>

4 Models

We test several models, that we briefly describe below. All models except FastText are implemented in Keras and use ReLu as activation function; they are trained for 50 epochs with categorical crossentropy, initialized with frozen 300-d word2vec embeddings (Mikolov et al., 2013) pretrained on GoogleNews. A thorough ablation study is carried out for each model to find the best configuration of parameters. The best configuration is chosen based on the lowest validation loss.

**BoW-conc** A bag-of-words (BoW) architecture which encodes a text as the concatenation of the embeddings for each token. This representation is reduced by a hidden layer before softmax.

**BoW-sum** Same as above, but the text is encoded as the sum of the embeddings.

**FastText** Simple network for text classification that has been shown to obtain performance comparable to deep learning models (Joulin et al., 2016). FastText represents text as a hidden variable obtained by means of a BoW representation.

**CNN** Simple Convolutional Neural Network (CNN) for text classification. It has two convolutional layers (Conv1D) each followed by MaxPooling. A dense layer precedes softmax.

**LSTM** Standard Long-Short Term Memory network (LSTM) (Hochreiter and Schmidhuber, 1997). Variable-length sequences are padded with zeros to be as long as the maximum sequence in the dataset. To avoid taking into account cells padded with zero, the ‘mask zero’ option is used.

**bi-LSTM** The Bidirectional LSTM (Schuster and Paliwal, 1997) combines information from past and future states by duplicating the first recurrent layer and then combining the two hidden states. As above, padding and mask zero are used.

---

6Adapted from: http://bit.ly/2sFgOE1

4Available here: http://bit.ly/1VxNC9t

5We experiment with all possible combinations obtained by varying (a) optimizer: adagrad, adam, nadam; (b) hidden layers: 64 or 128 units; (c) dropout: 0.25, 0.5, 0.75.
Att-LSTM LSTM augmented with an attention mechanism (Raffel and Ellis, 2016). A feed-forward neural network computes an importance weight for each hidden state of the LSTM; the weighted sum of the hidden states according to those weights is then fed into the final classifier.

AttCon-LSTM LSTM augmented with an attention mechanism using a learned context vector (Yang et al., 2016). LSTM states are weighted by cosine similarity to the context vector.

5 Results

Table 2 reports the accuracy of all models and humans in both conditions. We have three main results. (1) Broader context helps humans to perform the task, but hurts model performance. This can be seen by comparing the 4-point increase of human accuracy from 1-Sent (0.22) to 3-Sent (0.26) with the generally worse performance of all models (e.g. AttCon-LSTM, from 0.34 to 0.27).

<table>
<thead>
<tr>
<th></th>
<th>1-Sent</th>
<th>3-Sent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>val</td>
<td>test</td>
</tr>
<tr>
<td>chance</td>
<td>0.111</td>
<td>0.111</td>
</tr>
<tr>
<td>BoW-conc</td>
<td>0.270</td>
<td>0.238</td>
</tr>
<tr>
<td>BoW-sum</td>
<td>0.308</td>
<td>0.290</td>
</tr>
<tr>
<td>fastText</td>
<td>0.305</td>
<td>0.271</td>
</tr>
<tr>
<td>CNN</td>
<td>0.310</td>
<td>0.304</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.315</td>
<td>0.310</td>
</tr>
<tr>
<td>bi-LSTM</td>
<td>0.341</td>
<td>0.337</td>
</tr>
<tr>
<td>Att-LSTM</td>
<td>0.319</td>
<td>0.324</td>
</tr>
<tr>
<td>AttCon-LSTM</td>
<td>0.343</td>
<td>0.319</td>
</tr>
<tr>
<td>Humans</td>
<td>0.221</td>
<td>————</td>
</tr>
</tbody>
</table>

Table 2: Accuracy of models and humans. Values in bold are the highest in the column. *Note that due to an imperfect balancing of data, chance level for humans (computed as majority class) is 0.124.

(2) All models are significantly better than humans in performing the task at the sentence level (1-Sent), whereas their performance is only slightly better than humans’ in 3-Sent. AttCon-LSTM, which is the best model in the former setting, achieves a significantly higher accuracy than humans’ (0.34 vs 0.22). By contrast, in 3-Sent, the performance of the best model is closer to that of humans (0.29 of Att-LSTM vs 0.26). It can be seen that LSTMs are overall the best-performing architectures, with CNN showing some potential in the handling of longer sequences (3-Sent). (3) As depicted in Figure 3, quantifiers that are easy/hard for humans are not necessarily easy/hard for the models. Compare ‘few’, ‘a few’, ‘more than half’, ‘some’, and ‘most’: while the first three are generally hard for humans but predictable by the models, the last two show the opposite pattern. Moreover, quantifiers that are guessed by humans to a larger extent in 3-Sent compared to 1-Sent, thus profiting from the broader linguistic context, do not experience the same boost with models. Human accuracy improves notably for ‘few’, ‘a few’, ‘many’, and ‘most’, while model performance on the same quantifiers does not.

To check whether humans and the models make similar errors, we look into the distribution of responses in 3-Sent (val), which is the most comparable setting with respect to accuracy. Table 3 reports responses by humans (top) and AttCon-LSTM (bottom). Human errors generally involve quantifiers that display a similar magnitude as the correct one. To illustrate, ‘some’ is chosen in place of ‘a few’, and ‘most’ in place of either ‘almost all’ or ‘more than half’.

A similar pattern is observed in the model’s predictions,
though we note a bias toward ‘more than half’.

One last question concerns the types of linguistic cues exploited by the model (see section 3.2). We consider those cases which are correctly guessed by both humans and AttCon-LSTM in each setting and analyze the distribution of annotated cues. Non-semantic cues turn out to account for 41% of cases in 3-Sent and for 50% cases in 1-Sent. This analysis suggests that, compared to humans, the model capitalizes more on lexical, morpho-syntactic cues rather than exploiting the meaning of the context.

6 Discussion

This study explored the role of linguistic context in predicting quantifiers. For humans, the task becomes easier when a broader context is given. For the best-performing LSTMs, broader context hurts performance. This pattern mirrors evidence that predictions by these models are mainly based on local contexts (Hill et al., 2016). Corroborating our hypotheses, proportional quantifiers (‘few’, ‘many’, ‘most’) are predicted by humans with a higher accuracy with a broader context, whereas logical quantifiers (‘all’, ‘none’) do not experience a similar boost. Interestingly, humans are almost always able to grasp the magnitude of the missing quantifier, even when guessing the wrong one. This finding is in line with the overlapping meaning and use of these expressions (Moxey and Sanford, 1993). It also provides indirect evidence for an ordered mental scale of quantifiers (Holyoak and Glass, 1978; Routh, 1994; Moxey and Sanford, 2000). The reason why the models fail with certain quantifiers and not others is yet not clear. It may be that part of the disadvantage in the broader context condition is due to engineering issues, as suggested by an anonymous reviewer. We leave investigating these issues to future work.
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Abstract

We ask how to practically build a model for German named entity recognition (NER) that performs at the state of the art for both contemporary and historical texts, i.e., a big-data and a small-data scenario. The two best-performing model families are pitted against each other (linear-chain CRFs and BiLSTM) to observe the trade-off between expressiveness and data requirements. BiLSTM outperforms the CRF when large datasets are available and performs inferior for the smallest dataset. BiLSTMs profit substantially from transfer learning, which enables them to be trained on multiple corpora, resulting in a new state-of-the-art model for German NER on two contemporary German corpora (CoNLL 2003 and GermEval 2014) and two historic corpora.

1 Introduction

Named entity recognition and classification (NER) is a central component in many natural language processing pipelines. High-quality NER is crucial for applications like information extraction, question answering, or entity linking.

Since the goal of NER is to recognize instances of named entities in running text, it is established practice to treat NER as a “word-by-word sequence labeling task” (Jurafsky and Martin, 2009). There are two families of sequence models that constitute promising candidates. On the one hand, linear-chain CRFs, which form the basis for many widely used systems (e.g., Finkel et al., 2005; Benikova et al., 2015), profit from hand-crafted features and can easily incorporate language- and domain-specific knowledge from dictionaries or gazetteers. On the other hand, bidirectional LSTMs (BiLSTMs, e.g., Reimers and Gurevych, 2017) identify informative features directly from the data, presented as word and/or character embeddings (e.g., Mikolov et al., 2013; Bojanowski et al., 2017).

When developing NER tools for new types of text, one requirement is the availability of different resources to inform features and/or embeddings. Another one is the amount of training data: linear-chain CRFs require only moderate amounts of training data compared to BiLSTM. To perform representation learning, BiLSTMs require considerably annotated data to learn proper representations (see, e.g., the impact of training size by Dernoncourt et al., 2016). This consideration becomes particularly pressing when moving to “small-data” settings such as low-resource languages, specific domains, or historical corpora. Thus, it is an open question, whether it is generally a better idea to choose different model families for different settings, or whether one model family can be optimized to perform well across settings.

This paper investigates this question empirically on a set of German corpora including two large, contemporary corpora and two small historical corpora. We pit linear-chain CRF- and BiLSTM-based systems against each other and compare to state-of-the-art models, performing three experiments. Due to these experiments, we get the following results: (a), the BiLSTM system indeed performs best on contemporary corpora, both within and across domains; (b), the BiLSTM system performs worse than the CRF systems for the smallest historical corpus due to lack of data; (c), by applying transfer learning to adduce more training data, the RNN outperform CRFs substantially for all corpora. The final BiLSTM models form a new state of the art for German NER and are freely available.
2 Model Families for NER

As mentioned above, contemporary research on NER almost exclusively uses sequence classification models. Our study focuses on CRFs and BiLSTMs, the two most widely used choices.

CRF-based Systems. Linear-chain CRFs form a family of models that are well established in sequence classification. They form the basis of two widely used Named Entity recognizers.

The first one is STANFORDNER\(^1\) (Finkel et al., 2005) which provides models for various languages. It uses a set of language-independent features, including word and character n-grams, word shapes, surrounding POS and lemmas. For German, these features are complemented by distributional clusters computed on a large German web corpus (Faruqui and Padó, 2010). The ready-to-run model is pre-trained on the German CoNLL 2003 data (Tjong Kim Sang and De Meulder, 2003).

Benikova et al. (2015) developed GERMANER\(^2\), another CRF-based NER system. It was optimized for the GermEval 2014 NER challenge and also uses a set of standard features (word and character n-grams, POS) supplemented by a number of specific information sources (unsupervised parts of speech (Biemann, 2009), distributional semantics and topic cluster information, gazetteer lists).

BiLSTM-based Systems. Among the various deep learning architectures applied for NER, the best results have been achieved with bidirectional LSTM methods combined with a top-level CRF model (Ma and Hovy, 2016; Lample et al., 2016; Reimers and Gurevych, 2017). In this work, we use an implementation that solely uses word and character embeddings.

We train the character embeddings while training the model but use pre-trained word embeddings. To alleviate issues with out-of-vocabulary (OOV) words, we use both character- and subword-based word embeddings computed with fastText (Bojanowski et al., 2017). This method is able to retrieve embeddings for unknown words by incorporating subword information.\(^3\)

3 Datasets

For the evaluation, we use two established datasets for NER on contemporary German and two datasets for historical German.

Contemporary German. The first large-scale German NER dataset was published as part of the CoNLL 2003 shared task (CoNLL, Tjong Kim Sang and De Meulder, 2003). It consists of about 220k tokens (for training) of annotated newspaper documents. The tagset handles locations (LOC), organizations (ORG), persons (PER) and the remaining entities as miscellaneous (MISC). The second dataset is the GermEval 2014 shared task dataset (GermEval, Benikova et al. (2014)), consisting of some 450k tokens (for training) of Wikipedia articles.\(^4\) This dataset has two levels of annotations: outer and inner span named entities. For example, the term Chicago Bulls is tagged as organization in the outer span annotation. The nested term Chicago is annotated as location in the inner span annotation. However, there are only few inner span annotations. In addition to the standard tags also used in the CoNLL dataset, fine grained versions of these entities are marked with suffixes: -deriv marks derivations of the named entities (e.g. German actor – German is a derived location) and -part marks compounds including a named entity (e.g. in the word Rhineshore the compound Rhine is location).

To compare to previous state-of-the-art methods, we show results on the official metric (a combination of the outer and inner spans) in Section 4. As there are only few inner span annotations, we additionally report results based on the outer spans. To be more conform with the tagsets of the CoNLL task, we focus on outer spans and remove the fine-grained tags in the follow-up experiments (see Section 5 and 6).

Historical German. We further consider two datasets based on historical texts (Neudecker, 2016)\(^5\), extracted from the Europeana collection of historical newspapers\(^6\), a standard resource for historical digital humanities. More specifically, our first corpus is the collection of Tyrolean periodicals and newspapers from the Dr Friedrich Temann Library (LFT), covering around 87k tokens from

\(^1\)http://stanford.io/2ohopn3
\(^2\)http://github.com/tudarmstadt-lt/GermaNER
\(^3\)The source code and the best performing models are available online: http://www.ims.uni-stuttgart.de/forschung/ressourcen/werkzeuge/german_ner.html
\(^4\)https://sites.google.com/site/germeval2014ner/
\(^5\)https://github.com/KBNLresearch/europeananp-ner/
\(^6\)www.europeana.eu/portal/de
Table 1: Evaluation on GermEval data, using the official metric (metric 1) of the GermEval 2014 task that combines inner and outer chunks.

<table>
<thead>
<tr>
<th>Type</th>
<th>Model</th>
<th>Pr</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRF</td>
<td>StanfordNER</td>
<td>80.02</td>
<td>62.29</td>
<td>70.05</td>
</tr>
<tr>
<td>CRF</td>
<td>GermaNER</td>
<td>81.31</td>
<td>68.00</td>
<td>74.06</td>
</tr>
<tr>
<td>RNN</td>
<td>UKP</td>
<td>79.54</td>
<td>71.10</td>
<td>75.09</td>
</tr>
<tr>
<td>–</td>
<td>ExB</td>
<td>78.07</td>
<td>74.75</td>
<td>76.38</td>
</tr>
<tr>
<td>RNN</td>
<td>BiLSTM-WikiEmb</td>
<td>81.95</td>
<td>78.13</td>
<td>79.99</td>
</tr>
<tr>
<td>RNN</td>
<td>BiLSTM-EuroEmb</td>
<td>75.50</td>
<td>70.72</td>
<td>73.03</td>
</tr>
</tbody>
</table>

1926. Our second corpus is a collection of Austrian newspaper texts from the Austrian National Library (ONB), covering some 35k tokens between 1710 and 1873. These corpora give rise to a number of challenges: they are considerably smaller than the contemporary corpora from above, contain a different language variety (19th century Austrian German), and include a high rate of OCR errors since they were originally printed in Gothic typeface.⁷ We use 80% of the data for training and each 10% for development and testing.

4 Experiment 1: Contemporary German

In our first experiment, we compare the NER performances on the two contemporary, large datasets. For BiLSTM, we experiment with two options for word embeddings. First, we use pre-trained embeddings computed on Wikipedia with 300 dimensions and standard parameters (WikiEmb)⁸, which are presumably more appropriate for contemporary texts. Second, we compute embeddings with the same parameters from 1.5 billion tokens of historic German texts from Europeana (EuroEmb). These embeddings should be more appropriate for historical texts but may suffer from sparsity.

Table 1 shows results on GermEval using the official metric (metric 1) for the best performing systems. This measure considers both outer and inner span annotations. Within the challenge, the ExB (Hänig et al., 2015) ensemble classifier achieved the best result with an F1 score of 76.38, followed by the RNN-based method from UKP (Reimers et al., 2014) with 75.09. GermaNER achieves high precision, but cannot compete in terms of recall. Our BiLSTM with Wikipedia word embeddings, scores highest (79.99) and outperforms the shared task winner ExB significantly, based on a bootstrap resampling test (Efron and Tibshirani, 1994). Using Europeana embeddings, the performance drops to an F1 score of 73.03 – due to the difference in vocabulary. As the number of inner span annotations is marginal and hard to detect, we additionally present scores considering only outer span annotations in Table 2. Whereas the scores are slightly higher, we observe the same trend as from the previous results shown in Table 1.

On the CoNLL dataset (see Table 3) GermaNER outperforms the currently best-performing RNN-based system (Lample et al., 2016). The BiLSTM again yields the significantly best performance, matching its high precision while substantially improving recall. Again, lower F1 scores are achieved using the Europeana embeddings. In sum, we find that BiLSTM models can outperform CRF models when there is sufficient training data to profit from distributed representations.

5 Experiment 2: Cross-Corpus Performance

A potential downside of BiLSTMs is that learned models may be more text type specific, due to the high capacity of the models. Experiment 2 evaluates how well the models do when trained on one corpus and tested on another one, including historical corpora. To level the playing field, we reduce the detailed annotation of GermEval to the standard five-category set (PER, LOC, ORG, MISC, OTH).

Results for these experiments are presented in

---

⁷We cleaned the corpora by correcting named entity labels and tokenization. We will make these versions available.

⁸https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
Table 4: Evaluation (F1) for two CRF-based methods and BiLSTM trained and tested on different corpora.

<table>
<thead>
<tr>
<th>Model</th>
<th>Train</th>
<th>Test data</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CoNLL</td>
<td>GermEval</td>
<td>LFT</td>
<td>ONB</td>
<td></td>
</tr>
<tr>
<td>Stanford NER</td>
<td>CoNLL</td>
<td>72.12</td>
<td>48.82</td>
<td>39.72</td>
<td>46.36</td>
</tr>
<tr>
<td></td>
<td>GermEval</td>
<td>65.63</td>
<td>72.09</td>
<td>45.22</td>
<td>52.21</td>
</tr>
<tr>
<td></td>
<td>LFT</td>
<td>35.25</td>
<td>35.00</td>
<td>67.26</td>
<td>52.77</td>
</tr>
<tr>
<td></td>
<td>ONB</td>
<td>34.09</td>
<td>33.96</td>
<td>42.95</td>
<td>72.42</td>
</tr>
<tr>
<td>German NER</td>
<td>CoNLL</td>
<td>79.37</td>
<td>60.40</td>
<td>46.53</td>
<td>53.93</td>
</tr>
<tr>
<td></td>
<td>GermEval</td>
<td>71.05</td>
<td>76.37</td>
<td>48.05</td>
<td>54.95</td>
</tr>
<tr>
<td></td>
<td>LFT</td>
<td>44.87</td>
<td>45.82</td>
<td>69.18</td>
<td>56.38</td>
</tr>
<tr>
<td></td>
<td>ONB</td>
<td>46.56</td>
<td>47.19</td>
<td>48.41</td>
<td>73.31</td>
</tr>
<tr>
<td>BiLSTM+WikiEmb</td>
<td>CoNLL</td>
<td>82.99</td>
<td>66.51</td>
<td>49.28</td>
<td>58.79</td>
</tr>
<tr>
<td></td>
<td>GermEval</td>
<td>78.15</td>
<td>82.93</td>
<td>55.99</td>
<td>61.35</td>
</tr>
<tr>
<td></td>
<td>LFT</td>
<td>57.27</td>
<td>53.38</td>
<td>68.47</td>
<td>65.53</td>
</tr>
<tr>
<td></td>
<td>ONB</td>
<td>51.42</td>
<td>49.30</td>
<td>49.35</td>
<td>70.46</td>
</tr>
<tr>
<td>BiLSTM+EuroEmb</td>
<td>CoNLL</td>
<td>75.83</td>
<td>55.06</td>
<td>45.30</td>
<td>54.59</td>
</tr>
<tr>
<td></td>
<td>GermEval</td>
<td>70.19</td>
<td>75.24</td>
<td>52.15</td>
<td>59.43</td>
</tr>
<tr>
<td></td>
<td>LFT</td>
<td>43.63</td>
<td>43.82</td>
<td>69.62</td>
<td>61.10</td>
</tr>
<tr>
<td></td>
<td>ONB</td>
<td>36.33</td>
<td>38.81</td>
<td>46.48</td>
<td>67.29</td>
</tr>
</tbody>
</table>

Table 4. Unsurprisingly, the best results are gained when testing on the same dataset as the training has been performed. GermaNER consistently outperforms StanfordNER again, highlighting the benefits of knowledge engineering when using CRFs.

Interestingly, these benefits also extend to the historical datasets for which the CRF features were presumably not optimized: overall F1-scores are only a few points lower than for the contemporary corpora, and the CRFs significantly outperform the BiLSTM models on ONB and performs comparable on the larger LFT dataset. The type of embeddings used by BiLSTM plays a minor role for the historical corpora (for contemporary corpora, Wikipedia is clearly better). In sum, we conclude that BiLSTM models run into trouble when faced with very small training datasets, while CRF-based methods are more robust (Cotterell and Duh, 2017).

7 Data Analysis

Besides OCR errors, the lower F1 scores for the historic data are largely due to hyphens used to divide words for line breaks. The lowest F1 scores are achieved for the label organization. Evaluating on the ONB dataset, we obtain an F1 score for that label of 50.22 using GermaNER, 48.63 for the BiLSTM using Europeana embeddings and 61.48 using transfer learning. We observe a similar effect for the LFT dataset. Often, the annotations for the organization category are not entirely clear. For example, the typo “sterreichischen Außenministerlum” (should be “Austrian foreign ministry”) is manually annotated in the data but not detected by any of the models. However, “tschechoslowakischen Presse” (Engl. Czechoslovakian press) is detected as organization by all classifiers but is not manually annotated.

8 Related Work

BiLSTMs that combine neural network architectures with CRF-based superstructures yield the highest results on English NER datasets in a number of studies (Ma and Hovy, 2016; Lample et al., 2016; Reimers and Gurevych, 2017; Lin et al., 2017). However, only few systems reported results for German NER, and restrict themselves to the “big-data” scenarios of the CoNLL 2003 (Lample et al., 2016; Reimers and Gurevych, 2017) and GermEval (Reimers et al., 2014; Christian Hnig, 2014) datasets. Sutton and McCallum (2005) showed the capability of CRFs for transfer learning by joint decoding two separately trained sequence models. Lee et al. (2017) apply transfer learning using a BiLSTM for medical NER using two similar tasks.
with different labels and show that only 60% of the data of the target domain is required to achieve good results. Crichton et al. (2017) yield improvements up to 0.8% for NER in the medical domain. Most related to our paper is the work by Ghadjar and Langlais (2017) which demonstrates the impact of transfer learning of the English CoNLL 2003 dataset with Wikipedia annotations.

9 Conclusion

Our study fills an empirical gap by considering historical datasets and performing careful comparisons of multiple models under exactly the same conditions. We have investigated the relative performance of an BiLSTM method and traditional CRFs on German NER in big- and small-data situations, asking whether it makes sense to consider different model types for different setups. We found that combining BiLSTM with a CRF as top layer, outperform CRFs with hand-coded features consistently when enough data is available. Even though RNNs struggle with small datasets, transfer learning is a simple and effective remedy to achieve state-of-the-art performance even for such datasets. In sum, modern RNNs consistently yield the best performance. In future work, we will extend the BiLSTM to other languages using cross-lingual embeddings (Ruder et al., 2017).

Acknowledgments

This study was supported by the DFG grant Oceanic Exchanges (KO 5362/2-1) and the CRETA center funded by the German Ministry for Education and Research (BMBF).

References


A dataset for identifying actionable feedback in collaborative software development

Benjamin S. Meyers†, Nuthan Munaiah†, Emily Prud’hommeaux‡§, Andrew Meneely†, Cecilia Ovesdotter Alm†, Josephine Wolff†, and Pradeep K. Murukannaiah†
†Golisano College of Computing and Information Sciences, Rochester Institute of Technology
‡College of Liberal Arts, Rochester Institute of Technology
§Morrissey College of Arts and Sciences, Boston College
bsm9339,nm6061,emilypx,axmvse,coagla,jcwgpt,pkmvse}@rit.edu

Abstract

Software developers and testers have long struggled with how to elicit proactive responses from their coworkers when reviewing code for security vulnerabilities and errors. For a code review to be successful, it must not only identify potential problems but also elicit an active response from the colleague responsible for modifying the code. To understand the factors that contribute to this outcome, we analyze a novel dataset of more than one million code reviews for the Google Chromium project, from which we extract linguistic features of feedback that elicited responsive actions from coworkers. Using a manually-labeled subset of reviewer comments, we trained a highly accurate classifier to identify “acted-upon” comments (AUC = 0.85). Our results demonstrate the utility of our dataset, the feasibility of using NLP for this new task, and the potential of NLP to improve our understanding of how communications between colleagues can be authored to elicit positive, proactive responses.

1 Introduction

As in many other work environments, such as hospitals and law firms, employees in software development must communicate through written feedback and comments to develop functional and secure code. Developers elicit feedback from their collaborators on the code that they write through the code review process, which is an integral part of the mature software development lifecycle. Most large software development organizations, including Microsoft (Lipner, 2004) and Google (Chromium, 2017), mandate the review of all changes to the code base. Code reviews identify potential bugs or errors in software, but not all of the comments made by reviewers are acted upon by developers.

Some code reviews are taken seriously by developers and prompt significant fixes, while many others are overlooked or dismissed. In some cases, such as when code reviewers misunderstand the purpose of a proposed change or identify an unimportant issue, it may be appropriate to ignore their comments. At other times, however, the presentation and language of the reviewer’s feedback may cause the problems it identifies to be overlooked. Understanding which linguistic characteristics of code reviews influence whether reviews are taken seriously can aid developers in providing effective feedback that is acted upon by their peers. In turn, this can contribute to our general understanding of how to provide meaningful written feedback in a collaborative workplace setting.

With this in mind, we present a dataset of over one million code review comments from the Chromium project (Chromium, 2017), designed with the goal of discovering the linguistic features associated with actionable developer feedback. We describe the dataset, along with an array of linguistic features capturing characteristics of complexity, content, and style, extracted from that dataset. Using a labeled subset of this large dataset, we develop a highly accurate classifier for identifying examples of actionable feedback that performs better than the keyword and sentiment features previously explored for similar tasks.

The contributions of this work are: (1) the introduction of a new NLP task: identifying actionable feedback in collaborative work conversations; (2) a large structured dataset of automatically linguistically annotated software developer conversations for feature exploration; (3) a smaller manually-labeled subset of that dataset for hypothesis test-
ing; and (4) a demonstration of the feasibility of using NLP for this task in the form of a high-accuracy classifier of actionable feedback.

2 Background

A typical code review is initiated by a developer (change-author) who wishes to have a collection (patchset) of local changes (patches) to the source code merged into the software product. The patchset is reviewed by other developers (reviewers) who provide feedback to ensure that the change does not negatively impact the overall quality of the product. In response to this feedback, the change-author can submit one or more additional patchsets for further review. The process repeats until the owner of the source code approves the change. The Chromium project, which underlies Google’s Chrome browser and Chrome OS, follows this typical code review process, requiring all changes to the source code to be reviewed before being accepted into the repository. Rietveld (The Chromium Project, 2017), an open-source tool, facilitates the code review process in Chromium.

The process of providing direct assessment of an individual’s actions or performance, known as feedback intervention, has been widely studied in a number of domains (Judd, 1905; Kluger and DeNisi, 1996, 1998; Xiong et al., 2010; Xiong and Litman, 2010), but previous work applying NLP to the specific task of evaluating code review feedback is somewhat limited. Rahman et al. (2017) examined a small set of text features (e.g., reading ease, stop word ratio) in a small set of code review comments but found associations between those features and comment usefulness to be mostly insignificant. Pletea et al. (2014) examined sentiment as an indicator of comment usefulness, while Bosu et al. (2015) considered both sentiment and the presence of pre-defined keywords in feedback. While these studies offer insights into the language used by developers, they are limited to sentiment and basic lexical attributes. In contrast, we explore more subtle linguistic features that more accurately characterize actionable feedback.

3 Data

Our dataset consists of written natural language conversations among developers working to find flaws in proposed changes to software. An example is shown in Figure 1. We used Rietveld’s RESTful API to retrieve, in JSON formatted documents, publicly-accessible code reviews in the Chromium project spanning eight years (2008-16). We processed the JSON documents and extracted reviews with their associated patchsets, patches, and comments, saving them to a PostgreSQL database. Of the 2,855,018 comments, 1,591,431 were posted by reviewers. We refer to this set of comments, for which we provide values for the 9 linguistic features (described in Section 4), as the full dataset.

With the goal of characterizing the linguistic attributes of actionable feedback, we created a labeled dataset, which reflects the overall distribution of actionable comments in the full dataset by including 2,994 comments automatically identified as acted-upon and 800 comments manually identified as not (known-to-be) acted-upon. We automatically identified acted-upon comments using the Rietveld functionality that allows change-authors to respond to feedback by clicking a link labeled “Done”, which automatically posts a special comment containing only the word ‘Done’. We consider comments by reviewers that elicit this ‘Done’ response to be acted-upon. Of the 1.5 million comments posted by reviewers, 690,881 (43%) were identified as acted-upon using the ‘Done’ metric. We independently verified a subset of 700 of these comments (Cohen’s $\kappa = 0.89$) and found that in 97% of instances when a devel-

Figure 1: Example code review comment thread.
oper posted a comment with ‘Done.’, there was an associated code change implemented.

To identify comments that were not acted upon, we manually inspected code review comments that did not terminate in a ‘Done.’ comment. We randomly sampled a set of 2,047 such comments and inspected the line of code associated with a comment across all patchsets and the source code commit associated with the code review. Comments for which the authors could not find evidence that the developer acted upon the feedback were labeled as not (known-to-be) acted-upon. Within the sample, 800 (39.08%) were manually identified as not (known-to-be) acted-upon.

4 Feature Extraction

We extract nine linguistic features from the reviewer comments (examples in Table 1) that capture structure, information content, style, and tone. Before extracting features, we automatically replace all sequences of source code tokens with a single custom token. Since comments can span multiple sentences, we aggregate sentence-level features at the comment level as described below for each feature.

Syntactic complexity: Previous work (Rahman et al., 2017) attempted to measure structural complexity using readability metrics, such as Flesch reading ease (Flesch, 1948), which approximate complexity using word and sentence length. We instead evaluate the structure of comments by calculating YNGVE (Yngve, 1960) and Frazier (Frazier, 1987) scores, two complimentary approaches derived from constituent parses (as in Roark et al. (2011); Pakhomov et al. (2011)) that approximate the cognitive load of sentence processing (Baddeley, 2003; Sweller and Chandler, 1991). We take the maximum over all sentences in a comment for each of these scores.

Information content: We calculate both content density (C-DENSITY), which measures the content of text using the ratio of open-class to closed-class words, and propositional density (P-DENSITY), which is the ratio of propositions to the number of words in a text (Roark et al., 2011). We use an approach similar to that used by Brown et al. (2008) to detect propositions, and we aggregate both scores over the sentences in a comment.

Style and tone: We explore several features characterizing style and tone to learn whether the way reviewers choose to communicate their feedback has an influence on how their colleagues respond to that feedback.

Sentiment: We extract the sentiment of a code review comments using Stanford CoreNLP (Manning et al., 2014). In contrast to previous work (Bosu et al., 2015; Agarwal et al., 2011), we use only three values, merging the two positive classes and the two negative classes, and introduce a fourth class, non-neutral, which ignores the sentiment polarity. The sentiment at a comment level is the ratio of negative/neutral/positive/non-neutral tokens to all tokens.

Formality: We use the dataset provided by Lahiri (2015) to train a logistic regression model for estimating the formality of a sentence, with precision and recall of 83%. We reduce the 7-point rating scale to a binary (formal vs. informal) scale. The features used to train the model included parts-of-speech, character n-grams, chunking tags, and other features used in predicting uncertainty Vincze (2014). For this feature and Politeness, we find the maximum and minimum values over all sentences in a comment.

Politeness: To measure politeness, we use a corpus of Wikipedia editor and Stack Exchange user conversations annotated for politeness (Danescu-Niculescu-Mizil et al., 2013). We reimplemented their logistic regression model with newer programming languages and frameworks, yielding 94% precision and 95% recall.

Uncertainty: Uncertainty in natural language has been studied by Vincze (2014) and Farkas et al. (2010), who worked with Szarvas et al. (2012) to compile the Szeged Uncertainty Corpus. While Vincze (2014) trained a binary (certain vs. uncertain) model on the corpus, we trained a multi-label logistic regression model using the same features to predict the type of uncertainty exhibited by each word in a comment.

5 Results

Using the labeled dataset described in Section 3, we evaluated the association between each feature and the class labels. For continuous valued features, we used the non-parametric Mann-Whitney-Wilcoxon to test for association and Cliff’s δ to assess the strength of that association. For boolean-valued features, we used the $\chi^2$ test to test for independence between the feature and class label. Our results show that acted-upon code review comments were shorter, more polite, more formal,
Feature Example Sentence from Chromium dataset

FRAZIER Low: This ‘if’ can be done more elegantly with Min(x,y)
High: Please see this warning about adding things to NavigationEntry.

YNGVE Low: The description is a little confusing.
High: The only time we call one but not the other is in the destructor, when we don’t need to call needsNewGenID, but setting two fields needlessly might be a low price to pay to ensure we never accidentally call one without the other.

P-DENSITY Low: In addition to what I suggested earlier about testing for the non-existence of a third file, we could also verify that the contents of the sync database files are not nonsense.
High: I tried patching this in locally and it doesn’t compile.

C-DENSITY Low: Slight reordering: please put system modules first, then a blank line, then local ones (PRESUBMIT).
High: Please check that given user_id is child user, not currently active user is child.

FORMALITY Low: But yeah, I’m just being an API astronaut*; I think that what I wrote up there is neat, but after sleeping, don’t worry about it; it’s too much work to go and rewrite stuff.
High: Moving this elsewhere would also keep this module focused on handling the content settings / heuristics for banners, which is what it was originally intended for.

POLITENESS Low: You don’t actually manage the deopt table’s VirtualMemory, so you shouldn’t act like you do.
High: Thanks for writing this test, getting there, but I think you could do this in a more principled way.

SENTIMENT Negative: That’s not good use of inheritance.
Neutral: Are we planning on making use of this other places?
Positive: It looks slightly magical.

UNCERTAINTY Epistemic: This seems a bit fragile.
Doxastic: I assume we added this notification purely for testing purposes?
Investigative: Did you check whether it was needed?
Conditional: Another possible option, if it does not cause user confusion, would be to automatically select those projects in the Files view when the dialog closes.

Table 1: Example code review comments for a subset of the linguistic features.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td># Tokens</td>
<td>0.793</td>
<td>0.996</td>
<td>0.883</td>
<td>0.610</td>
</tr>
<tr>
<td># Sentences</td>
<td>0.792</td>
<td>0.999</td>
<td>0.884</td>
<td>0.584</td>
</tr>
<tr>
<td>All</td>
<td>0.829</td>
<td>0.926</td>
<td>0.872</td>
<td>0.849</td>
</tr>
<tr>
<td>Significant</td>
<td>0.805</td>
<td>0.953</td>
<td>0.871</td>
<td>0.803</td>
</tr>
<tr>
<td>Relevant</td>
<td>0.802</td>
<td>0.963</td>
<td>0.874</td>
<td>0.819</td>
</tr>
</tbody>
</table>

Table 2: Results of 10 × 10−fold cross-validation.

less uncertain, and had a lower density of propositions than those that were not acted-upon.

We then trained a classifier to identify code review comments that are likely to be acted upon. In training the classifier, we considered three sets of linguistic features: (1) all features, (2) significant features from association analysis, and (3) relevant features from recursive feature elimination. Through recursive feature elimination, we found MAX POLITENESS, P-DENSITY, MIN FORMALITY, and MAX FORMALITY to be the four most relevant features for discriminating between acted-upon and not acted-upon comments.

We trained logistic regression classifiers with these three sets of linguistic features, evaluating performance using 10x10-fold cross validation. We compare these with two baseline classifiers using only token count and sentence count. Table 2 shows the average precision, recall, F₁-measure, and AUC. The classifiers trained on the linguistic features, while performing near the baselines on the first three measures, substantially outperform the baselines on AUC, with all three yielding values over 0.8. Given these results and the imbalanced nature of the dataset, it seems that the classifiers trained on the linguistic features are able to identify both classes of comments with high accuracy, while the baseline classifiers perform only marginally better than a majority class baseline.

6 Discussion & Future work

Overall, we find that the way in which coworkers communicate feedback to each other strongly influences whether their peers will act on their advice. Remarkably, politeness and formality, two high-level discourse features, are among the most effective in distinguishing acted upon feedback. It seems that the manner in which feedback is deliv-
tered has more impact on the actions of developers than might be expected given the practical and impersonal nature of written code reviews. These results point to the critical importance of how feedback is phrased and delivered in workplace settings, beyond just the content of the feedback itself.

In our future work, we plan to explore whether these and other features can be incorporated into a code review tool like Rietveld to automatically flag feedback that is less likely to be acted upon and to encourage more effective communication strategies. We also plan to use our methods to analyze the linguistic patterns of individual reviewers to identify those with particularly effective or weak communication styles.

Our work demonstrates the potential of applying NLP to the task of identifying actionable feedback in collaborative work scenarios and the utility of our two datasets for this task. More broadly, these results speak to the importance of training code reviewers—and indeed all employees working in highly collaborative environments—not just in how to do their jobs effectively but also how to communicate their findings and feedback to their coworkers in a way that will elicit proactive responses.
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Abstract

Humans rely on multiple sensory modalities when examining and reasoning over images. In this paper, we describe a new multimodal dataset that consists of gaze measurements and spoken descriptions collected in parallel during an image inspection task. The task was performed by multiple participants on 100 general-domain images showing everyday objects and activities. We demonstrate the usefulness of the dataset by applying an existing visual-linguistic data fusion framework in order to label important image regions with appropriate linguistic labels.

1 Introduction

In recent years, eye tracking has become widespread, with applications ranging from VR to assistive communication (Padmanaban et al., 2017; Holmqvist et al., 2017). Gaze data, such as fixation location and duration, can reveal crucial information about where observers look and how long they look at those locations. Researchers have used gaze measurements to understand where drivers look and to identify differences in experts’ and novices’ viewing behaviors in domain-specific tasks (Underwood et al., 2003; Eivazi et al., 2012). Numerous studies highlight the potential of gaze data to shed light on how humans process information, make decisions, and vary in observer behaviors (Fiedler and Glöckner, 2012; Guo et al., 2014; Hayes and Henderson, 2017; Brunyé and Gardony, 2017). Eye tracking has also long been an important tool in psycholinguistics (Cooper, 1974; Rayner, 1998; Richardson and Dale, 2005; Shao et al., 2013).

Co-collecting observers’ gaze information and spoken descriptions of visual input has the potential to provide insight into how humans understand what they see. There is a need for public datasets containing both modalities. In this paper, we present the Spoken Narratives and Gaze dataset (SNAG), which contains gaze information and spoken narratives co-captured from observers as they view general domain images. We describe the data collection procedure using a high-quality eye-tracker, summary statistics of the multimodal data, and the results of applying a visual-linguistic alignment framework to automatically annotate regions of general-domain images, inspired by Vaidyanathan et al.’s (2016) work on medical images. Our main contributions are as follows:

1. We provide the language and vision communities with a unique multimodal dataset1 comprised of co-captured gaze and audio data, and transcriptions. This dataset was collected via an image-inspection task with 100 general-domain images and American English speakers.

2. We demonstrate the usefulness of this general-domain dataset by applying an existing visual-linguistic annotation framework that successfully annotates image regions by combining gaze and language data.

2 Multimodal Data Collection

The IRB-approved data collection involved 40 university students who were native speakers of American English (10 were later removed), ranging in age from 18 to 25 years, viewing and describing 100 general-domain images. We sought out subjects who were speakers of American English in order to ensure reliable ASR output and a consistent vocabulary across subjects. Subjects consented to data release. The images

---

1https://mvrl-clasp.github.io/SNAG/
Figure 1: Data collection set-up. The eye tracker is under the display. The observer wears a lapel microphone connected to a TASCAM recorder.

were selected from MSCOCO (Microsoft Common Objects in Context) (Lin et al., 2014), which totals over 300,000 images representing complex everyday scenes. The MSCOCO dataset was created by pooling images from sources such as Flickr and crowdsourcing them to obtain segments and captions (not used in this work). A researcher selected the images so that typically they depicted an event with at least one initiator of the event and one target of the action. Of the 100 images, 69 images clearly depict at least one event. The MSCOCO images vary in number of objects, scale, lighting, and resolution.

Gaze data was collected using a SensoMotoric Instruments (Sensomotoric Instruments, 2016) RED 250Hz eye-tracker attached under a display (Figure 1). The reported accuracy of the RED 250 eye-tracker is 0.5 degree. It is a non-intrusive and remote eye tracker that monitors the observer’s gaze. Each image was presented to the observer on a 22-inch LCD monitor (1680 × 1050 pixels) located approximately 68 cm from the observer. We employed a double computer set-up with one computer used to present the image and the other used to run the SMI software iViewX and Experiment Center 2.3. After each stimulus, a blank gray slide was inserted to ensure that the gaze on the previous stimulus did not affect the gaze on the following stimulus. The blank gray slide was followed by a test slide with a small, visible target at the center with an invisible trigger area of interest. Using the test slide we could measure the drift between the location of the target at the center and the predicted gaze location over time that may have occurred due to the observer’s movements. A validation was performed every 10 images and re-calibration was applied if the observer’s validation error was more than one degree.

A TASCAM DR-100MKII recorder with a lapel microphone was used to record the spoken descriptions. To approximate the Master-Apprentice data collection method that helps in eliciting rich details (Beyer and Holtzblatt, 1997), observers were instructed to “describe the action in the images and tell the experimenter what is happening.” Observers were given a mandatory break after 50 images and optional smaller breaks if needed to avoid fatigue. Observers were given a package of cookies along with a choice between entering into a raffle to win one of two $25 gift cards or receiving course credits. Observers were cooperative and enthusiastic.

3 Fixations, Narratives, and Quality

The SMI software BeGaze 3.1.117 with default parameters and a velocity-based (I-VT) algorithm was used to detect eye-tracking events. Figure 2 shows an example of the scanpath with fixations and saccades of an observer overlaid on an image. Of the original 40 observers, we removed one observer with partial data loss and nine observers whose mean calibration and validation error was greater than two standard deviations from the mean in the horizontal or vertical direction. The mean calibration accuracy (standard deviation) for the remaining subjects was 0.67(0.25) and 0.74(0.27) degrees for the x and y directions, respectively. One degree would translate to approximately 40 pixels in our set-up, therefore our mean calibration accuracy was roughly 27 pixels. For the remainder of this work, the corpus size is 3000 multimodal instances (100 images × 30 participants), with 13 female and 17 male
participants.

The speech recordings for the 3000 instances were machine-transcribed using the cloud-based IBM Watson Speech-to-Text service, an ASR system accessible via a Websocket connection\(^2\). Figure 2 (left panel) shows example ASR output, which is accurate other than the substitution of *Kate* for *cake*. IBM Watson reports timestamps for each word, and those timestamps are included in the released dataset. Additionally, all spoken descriptions for a subset of 5 images were manually corrected using Praat (Boersma, 2002) in order to verify the quality of the ASR output. We found the word error rate (WER) to be remarkably low (5%), demonstrating the viability of using ASR to automate the transcription of the narratives. The ASR and manually corrected transcriptions are included in the dataset.

A descriptive analysis of the gaze and narratives shows that the average fixation duration across the 30 participants was 250 milliseconds and the average narrative duration was about 22 seconds. The transcribed narratives were segmented into word tokens using the default NLTK word tokenizer. Various measures for the first-order analysis of the narratives were then calculated. The mean number of tokens and the average duration of narratives together indicate that on average observers uttered 2.5 words per second. The mean type-token ratio was 0.75, suggesting that there is substantial lexical diversity in the narratives, which demonstrates the richness of the dataset. Figure 3 shows a scatter plot for the mean number of word types against the mean number of word tokens for the 100 images across 30 participants. The plot illustrates that a larger number of tokens typically results in a larger number of types. Images 23, 3, and 24, highlighted in green, have fewer mean word tokens and types than images 35, 90, and 94, highlighted in magenta. For this dataset, this may be due to the number of significant objects in the images where a significant object is defined as an object that occupies a significantly large area of the image. Images 23, 3, and 24 have on average two objects while images 35, 90, and 94 have more than two.

4 Application to Multimodal Alignment

We examine the usefulness of our general-domain dataset on image-region annotation, adapting the framework given by Vaidyanathan et al. (2016).

**Linguistic units:** We process the narratives in order to extract nouns and adjectives, which serve as the linguistic units. Additionally, we remove word tokens with a frequency of 1 in order to reduce the impact of speech errors and one-off ASR errors.

**Visual units:** To encode fixations into meaningful regions similar to Vaidyanathan et al. (2016) we apply mean shift fixation clustering (MSFC). We also use modified k-means and gradient segmentation (GSEG). Modified k-means uses the number of clusters obtained from MSFC as the value of k instead of 4 as in the original framework. GSEG uses color and texture with region merging to segment an image (Ugarriza et al., 2009). The outputs of the three clustering methods are shown in Figure 5. The rest of the alignment framework, including using the
Berkeley aligner (Liang et al., 2006), remained the same.

**Reference alignments:** Both SURE and POSSIBLE (Och and Ney, 2003) reference alignments were prepared using RegionLabeler, a GUI (Figure 4) to allow evaluation of the resulting multimodal alignments. With this tool, an annotator drew borders of image regions and selected the associated linguistic units.

**Baseline alignments:** For comparison, we use the baselines proposed by Vaidyanathan et al. (2016): simultaneous which assumes that the observers utter the word corresponding to a region at the exact moment their eyes fixate on that region, and 1-second delay which assumes that there is a 1-second delay between a fixation and the utterance of the word corresponding to that region.

5 Results and Discussion

We calculated average precision, recall, and AER for alignments and compared them against the baselines following Och and Ney (2003).

The two baselines performed similarly. Table 1 shows that the alignment framework performs better than either baseline. MSFC yields the highest recall and lowest AER with an absolute improvement of 0%, 19%, and 10% for precision, recall and AER, over the 1-second delay baseline. Modified k-means achieves higher precision with an absolute improvement of 6%, 14%, and 14% over baseline. GSEG performed with less success.

Figure 5 visually compares reference and obtained alignments. Most words are correctly aligned. MSFC correctly aligns labels such as *cake* and *plates*, yielding higher recall. It aligns some labels such as *plates* to incorrect regions, explaining the lower precision. All methods erroneously assign labels not grounded to any region but representing the perspective of the photographer, such as *camera*, to regions in the image, which lowers precision.

6 Related Work

There are publicly available datasets that provide gaze data with no language data (Krafka et al., 2016; Borji and Itti, 2015; Wilming et al., 2017) for tasks such as image saliency or driving. Vasudevan et al. (2018b) collected a dataset in which crowdworkers viewed objects in bounding boxes and read aloud pre-scripted phrases describing those objects. Although their dataset consists of spoken language, it lacks co-collected gaze data and uses a bounding box to highlight an object as opposed to allowing the observer to view the image freely. A more recent study describes the collection of a dataset in which crowdworkers were instructed to draw bounding boxes around objects in videos and provide written phrases describing these objects.
Table 1: Average alignment performance across images. MSFC provides the best recall and lowest AER, and modified k-means the best precision. In all cases, the alignment framework yields stronger results than either of the timing-based baselines.

Vasudevan et al. (2018a). In a separate task, crowdworkers were asked to view those same videos and to gaze within the bounding boxes for each object while face data was recorded. The authors infer gaze using the recorded face data. None of these datasets involves simultaneous visual-linguistic capture of spoken narration or precision eye-tracking equipment during naturalistic free viewing. Ho et al. (2015) provide a dataset that consists only of gaze and speech time stamps during dyadic interactions. The closest dataset to ours is the multimodal but non-public data described by Vaidyanathan et al. (2016).

7 Conclusions

The SNAG dataset is a unique and novel resource that can provide insights into how humans view and describe scenes with common objects. In this paper, we use SNAG to demonstrate that multimodal alignment does not depend on expert observers or image type, with comparable results to Vaidyanathan et al. (2016) for dermatological images. SNAG could also serve researchers outside NLP, including psycholinguistics. Spontaneous speech coupled with eye-tracking data could be useful in answering questions about how humans produce language when engaging with visual tasks. Parallel data streams can, for example, help in investigating questions such as the effects of word complexity or frequency on language formation and production. It might also aid in studies of syntactic constructions and argument structure, and how they relate to visual perception. Qualitative analysis of our transcripts indicates that they contain some emotional information in the form of holistic comments on the overall affect of the images, which could be helpful in affective visual or linguistic computing tasks. Future work could co-collect modalities such as facial expressions, galvanic skin response, or other biophysical signals with static or dynamic visual materials.
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Abstract

Analogical reasoning is effective in capturing linguistic regularities. This paper proposes an analogical reasoning task on Chinese. After delving into Chinese lexical knowledge, we sketch 68 implicit morphological relations and 28 explicit semantic relations. A big and balanced dataset CA8 is then built for this task, including 17813 questions. Furthermore, we systematically explore the influences of vector representations, context features, and corpora on analogical reasoning. With the experiments, CA8 is proved to be a reliable benchmark for evaluating Chinese word embeddings.

1 Introduction

Recently, the boom of word embedding draws our attention to analogical reasoning on linguistic regularities. Given the word representations, analogy questions can be automatically solved via vector computation, e.g. “apples - apple + car ≈ cars” for morphological regularities and “king - man + woman ≈ queen” for semantic regularities (Mikolov et al., 2013). Analogical reasoning has become a reliable evaluation method for word embeddings. In addition, It can be used in inducing morphological transformations (Soricut and Och, 2015), detecting semantic relations (Herdagdelen and Baroni, 2009), and translating unknown words (Langlais and Patry, 2007).

It is well known that linguistic regularities vary a lot among different languages. For example, Chinese is a typical analytic language which lacks inflection. Figure 1 shows that function words and reduplication are used to denote grammatical and semantic information. In addition, many semantic relations are closely related with social and cultural factors, e.g. in Chinese “shì-xiān” (god of poetry) refers to the poet Li-bai and “shì-shèng” (saint of poetry) refers to the poet Du-fu.

However, few attempts have been made in Chinese analogical reasoning. The only Chinese analogy dataset is translated from part of an English dataset (Chen et al., 2015) (denote as CA_translated). Although it has been widely used in evaluation of word embeddings (Yang and Sun, 2015; Yin et al., 2016; Su and Lee, 2017), it could not serve as a reliable benchmark since it includes only 134 unique Chinese words in three semantic relations (capital, state, and family), and morphological knowledge is not even considered.

Therefore, we would like to investigate linguistic regularities beneath Chinese. By modeling them as an analogical reasoning task, we could further examine the effects of vector offset methods in detecting Chinese morphological and semantic relations. As far as we know, this is the first study focusing on Chinese analogical reasoning. Moreover, we release a standard benchmark for evaluation of Chinese word embedding, together with 36 open-source pre-trained embeddings at
2 Morphological Relations

Morphology concerns the internal structure of words. There is a common belief that Chinese is a morphologically impoverished language since a morpheme mostly corresponds to an orthographic character, and it lacks apparent distinctions between roots and affixes. However, Packard (2000) suggests that Chinese has a different morphological system because it selects different “settings” on parameters shared by all languages. We will clarify this special system by mapping its morphological analogies into two processes: reduplication and semi-affixation.

2.1 Reduplication

Reduplication means a morpheme is repeated to form a new word, which is semantically and/or syntactically distinct from the original morpheme, e.g. the word “tiān-tiān” (day day) in Figure 1(b) means “everyday”. By analyzing all the word categories in Chinese, we find that nouns, verbs, adjectives, adverbs, and measure words have reduplication abilities. Given distinct morphemes A and B, we summarize 6 repetition patterns in Figure 2.

![Figure 2: Reduplication patterns of A and A-B.](image)

Each pattern may have one or more morphological functions. Taking Pattern 1 (A→AA) as an example, noun morphemes could form kinship terms or yield every/each meaning. For verbs, it signals doing something a little bit or things happen briefly. AA reduplication could also intensify an adjective or transform it to an adverb.

- bā (dad) → bā-bā (dad)
- tiān (day) → tiān-tiān (everyday)
- shuō (say) → shuō-shuō (say a little)
- kàn (look) → kàn-kàn (have a brief look)
- dà (big) → dà-dà (very big; greatly)
- shēn (deep) → shēn-shēn (deeply)

2.2 Semi-affixation

Affixation is a morphological process whereby a bound morpheme (an affix) is attached to roots or stems to form new language units. Chinese is a typical isolating language that has few affixes. Liu et al. (2001) points out that although affixes are rare in Chinese, there are some components behaving like affixes and can also be used as independent lexemes. They are called semi-affixes.

To model the semi-affixation process, we uncover 21 semi-prefixes and 41 semi-suffixes. These semi-suffixes can be used to denote changes of meaning or part of speech. For example, the semi-prefix “dī-” could be added to numerals to form ordinal numbers, and the semi-suffix “-zi” is able to nominalize an adjective:

- yī (one) → dī-yī (first)
- èr (two) → dī-èr (second)
- pàng (fat) → pàng-zi (a fat man)
- shòu (thin) → shòu-zi (a thin man)

3 Semantic Relations

To investigate semantic knowledge reasoning, we present 28 semantic relations in four aspects: geography, history, nature, and people. Among them we inherit a few relations from English datasets, e.g. country-capital and family members, while the rest of them are proposed originally on the basis of our observation of Chinese lexical knowledge. For example, a Chinese province may have its own abbreviation, capital city, and representative drama, which could form rich semantic analogies:

- ān-huǐ vs zhè-jīāng (province)
- wǎn vs zhé (abbreviation)
- hé-féi vs hán-g-zhōu (capital)
- huáng-méi-xì vs yuè-jū (drama)

We also address novel relations that could be used for other languages, e.g. scientists and their findings, companies and their founders.

4 Task of Chinese Analogical Reasoning

Analogical reasoning task is to retrieve the answer of the question “a is to b as c is to ?”. Based on the relations discussed above, we firstly collect word pairs for each relation. Since there are no explicit word boundaries in Chinese, we take dictionaries and word segmentation specifications as references to confirm the inclusion of each word.
Table 1: Comparisons of CA_translated and CA8 benchmarks. More details about the relations in CA8 can be seen in GitHub.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Category</th>
<th>Type</th>
<th>#questions</th>
<th>#words</th>
<th>Relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA_translated</td>
<td>Semantic</td>
<td>Capital</td>
<td>506</td>
<td>46</td>
<td>capital-country</td>
</tr>
<tr>
<td></td>
<td></td>
<td>State</td>
<td>175</td>
<td>54</td>
<td>city-province</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Family</td>
<td>272</td>
<td>34</td>
<td>family members</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Semi-prefix</td>
<td>2533</td>
<td>656</td>
<td>21 semi-prefixes: 大, 小, 老, 第, 亚, etc.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Semi-suffix</td>
<td>2535</td>
<td>727</td>
<td>41 semi-suffixes: 者, 式, 主义, 性, etc.</td>
</tr>
<tr>
<td></td>
<td>Semantic</td>
<td>Geography</td>
<td>3192</td>
<td>305</td>
<td>country-capital, country-currency, province-abbreviation, province-capital, province-drama, etc.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>History</td>
<td>1465</td>
<td>177</td>
<td>dynasty-emperor, dynasty-capital, title-emperor, celebrity-country</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nature</td>
<td>1370</td>
<td>452</td>
<td>number, time, animal, plant, body, physics, weather, reverse, color, etc.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>People</td>
<td>1609</td>
<td>259</td>
<td>finding-scientist, work-writer, family members, etc.</td>
</tr>
</tbody>
</table>

Table 2: Hyper-parameter details. Levy and Goldberg (2014b) unifies SGNS and PPMI in a framework, which share the same hyper-parameter settings. We exploit 3COSMUL to solve the analogical questions suggested by Levy and Goldberg (2014a).

<table>
<thead>
<tr>
<th>Window (dynamic)</th>
<th>Iteration</th>
<th>Dimension</th>
<th>Sub-sampling</th>
<th>Low-frequency threshold</th>
<th>Context distribution smoothing</th>
<th>Negative (SGNS/PPMI)</th>
<th>Vector offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5</td>
<td>300</td>
<td>1e-5</td>
<td>50</td>
<td>0.75</td>
<td>5/1</td>
<td>3COSMUL</td>
</tr>
</tbody>
</table>

5 Experiments

In Chinese analogical reasoning task, we aim at investigating to what extent word vectors capture the linguistic relations, and how it is affected by three important factors: vector representations (sparse and dense), context features (character, word, and ngram), and training corpora (size and domain). Table 2 shows the hyper-parameters used in this work. All the text data used in our experiments (as shown in Table 3) are preprocessed via the following steps:

- Remove the html and xml tags from the texts and set the encoding as utf-8. Digits and punctuations are remained.
- Convert traditional Chinese characters into simplified characters with Open Chinese Convert (OpenCC)².
- Conduct Chinese word segmentation with HanLP(v_1.5.3)³.

5.1 Vector Representations

Existing vector representations fall into two types, dense vectors and sparse vectors. SGNS (skip-gram model with negative sampling) (Mikolov et al., 2013) and PPMI (Positive Pointwise Mutual Information) (Levy and Goldberg, 2014a) are respectively typical methods for learning dense and sparse word vectors. Table 4 lists the performance of them on CA_translated and CA8 datasets under different configurations.

We can observe that on CA8 dataset, SGNS representations perform better in analogical reasoning of morphological relations and PPMI representations show great advantages in semantic relations. This result is consistent with performance of English dense and sparse vectors on MSR (morphology-only), SemEval (semantic-only), and Google (mixed) analogy datasets (Levy and Goldberg, 2014b; Levy et al., 2015). It is

²https://github.com/BYVoid/OpenCC
³https://github.com/hankcs/HanLP
| Corpus          | Size | #tokens | |V| | Description                                                                 |
|----------------|------|---------|----|-----|------------------------------------------------------------------------------|
| Wikipedia      | 1.3G | 223M    | 2129K |     | Wikipedia data obtained from https://dumps.wikimedia.org/                   |
| Baidubaike     | 4.1G | 745M    | 5422K |     | Chinese wikipedia data from https://baike.baidu.com/                         |
| Sogou news     | 3.7G | 649M    | 1226K |     | News data provided by Sogou Labs http://www.sogou.com/labs/                  |
| Zhihu QA       | 2.1G | 384M    | 1117K |     | Chinese QA data from https://www.zhihu.com/, including 32137 questions and 323914 answers |
| Combination    | 14.8G | 2668M | 8175K |     | We build this corpus by combining the above corpora                           |

Table 3: Detailed information of the corpora. #tokens denotes the number of tokens in corpus. |V| denotes the vocabulary size.

<table>
<thead>
<tr>
<th></th>
<th>CA_translated</th>
<th>CA8</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGNS</td>
<td>word</td>
<td>.706</td>
</tr>
<tr>
<td></td>
<td>word+ngram</td>
<td>.715</td>
</tr>
<tr>
<td></td>
<td>word+char</td>
<td>.676</td>
</tr>
<tr>
<td>PPMI</td>
<td>word</td>
<td>.925</td>
</tr>
</tbody>
</table>

Table 4: Performance of word representations learned under different configurations. Baidubaike is used as the training corpus. The top 1 results are in bold.

probably because the reasoning on morphological relations relies more on common words in context, and the training procedure of SGNS favors frequent word pairs. Meanwhile, PPMI model is more sensitive to infrequent and specific word pairs, which are beneficial to semantic relations.

The above observation shows that CA8 is a reliable benchmark for studying the effects of dense and sparse vectors. Compared with CA_translated and existing English analogy datasets, it offers both morphological and semantic questions which are also balanced across different types.

5.2 Context Features

To investigate the influence of context features on analogical reasoning, we consider not only word features, but also ngram features inspired by statistical language models, and character (Hanzi) features based on the close relationship between Chinese words and their composing characters.

Specifically, we use word bigrams for ngram features, character unigrams and bigrams for character features.

Ngrams and Chinese characters are effective features in training word representations (Zhao et al., 2017; Chen et al., 2015; Bojanowski et al., 2016). However, Table 4 shows that there is only a slight increase on CA_translated dataset with ngram features, and the accuracies in most cases decrease after integrating character features. In contrast, on CA8 dataset, the introduction of ngram and character features brings significant and consistent improvements on almost all the categories. Furthermore, character features are especially advantageous for reasoning of morphological relations. SGNS model integrating with character features even doubles the accuracy in morphological questions.

Besides, the representations achieve surprisingly high accuracies in some categories of CA_translated, which means that there is little room for further improvement. However it is much harder for representation methods to achieve high accuracies on CA8. The best configuration only achieves 68.0%.

5.3 Corpora

We compare word representations learned upon corpora of different sizes and domains. As shown in Table 3, six corpora are used in the experiments: Chinese Wikipedia, Baidubaike, People’s Daily News, Sogou News, Zhihu QA, and “Com-
on combination” which is built by combining the first five corpora together.

Table 5 shows that accuracies increase with the growth in corpus size, e.g. Baidubaike (an online Chinese encyclopedia) has a clear advantage over Wikipedia. Also, the domain of a corpus plays an important role in the experiments. We can observe that vectors trained on news data are beneficial to geography relations, especially on People’s Daily which has a focus on political news. Another example is Zhihu QA, an online question-answering corpus which contains more informal data than others. It is helpful to reduplication relations since many reduplication words appear frequently in spoken language. With the largest size and varied domains, “Combination” corpus performs much better than others in both morphological and semantic relations.

Based on the above experiments, we find that vector representations, context features, and corpora all have important influences on Chinese analogical reasoning. Also, CA8 is proved to be a reliable benchmark for evaluation of Chinese word embeddings.

### 6 Conclusion

In this paper, we investigate the linguistic regularities beneath Chinese, and propose a Chinese analogical reasoning task based on 68 morphological relations and 28 semantic relations. In the experiments, we apply vector offset method to this task, and examine the effects of vector representations, context features, and corpora. This study offers an interesting perspective combining linguistic analysis and representation models. The benchmark and embedding sets we release could also serve as a solid basis for Chinese NLP tasks.
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Abstract

Metaphors are frequently used to convey emotions. However, there is little research on the construction of metaphor corpora annotated with emotion for the analysis of emotionality of metaphorical expressions. Furthermore, most studies focus on English, and few in other languages, particularly Sino-Tibetan languages such as Chinese, for emotion analysis from metaphorical texts, although there are likely to be many differences in emotional expressions of metaphorical usages across different languages. We therefore construct a significant new corpus on metaphor, with 5,605 manually annotated sentences in Chinese. We present an annotation scheme that contains annotations of linguistic metaphors, emotional categories (joy, anger, sadness, fear, love, disgust and surprise), and intensity. The annotation agreement analyses for multiple annotators are described. We also use the corpus to explore and analyze the emotionality of metaphors. To the best of our knowledge, this is the first relatively large metaphor corpus with an annotation of emotions in Chinese.

1 Introduction

Metaphorical expressions are frequently used in human communication, and they occur on average in every third sentence of natural language, according to empirical studies (Cameron, 2003; Steen et al., 2010; Shutova and Teufel, 2010). Metaphor not only involves linguistic expressions, but also involves a cognitive process of conceptual knowledge (Lakoff and Johnson, 1980). According to Lakoff and Johnson (1980), humans use one concept in metaphors to describe another concept for reasoning and communication. For instance, in the metaphorical utterance: “experience is treasure,” we use “treasure” to describe “experience” to emphasize that “experience” can be valuable. To take another metaphorical instance as an example: “he killed the engine.” “An engine” is viewed as a living thing, and thus stopping its operation is related to the act of killing. Metaphor has been viewed as a mapping system that conceptualizes one domain (target) in terms of another (source).

Emotion, as an abstract and vague conception, is frequently described and conceptualized by metaphor (Goatly Musolff and Project LLE, 2007; Kövecses, 1995, 2000). There seem to be two main types of metaphors that evoke emotion. One is the metaphor in which the target domain is emotion. For example, in the instance “he was blazing at what she did,” the angry, emotional self is conceptualized as “fire,” and so is expressed metaphorically in terms of “blaze.” The other type is metaphors that have emotional connotations. For example, in “The financial crisis has eaten up all my savings,” the target domain is finances and the source domain, implied by the verb “eat up,” is some sort of ravenous beast. This metaphorical sentence thus may express senses of anger and fear about a “financial crisis.” From the above examples, we can see that metaphorical expressions often state or evoke emotions implicitly and indirectly. Neuroimaging studies have provided evidence that metaphorical language elicits more emotional activation of the human brain than literal language in the same context (Citron and Goldberg, 2014).
The interaction between emotion and metaphor has been studied from different perspectives by scholars in many fields such as psychology (Averill, 1990; Thibodeau and Boroditsky, 2011; Fetterman et al., 2016), linguistics (Fainsilber and Ortony, 1987; Kövecses, 2010), neuroscience (Aziz-Zadeh and Damasio, 2008; Malinowski and Horton, 2015; Jabbi et al., 2008) and natural language processing (NLP) (Mohammad, Shutova and Turney, 2016). Many approaches for sentiment analysis of metaphorical texts have been proposed in the area of NLP (Smith et al., 2007; Veale, 2012; Reyes and Rosso, 2012; Kozareva, 2013; Strzalkowski et al., 2014). In particular, along with the rapid explosion of social media applications such as Twitter and Weibo, emotional texts containing metaphorical expressions have increased considerably. It seems to be very common for Internet users to use vivid and colorful metaphorical language to express emotions on social media.

Corpora are fundamental for sound analysis of emotionality in metaphor and for high-quality automatic emotion detection in metaphor. However, many resources cover sentiment analysis (Alm et al., 2005; Dong et al., 2014; Kiritchenko et al., 2014; Mohammad et al., 2013; Strapparava and Mihalcea, 2007; Ratnadeep et al., 2013) and metaphor detection (Lönnker, 2004; Martin, 2006; Pragglejaz Group, 2007; Steen et al., 2010) separately. Moreover, although NLP has proposed approaches for sentiment analysis of metaphor, as mentioned above, an overwhelming majority of studies focus on the annotation of only positive and negative emotions rather than a range of emotions. In addition, there is limited research in NLP in languages other than English analyzing emotions in metaphors. Nevertheless, there are likely to be many differences in emotional expressions of metaphorical usages in different cultures, although multiple languages share similar conceptual metaphors based on the same human cognition and physical experience (Kövecses, 1995).

According to the above account, we propose a Chinese corpus with annotations of both linguistic metaphors and emotion. Unlike the widely applied annotation of only positive and negative, we have annotated a range of emotions (joy, anger, sadness, fear, love, disgust and surprise). Based on the analysis of the corpus, our results indicate that a significant proportion of Chinese metaphorical expressions in the corpus contain emotions and the most frequent emotion is love. We also suggest potentials of the corpus contributing to automatic emotion and metaphor detection as well as further investigating mechanisms underlying emotion in metaphor from the perspectives of different cultures for future work. To the best of our knowledge, this is the first relatively large metaphor corpus with an annotation of emotions in Chinese.

2 Data Collection

With the aim of constructing a corpus in the study of emotionality of metaphorical texts in real-world Chinese, data collection took place in accordance with two principles: (1) balance, and (2) relatively abundant emotional information. Specifically, to ensure the corpus is balanced in genre, theme, and style, we selected data from a wide range of sources including books, journals, movie scripts, and networks. In addition, we focused on sources with rich emotional information such as microblogs. Table 1 presents information on corpus sources.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Characters</th>
<th>Words</th>
<th>Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Books</td>
<td>258,9723</td>
<td>182,046</td>
<td>9,6182</td>
</tr>
<tr>
<td>Journals</td>
<td>52,074</td>
<td>39,7065</td>
<td>2,1640</td>
</tr>
<tr>
<td>Scripts</td>
<td>168,236</td>
<td>108,184</td>
<td>11,852</td>
</tr>
<tr>
<td>Networks</td>
<td>124,6329</td>
<td>87,2210</td>
<td>9,5153</td>
</tr>
<tr>
<td>Total</td>
<td>4,525,031</td>
<td>1,559,505</td>
<td>224,827</td>
</tr>
</tbody>
</table>

Table 1: Information on Corpus Sources

3 Annotation Scheme

3.1 Annotation Model

We annotated metaphorical sentences with target and source domain vocabulary, emotion categories and intensity, metaphor categories (verb or noun metaphor: verb or noun used metaphorically), data sources, and metaphor devices such as like,好似, “as,” etc. as “indicators.” “Indicators” can be null, while the other variables cannot. For example, if there are some terms without values, we need annotators to complete them.

The text files are organized into XML documents. The annotation model is: MetaEmotionModel=(Target, Source, EmotionCategory, Intensity, MetaphorCategory, [indicator], DataSource). The following is an example of a sentence annotation:
3.2 Metaphor Annotation

Metaphor category. Based on our investigation of a wide range of texts, we focused on two main types of the most frequently appearing metaphorical sentences: verb metaphor, which contains a verb used metaphorically (e.g., 她怀揣着美好的梦想 “She wove a good dream in her mind”); noun metaphor, which contains a noun used metaphorically. Noun metaphor includes a metaphor of “A is B” (e.g., 语言就是力量 “language is power”) and metaphor with linguistic makers such as “as” and “like” (e.g.,他像箭似的跑开了 “he ran away like an arrow”), which is normally identified as “simile” from a linguistic perspective, but as “metaphor” in this paper, because it accords with metaphor as we define it: whenever one concept is used to describe another concept (Lakoff and Johnson, 1980). The decision to define both metaphors and similes as metaphors is based on the wish to give a fuller picture of metaphor in our study than one that does not include similes.

Literal or metaphorical. The metaphor annotation is at the relational level, which involves identification of metaphorical relations between source and target domain vocabulary. However, scholars have different opinions on the distinction between literal and metaphorical senses. Some only consider novel expressions (e.g., 她为办公室注入新的活力 “She breathed new energy into the office”) as metaphorical, whereas others consider conventional expressions as metaphors (e.g., 他们赢得了这场争论 “they won the argument”), where they are conventionalized and fixed in form, and they are used literally by native speakers, although they have the nature of metaphor (Nunberg, 1987). In this study, following Shutova (2017), we define metaphors as both novel and conventional, but we exclude “dead metaphors” (from which the literal sense has disappeared) from conventional metaphors. That is, conventional metaphors only include those for which the literal and metaphorical senses are clearly distinctive, and both are used contemporarily. This consideration is based on the potential application of our annotation for identification of metaphor, which focuses on word sense disambiguation rather than novel or conventional identification.

3.3 Emotion Annotation

Emotion categories. Scholars define basic emotions in numerous different ways despite research that has challenged the theories of basic emotions (Lindquist et al., 2012; De Leersnyder et al., 2015). Confucianism claims that there are seven basic human emotions (joy, anger, sadness, fear, love, disgust, and desire) (Ma et al., 2011). “七情” (Seven Emotions) is an idiomatic expression commonly used by Chinese people to describe human emotions. However, according to our study of the collected instances in the corpus, we found that “desire” does not appear widely and that “surprise” does. We therefore adopted “surprise” to replace “desire” in the Seven Emotions. The resulting classification is very close to Ekman (1992), with the only difference being the inclusion of “love” as a basic emotion. However, based on our study of the research and its wide appearance in the corpus, “love” is listed as a basic emotion in this paper.

The annotation of emotions takes place on the sentence level. The emotion contained in each metaphorical sentence was identified from one of the seven categories of emotion. We also categorized the intensity of emotion into one of five levels: 1, 3, 5, 7, or 9.

3.4 Annotation Process

Annotation setup. The annotator team comprised seven native Chinese annotators. Annotators were given standards and principles of annotation and detailed instruction for potential difficult and common problems with many annotated samples. Aside from giving them annotators detailed guidelines, we gave them a formal training lesson and a lab meeting to exchange ideas and to discuss problems about annotation once a month during the nine months of the annotation process.
The guidelines changed four times, as we added information on newly found annotation difficulties during the project period. The annotator team comprised seven students, who were not paid for their work.

These seven annotators were divided into three groups with two members for each group plus one group with one person. Using cross-validation methods for annotation, the two-member groups annotated, and the one-person group participated in the final decision when there was divergence. If there was no divergence between the members of the same group, the annotating work was complete. Otherwise another group annotated again, and the final group annotated if there was still divergence. Finally, if the three groups could not reach agreement on the annotation, everyone discussed and determined the annotation to ensure its accuracy and consistency.

Quality monitoring and control (QMC). We used a standardized operating method to achieve high-quality annotation as follows:

1. Entry interface. On the basis of multiple manual checks and controlled information updating, we provided an interface that allowed us to enter information precisely and quickly.
2. Error correction. We used emotional lexicon ontology \(^1\) as a support tool to correct human errors. When there was divergence of emotion in the annotation and the sentence/word, we did not enter the annotation.

\[
\text{flag=Word Consistency}(M_{\text{emo}}, W_{\text{emo}}) \text{Sent Consistency}(M_{\text{emo}}, S_{\text{emo}}).
\]  

(1)

If the annotation result was the same as the word’s emotion, we set Word Consistency\((M_{\text{emo}}, W_{\text{emo}})\) to 1; otherwise, we set it to 0; Sent Consistency\((M_{\text{emo}}, S_{\text{emo}})\) followed the same logic. We entered the result when the flag was 1, while it needed checking when it was 0.

4 Annotation Agreement

Annotations of both metaphor and emotion were based on the annotators’ intuition, which may be very subjective. The reliability of annotations needed to be verified, so three independent annotators annotated the same 811 sentences in the corpus to assess inter-annotator agreement.

The kappa score, \(\kappa\), is widely adopted by computational linguistics to correct for agreement on the reliability of the annotation scheme by chance. We use the \(\kappa\) statistic to measure inter-annotator agreements (Siegel and Castellan, 1988) for emotion annotation. \(\kappa\) is calculated as below:

\[
\kappa = \frac{P(A) - P(E)}{1 - P(E)},
\]

(2)

The agreement on the identification of source and target domain words was \(\kappa=0.82\), which means it is substantially reliable. Compared with noun metaphors, for verb metaphors it is relatively difficult to identify source and target words, because they are related to the assignment of levels of conventionality of metaphorical senses as discussed in 4.1.

The agreement on the choice of emotion category scored \(\kappa=0.68\). For the agreement measure on emotion intensity, we classified emotion intensity into three: \{1, 3\}, \{5, 7\}, or \{9\}. The resulting agreement on classification of emotion intensity was \(\kappa=0.58\).

5 Corpus Analysis

We annotated 4,600 sentences out of a total of 5,605 metaphorical sentences as containing emotions. That is, a significant proportion of Chinese metaphorical expressions in the corpus contain emotions. The most frequent emotion in the corpus is love. Figure 1 shows the number of sentences in the corpus of each emotion category.

![Figure 1: The number of sentences of each emotion category](http://ir.dlut.edu.cn/EmotionOntologyDownload)

We also explored the interactions between emotions and source (or target) words. We analyzed every emotional category and related it to each
source or target word; we also analyzed which source or target vocabulary conveyed which emotions most frequently. Our results indicate emotions are related to some particular source or target vocabulary. These associations frequently occur together. For example, the emotion love is related to the source words 海洋 “sea”, 花 “flower” and 阳光 “sunshine” etc.

Unlike the widely applied annotation of valence (positive-neutral-negative) in sentiment analysis, we annotated a wider range of emotions in metaphorical texts. The corpus proposed by Mohammad et al. (2016) focused on containing or not containing emotion in metaphor. We have extended their study by providing evidence that metaphorical texts can convey specific emotions such as love and joy. A simple positive/negative emotion distinction does not seem very useful for anything beyond evaluating product reviews. In addition, Mohammad et al. (2016) focus on verb metaphors, whereas we collect both verb and noun metaphors from a variety of sources. Furthermore, since both metaphor and emotion annotations are very subjective, we propose a QMC method (see above 4.4) to achieve high-quality annotation.

6 Conclusions and Future Work

With 5,605 diverse instances and 101,616 Chinese characters of metaphor, our corpus provides an important resource with relatively fine-grained sorting and annotation with both metaphors and emotion. Our study involves the Chinese language, which is very different from English, the focus of the vast majority of current research. This may encourage research into emotion analysis in other languages, particularly Sino-Tibetan languages, since there are differences in emotion between cultures (De Leersnyder, 2015).

Seven annotators spent nine months on the annotation. The manually annotated data is an important step towards automatic emotion analysis and detection of metaphorical texts, as well as metaphor detection. In addition, the application of the corpus to machine translation will be explored to improve the poor translation of metaphorical expressions (Shutova et al., 2013). Furthermore, we hope research using bilingual resources will be conducted on the datasets we have released. This may make contributions to some novel and interesting studies of the emotionality of metaphor from cross-cultural perspectives as well as exploring the related, underlying mechanism.
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Abstract

Comments of online articles provide extended views and improve user engagement. Automatically making comments thus become a valuable functionality for online forums, intelligent chatbots, etc. This paper proposes the new task of automatic article commenting, and introduces a large-scale Chinese dataset¹ with millions of real comments and a human-annotated subset characterizing the comments’ varying quality. Incorporating the human bias of comment quality, we further develop automatic metrics that generalize a broad set of popular reference-based metrics and exhibit greatly improved correlations with human evaluations.

1 Introduction

Comments of online articles and posts provide extended information and rich personal views, which could attract reader attentions and improve interactions between readers and authors (Park et al., 2016). In contrast, posts failing to receive comments can easily go unattended and buried. With the prevalence of online posting, automatic article commenting thus becomes a highly desirable tool for online discussion forums and social media platforms to increase user engagement and foster online communities. Besides, commenting on articles is one of the increasingly demanded skills of intelligent chatbot (Shum et al., 2018) to enable in-depth, content-rich conversations with humans.

Article commenting poses new challenges for machines, as it involves multiple cognitive abilities: understanding the given article, formulating opinions and arguments, and organizing natural language for expression. Compared to summarization (Hovy and Lin, 1998), a comment does not necessarily cover all salient ideas of the article; instead it is often desirable for a comment to carry additional information not explicitly presented in the articles. Article commenting also differs from making product reviews (Tang et al., 2017; Li et al., 2017), as the latter takes structured data (e.g., product attributes) as input; while the input of article commenting is in plain text format, posing a much larger input space to explore.

In this paper, we propose the new task of automatic article commenting, and release a large-scale Chinese corpus with a human-annotated subset for scientific research and evaluation. We further develop a general approach of enhancing popular automatic metrics, such as BLEU (Papineni et al., 2002) and METEOR (Banerjee and Lavie, 2005), to better fit the characteristics of the new task. In recent years, enormous efforts have been made in different contexts that analyze one or more aspects of online comments. For example, Kolhatkar and Taboada (2017) identify constructive news comments; Barker et al. (2016) study human summaries of online comment conversations. The datasets used in these works are typically not made in different contexts that analyze one or more aspects of online comments. For example, Kolhatkar and Taboada (2017) identify constructive news comments; Barker et al. (2016) study human summaries of online comment conversations. The datasets used in these works are typically not directly applicable in the context of article commenting, and are small in scale that is unable to support the unique complexity of the new task.

In contrast, our dataset consists of around 200K news articles and 4.5M human comments along with rich meta data for article categories and user votes of comments. Different from traditional text generation tasks such as machine translation (Brown et al., 1990) that has a relatively small set of gold targets, human comments on an article live in much larger space by involving diverse topics and personal views, and critically, are of vary-
Title: Apple's iPhone 8 event is happening in Sept.

Content: Apple's iPhone 8 event is happening in Sept. Apple has sent out invites for its next big event on September 12th, where the company is expected to reveal the new iPhone, along with updates to the Apple Watch, Apple TV, and iOS software. Apple is expected to announce three new iPhones at the event: a next-generation iPhone 8 model with an OLED display and a 3D face-scanning camera; and updated versions of the iPhone 7 and 7 Plus.

Table 1: A data example of an article (including title and content) paired with selected comments. We also list a brief version of human judgment criteria (more details are in the supplement).

<table>
<thead>
<tr>
<th>Score Criteria</th>
<th>Example Comments</th>
</tr>
</thead>
</table>
| 5 Rich in content; attractive; deep insights; new yet relevant viewpoints | 还记得那年iphone 4发布后随之而来的关于iPhone 5的传闻吗？如果苹果今年也是这样我肯定会觉得有点无聊。
(Recall the year of iPhone 5 rumors followed by the announcement of the iPhone 4S? I will be highly entertained if Apple does something similar.) |
| 4 Highly relevant with meaningful ideas | 就说：我们相约在那个公园。
(Could have said: Meet us at the Park.) |
| 3 Less relevant; applied to other articles | 想期待这件事！
(Looking forward to this event!)

Table 2: Data statistics.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Articles</td>
<td>191,502</td>
<td>5,000</td>
<td>1,610</td>
</tr>
<tr>
<td>#Cnts/Articles</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>#Upvotes/Cnt</td>
<td>5.9</td>
<td>4.9</td>
<td>3.4</td>
</tr>
</tbody>
</table>

2 Related Work

There is a surge of interest in natural language generation tasks, such as machine translation (Brown et al., 1990; Bahdanau et al., 2014), dialog (Williams and Young, 2007; Shum et al., 2018), text manipulation (Hu et al., 2017), visual description generation (Vinyals et al., 2015; Liang et al., 2017), and so forth. Automatic article commenting poses new challenges due to the large input and output spaces and the open-domain nature of comments.

Many efforts have been devoted to studying specific attributes of reader comments, such as constructiveness, persuasiveness, and sentiment (Wei et al., 2016; Kolhatkar and Taboada, 2017; Barker et al., 2016). We introduce the new task of generating comments, and develop a dataset that is orders-of-magnitude larger than previous related corpora. Instead of restricting to one or few specific aspects, we focus on the general comment quality aligned with human judgment, and provide over 27 gold references for each data instance to enable wide-coverage evaluation. Such setting also allows a large output space, and makes the task challenging and valuable for text generation research. Yao et al. (2017) explore defense approaches of spam or malicious reviews. We believe the proposed task and dataset can be potentially useful for the study.

Galley et al. (2015) propose ΔBLEU that weights multiple references for conversation generation evaluation. The quality weighted metrics developed in our work can be seen as a generalization of ΔBLEU to many popular reference-based metrics (e.g., METEOR, ROUGE, and CIDEr). Our human survey demonstrates the effectiveness of the generalized metrics in the article commenting task.

3 Article Commenting Dataset

The dataset is collected from Tencent News (news.qq.com), one of the most popular Chinese websites of news and opinion articles. Table 1 shows an example data instance in the dataset: (For
readability we also provide the English translation of the example). Each instance has a title and text content of the article, a set of reader comments, and side information (omitted in the example) including the article category assigned by editors, and the number of user upvotes of each comment.

We crawled a large volume of articles posted in Apr–Aug 2017, tokenized all text with the popular python library Jieba, and filtered out short articles with less than 30 words in content and those with less than 20 comments. The resulting corpus is split into train/dev/test sets. The selection and annotation of the test set are described shortly. Table 2 provides the key data statistics. The dataset has a vocabulary size of 1,858,452. The average lengths of the article titles and content are 15 and 554 Chinese words (not characters), respectively. The average comment length is 17 words.

Notably, the dataset contains an enormous volume of tokens, and is orders-of-magnitude larger than previous public data of article comment analysis (Wei et al., 2016; Barker et al., 2016). Moreover, each article in the dataset has on average over 27 human-written comments. Compared to other popular text generation tasks and datasets (Chen et al., 2015; Wiseman et al., 2017) which typically contain no more than 5 gold references, our dataset enables richer guidance for model training and wider coverage for evaluation, in order to fit the unique large output space of the commenting task. Each article is associated with one of 44 categories, whose distribution is shown in the supplements. The number of upvotes per comment ranges from 3.4 to 5.9 on average. Though the numbers look small, the distribution exhibits a long-tail pattern with popular comments having thousands of upvotes.

**Test Set Comment Quality Annotations** Real human comments are of varying quality. Selecting high-quality gold reference comments is necessary to encourage high-quality comment generation, and for faithful automatic evaluation, especially with reference-based metrics (sec.4). The upvote count of a comment is shown not to be a satisfactory indicator of its quality (Park et al., 2016; Wei et al., 2016). We thus curate a subset of data instances for human annotation of comment quality, which is also used for enhancing automatic metrics as in the next section.

Specifically, we randomly select a set of 1,610 articles such that each article has at least 30 comments, each of which contains more than 5 words, and has over 200 upvotes for its comments in total. Manual inspection shows such articles and comments tend to be meaningful and receive lots of readings. We then randomly sample 27 comments for each of the articles, and ask 5 professional annotators to rate the comments. The criteria are adapted from previous journalistic criteria study (Diakopoulos, 2015) and are briefed in Table 1, right panel (More details are provided in the supplements). Each comment is randomly assigned to two annotators who are presented with the criteria and several examples for each of the quality levels. The inter-annotator agreement measured by the Cohen’s $\kappa$ score (Cohen, 1968) is 0.59, which indicates moderate agreement and is better or comparable to previous human studies in similar context (Lowe et al., 2017; Liu et al., 2016). The average human score of the test set comments is 3.6 with a standard deviation of 0.6, and 20% of the comments received at least one 5 grade. This shows the overall quality of the test set comments is good, though variations do exist.

4 Quality Weighted Automatic Metrics

Automatic metrics, especially the reference-based metrics such as BLEU (Papineni et al., 2002), METEOR (Banerjee and Lavie, 2005), ROUGE (Lin, 2004), CIDEr (Vedantam et al., 2015), are widely used in text generation evaluations. These metrics have assumed all references are of equal golden qualities. However, in the task of article commenting, the real human comments as references are of varying quality as shown in the above human annotations. It is thus desirable to go beyond the equality assumption, and account for the different quality scores of the references. This section introduces a series of enhanced metrics generalized from respective existing metrics, for leveraging human biases of reference quality and improving metric correlations with human evaluations.

Let $c$ be a generated comment to evaluate, $R = \{r^j\}$ the set of references, each of which has a quality score $s^j$ by human annotators. We assume properly normalized $s^j \in [0, 1]$. Due to space limitations, here we only present the enhanced METEOR, and defer the formulations of enhancing BLEU, ROUGE, and CIDEr to the supplements. Specifically, METEOR performs word matching through an alignment between the candidate and references. The weighted METEOR extends the
original metric by weighting references with $s_j$:

$$W_{-\text{METEOR}}(c, R) = (1 - BP) \max_j s_j F_{\text{mean},j}, \quad (1)$$

where $F_{\text{mean},j}$ is a harmonic mean of the precision and recall between $c$ and $r_j$, and $BP$ is the penalty (Banerjee and Lavie, 2005). Note that the new metrics fall back to the respective original metrics by setting $s_j = 1$.

5 Experiments

We demonstrate the use of the dataset and metrics with simple retrieval and generation models, and show the enhanced metrics consistently improve correlations with human judgment. Note that this paper does not aim to develop solutions for the article commenting task. We leave the advanced modeling for future work.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Spearman</th>
<th>Pearson</th>
</tr>
</thead>
<tbody>
<tr>
<td>METEOR</td>
<td>0.5595</td>
<td>0.5109</td>
</tr>
<tr>
<td>W-METEOR</td>
<td>0.5902</td>
<td>0.5747</td>
</tr>
<tr>
<td>Rouge_L</td>
<td>0.1948</td>
<td>0.1951</td>
</tr>
<tr>
<td>W-Rouge_L</td>
<td>0.2558</td>
<td>0.2572</td>
</tr>
<tr>
<td>CIDEr</td>
<td>0.3426</td>
<td>0.1157</td>
</tr>
<tr>
<td>W-CIDEr</td>
<td>0.3539</td>
<td>0.1261</td>
</tr>
<tr>
<td>BLEU-1</td>
<td>0.2145</td>
<td>0.1790</td>
</tr>
<tr>
<td>W-BLEU-1</td>
<td>0.2076</td>
<td>0.1604</td>
</tr>
<tr>
<td>BLEU-4</td>
<td>0.0983</td>
<td>0.0099</td>
</tr>
<tr>
<td>W-BLEU-4</td>
<td>0.0998</td>
<td>0.0124</td>
</tr>
<tr>
<td>Human</td>
<td>0.7803</td>
<td>0.7804</td>
</tr>
</tbody>
</table>

Table 3: Human correlation of metrics. “Human” is the results from randomly dividing human scores into two groups. All p-value < 0.01.

Setup We briefly present key setup, and defer more details to the supplements. Given an article to comment, the retrieval-based models first find a set of similar articles in the training set by TF-IDF, and return the comments most relevant to the target article with a CNN-based relevance predictor. We use either the article title or full title/content for the article retrieval, and denote the two models with IR-T and IR-TC, respectively. The generation models are based on simple sequence-to-sequence network (Sutskever et al., 2014). The models read articles using an encoder and generate comments using a decoder with or without attentions (Bahdanau et al., 2014), which are denoted as Seq2seq and ATT if only article titles are read. We also set up an attentional sequence-to-sequence model that reads full article title/content, and denote with ATT-TC. Again, these approaches are mainly for demonstration purpose and for evaluating the metrics, and are far from solving the difficult commenting task. We discard comments with over 50 words and use a truncated vocabulary of size 30K.

Results We follow previous setting (Papineni et al., 2002; Liu et al., 2016; Lowe et al., 2017) to evaluate the metrics, by conducting human evaluations and calculating the correlation between the scores assigned by humans and the metrics. Specifically, for each article in the test set, we obtained six comments, five of which come from IR-T, IR-TC, Seq2seq, ATT, and ATT-TC, respectively, and one randomly drawn from real comments that are different from the reference comments. The comments were then graded by human annotators following the same procedure of test set scoring (sec.3). Meanwhile, we measure each comment with the vanilla and weighted automatic metrics based on the reference comments.

Table 3 shows the Spearman and Pearson coefficients between the comment scores assigned by humans and the metrics. The METEOR fam-
ily correlates best with human judgments, and the enhanced weighted metrics improve over their vanilla versions in most cases (including BLEU-2/3 as in the supplements). E.g., the Pearson of METEOR is substantially improved from 0.51 to 0.57, and the Spearman of ROUGE-L from 0.19 to 0.26. Figure 1 visualizes the human correlation of BLEU-1, METEOR, and W-METEOR, showing that the BLEU-1 scores vary a lot given any fixed human score, appearing to be random noise, while the METEOR family exhibit strong consistency with human scores. Compared to W-METEOR, METEOR deviates from the regression line more frequently, esp. by assigning unexpectedly high scores to comments with low human grades.

Notably, the best automatic metric, W-METEOR, achieves 0.59 Spearman and 0.57 Pearson, which is higher or comparable to automatic metrics in other generation tasks (Lowe et al., 2017; Liu et al., 2016; Sharma et al., 2017; Agarwal and Lavie, 2008), indicating a good supplement to human judgment for efficient evaluation and comparison. We use the metrics to evaluate the above models in the supplements.

6 Conclusions and Future Work

We have introduced the new task and dataset for automatic article commenting, as well as developed quality-weighted automatic metrics that leverage valuable human bias on comment quality. The dataset and the study of metrics establish a testbed for the article commenting task.

We are excited to study solutions for the task in the future, by building advanced deep generative models (Goodfellow et al., 2016; Hu et al., 2018) that incorporate effective reading comprehension modules (Rajpurkar et al., 2016; Richardson et al., 2013) and rich external knowledge (Angeli et al., 2015; Hu et al., 2016).

The large dataset is also potentially useful for a variety of other tasks, such as comment ranking (Hsu et al., 2009), upvotes prediction (Rizos et al., 2016), and article headline generation (Banko et al., 2000). We encourage the use of the dataset in these contexts.
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Abstract

Plagiarism is a major issue in science and education. It appears in various forms, starting from simple copying and ending with intelligent paraphrasing and summarization. Complex plagiarism, such as plagiarism of ideas, is hard to detect, and therefore it is especially important to track improvement of methods correctly and not to overfit to the structure of particular datasets. In this paper, we study the performance of plagdet, the main measure for Plagiarism Detection Systems (PDS) evaluation, on manually paraphrased plagiarism datasets (such as PAN Summary). We reveal its fallibility under certain conditions and propose an evaluation framework with normalization of inner terms, which is resilient to the dataset imbalance. We conclude with the experimental justification of the proposed measure. The implementation of the new framework is made publicly available as a Github repository.

1 Introduction

Plagiarism is a problem of primary concern among publishers, scientists, teachers (Maurer et al., 2006). It is not only about text copying with minor revisions but also borrowing of ideas. Plagiarism appears in substantially paraphrased forms and presents conscious and unconscious appropriation of others’ thoughts (Gingerich and Sullivan, 2013). This kind of borrowing has very serious consequences and can not be detected with common Plagiarism Detection Systems (PDS). That is why detection of complex plagiarism cases comes to the fore and becomes a central challenge in the field.

2 Plagiarism Detection

Most of the contributions to the plagiarism text alignment were made during the PAN annual track for plagiarism detection held from 2009 to 2015. The latest winning approach (Sanchez-Perez et al., 2014) achieved good performance on all the plagiarism types except the Summary part. Moreover, this type of plagiarism turned out to be the hardest for all the competitors.

In a brief review, Kraus emphasized (2016) that the main weakness of modern PDS is imprecision in manually paraphrased plagiarism and, as a consequence, the weak ability to deal with real-world problems. Thus, the detection of manually paraphrased plagiarism cases is a focus of recently proposed methods for plagiarism text alignment. In the most successful contributions, scientists applied genetic algorithms (Sanchez-Perez et al., 2018; Vani and Gupta, 2017), topic modeling methods (Le et al., 2016), and word embedding models (Brlek et al., 2016) to manually paraphrased plagiarism text alignment. In all of these works, authors used PAN Summary datasets to develop and evaluate their methods.

3 Task, Dataset, and Evaluation Metrics

3.1 Text Alignment

In this work we deal with an extrinsic text alignment problem. Thus, we are given pairs of suspicious documents and source candidates and try to detect all contiguous passages of borrowed information. For a review of plagiarism detection tasks, see Alzahrani et al. 2012.

3.2 Datasets

PAN corpora of datasets for plagiarism text alignment is the main resource for PDS evaluation. This collection consists of slightly or substantially different datasets used at the PAN competitions.
since 2009 to 2015. We used the most recent 2013 (Potthast et al., 2013) and 2014 (Potthast et al., 2014) English datasets to develop and evaluate our models and metrics. They consist of copy&paste, random, translation, and summary plagiarism types. We consider only the last part, as it exhibits the problems of plagdet framework to the greatest extent.

3.3 Evaluation Metrics

Standard evaluation framework for text alignment task is plagdet (Potthast et al., 2010), which consists of macro- and micro-averaged precision, recall, granularity and the overall plagdet score. In this work, we consider only the macro-averaged metrics, where recall can be defined as follows:

\[
rec\text{\text{\_macro}}(S, R) = \frac{1}{|S|} \sum_{s \in S} rec\text{\text{\_single}}(s, R_s),
\]

and precision can be defined through recall as follows:

\[
prec\text{\text{\_macro}}(S, R) = rec\text{\text{\_macro}}(R, S),
\]

where \( S \) and \( R \) are true plagiarism cases and system’s detections, respectively.

**Single case recall** \( rec\text{\text{\_single}}(s, R_s) \) is defined as follows:

\[
\frac{|s_{plg} \cap (R_s)_{plg}| + |s_{src} \cap (R_s)_{src}|}{|s_{plg}| + |s_{src}|},
\]

where \( R_s \) is the union of all detections of a given case \( s \).

4 Problem Statement

In this section, we explore problems representative to several manual plagiarism datasets (mainly, Summary part of PAN corpora), and show that the plagdet framework can fail to correctly estimate PDS quality on these datasets.

4.1 Dataset Imbalance

The PAN Summary datasets turn out to be highly imbalanced.

- Source part of each plagiarism case takes up the whole source document:
  \[
  \forall s \in S \exists d_{src} \in D_{src} : s_{src} = d_{src}.
  \]

Figure 1: Single case recall computation for text alignment task. Note the imbalance in this case: plagiarism part \( s_{plg} \) is much shorter than source part \( s_{src} \).

- For any given case, its plagiarism part is much shorter than its source part\(^1\):
  \[
  \forall s \in S : |s_{plg}| << |s_{src}|.
  \]

As these datasets are publicly available, anyone can figure out these details and, therefore, construct an algorithm where statements 3 and 4 are true for detections \( R \) as well.

Let us now consider a true case \( s \), its detections \( R_s \) and its source document \( d_{src} \). Then single case recall for PAN Summary document will be equal to:

\[
\frac{|s_{plg} \cap (R_s)_{plg}| + |d_{src}|}{|s_{plg}| + |d_{src}|}
\]

(here we used that and \( s_{src} = (R_s)_{src} = d_{src} \).

Since plagiarism part \( s_{plg} \) of the case \( s \) is much shorter than source document \( d_{src} \), the term \( |d_{src}| \) dominates numerator and denominator in eq. 5, which results in inadequately high document-level precision and recall on PAN Summary datasets.

\(^1\)For exact lengths, see table 3
Other datasets for manual plagiarism detection display the similar properties, however, not to the PAN Summary extent. Examples include: Palkovskii15, Mashhadirajab et al. 2016, and Sochenkov et al. 2017.

Discussion

The important question is whether such dataset imbalance reflects the real-world plagiarizers’ behavior.

There is an evidence that performing length unrestricted plagiarism task people tend to make texts shorter, however, not to the PAN Summary extent (Barrón-Cedeño et al., 2013). Moreover, we can find some supporting theoretical reasons. Firstly, summarization and paraphrasing are the only techniques students are taught to use for the transformation of texts. Hence, they can use summarization to plagiarize intellectually. Secondly, in the cases of inadvertent plagiarism the transformation of texts. Hence, they can so find some supporting theoretical reasons. Though we can find some reasons, such huge imbalance does not seem to be supported enough and may be considered as a bias.

4.2 Degenerate Intersection

Lemma 4.1. For any sets \(e_1 \subseteq d\) and \(e_2 \subseteq d\), their intersection length \(|e_1 \cap e_2|\) is bounded by:

\[
a(e_1, e_2, d) \leq |e_1 \cap e_2| \leq b(e_1, e_2),
\]

where:

\[
a(e_1, e_2, d) = \max\{0, |e_1| + |e_2| - |d|\},
\]

\[
b(e_1, e_2) = \min(|e_1|, |e_2|).
\]

Let us take a fresh look at a source part of the dataset. We assume that \(\frac{|s_{src} \cap (R_s)_{src}|}{|s_{src}|} \in [0; 1]\), and this is actually the case if:

\[
0 \leq |s_{src} \cap (R_s)_{src}| \leq |s_{src}|.
\]

But, according to lemma 4.1, we see that:

\[
0 \leq a_{src} \leq |s_{src} \cap (R_s)_{src}| \leq b_{src} \leq |s_{src}|,
\]

where:

\[
a_{src} = a(s_{src}, (R_s)_{src}, d_{src}),
\]

\[
b_{src} = b(s_{src}, (R_s)_{src}).
\]

This results in a smaller possible value range of intersection length and, therefore, range of precision and recall values. Because of (3), on PAN Summary this leads to the extreme case of \(a_{src} = b_{src} = |d_{src}|\), which causes precision and recall to take constant values on the source part of the dataset.

5 Proposed Metrics

5.1 Normalized Single Case Recall

To address issues of dataset imbalance (section 4.1) and degenerate intersection (section 4.2), we propose the following normalized version of single case recall \(nrec_{single}(s, R_s)\) for macro-averaged case:

\[
\frac{w_{plg}(|s_{plg} \cap (R_s)_{plg}|) + w_{src}(|s_{src} \cap (R_s)_{src}|)}{w_{plg}(|s_{plg}|) + w_{src}(|s_{src}|)},
\]

where:

\[
w_i(x) = \frac{(x - a_i)(b_i - a_i)}{|d_i|},
\]

\[
a_i = a(s_i, (R_s)_i, d_i),
\]

\[
b_i = b(s_i, (R_s)_i),
\]

\[i \in \{plg, src\}.
\]
5.2 Normalized recall, precision and plagdet
The result of (1) where every term is replaced for normalized recall $\text{nrec}_\text{macro}(s, R)$ is defined as follows:

$$\text{nrec}_\text{macro}(s, R) = \frac{F_\alpha(s, R)}{\log_2(1 + \text{gran}(S, R))},$$

where $F_\alpha$ is the weighted harmonic mean of $\text{nprec}_\text{macro}(S, R)$ and $\text{nrec}_\text{macro}(S, R)$, i.e. the F$_\alpha$-measure, and $\text{gran}(S, R)$ is defined as in Potthast et al. 2010.

6 Adversarial models
To justify the proposed evaluation metrics, we construct two models, M1 and M2, which achieve inadequately high macro-averaged precision and recall.

6.1 Preprocessing
We represent each plagiarism document $d_{plg}$ as a sequence of sentences, where each sentence $\text{sent}_{d_{plg}, i} \in d_{plg}$ is a set of tokens. Each source document $d_{src}$ will be represented as a set of its tokens.

For each sentence $\text{sent}_{d_{plg}, i}$ we also define a measure of similarity $\text{sim}_{d_{plg}, d_{src}, i}$ with respect to the source document as:

$$\text{sim}_{d_{plg}, d_{src}, i} = \frac{|\text{sent}_{d_{plg}, i} \cap d_{src}|}{|\text{sent}_{d_{plg}, i}|}.$$

6.2 Models
Our models are rule-based classifiers, which proceed in three steps for each pair of documents $d_{plg}, d_{src}$:

1. Form a candidate set according to similarity score: $\text{cand} = \left\{ i \mid \text{sim}_{d_{plg}, d_{src}, i} \geq \frac{3}{4} \right\}$.

2. Find the candidate with highest similarity score (if it exists): $\text{best} = \text{arg max}_i \left\{ \text{sim}_{d_{plg}, d_{src}, i} \mid i \in \text{cand} \right\}$.

3. (M1) Output sentence $\text{best}$ as a detection (if it exists).

(M2) Output sentences $\{ i \mid i \neq \text{best} \}$ as a detection (or all sentences if $\text{best}$ does not exist).

7 Results and Discussion
We evaluated our adversarial models as well as several state-of-the-art algorithms, whose source code was available to us, using plagdet and normplagdet scores on all PAN Summary datasets available to date.

In plagdet score comparison (Table 1) we included additional state-of-the-art algorithms’ results (marked by *), borrowed from respective papers. Proposed models M1 and M2 outperform all algorithms by macro-averaged plagdet and recall measures on almost every dataset. Despite their simplicity, they show rather good results.

On the contrary, while measuring normplagdet score (Table 2), M1 and M2 exhibit poor results, while tested state-of-the-art systems evenly achieve better recall and normplagdet scores. These experimental results back up our claim that normplagdet is more resilient to dataset imbalance and degenerate intersection attacks and show that tested state-of-the-art algorithms do not exploit these properties of PAN Summary datasets.

The code for calculating normplagdet metrics, both macro- and micro-averaged, is made available as a Github repository. We preserved the command line interface of plagdet framework to allow easy adaptation for existing systems.

8 Conclusion
Our paper shows that the standard evaluation framework with plagdet measure can be misused to achieve high scores on datasets for manual plagiarism detection. We constructed two primitive models that achieve state-of-the-art results for detecting plagiarism of ideas by exploiting flaws of standard plagdet. Finally, we proposed a new framework, normplagdet, that normalizes single case scores to prevent misuse of datasets such as PAN Summary, and proved its correctness experimentally. The proposed evaluation framework seems beneficial not only for plagiarism detection but for any other text alignment task with imbalance or degenerate intersection dataset properties.
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Table 1: Results of Summary Plagiarism Detection using Plagdet

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Year</th>
<th>Precision</th>
<th>Recall</th>
<th>Plagdet</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAN 2013 Train</td>
<td>Sanchez-Perez et al.</td>
<td>2014</td>
<td>0.9942</td>
<td>0.4235</td>
<td>0.5761</td>
</tr>
<tr>
<td></td>
<td>Brlek et al.</td>
<td>2016</td>
<td>0.9154</td>
<td>0.6033</td>
<td>0.7046</td>
</tr>
<tr>
<td></td>
<td>Le et al. *</td>
<td>2016</td>
<td>0.8015</td>
<td>0.7722</td>
<td>0.7866</td>
</tr>
<tr>
<td></td>
<td>Sanchez-Perez et al.</td>
<td>2018</td>
<td>0.9662</td>
<td>0.7407</td>
<td>0.8386</td>
</tr>
<tr>
<td></td>
<td>Adversarial M1</td>
<td>2018</td>
<td>0.9676</td>
<td>0.7892</td>
<td>0.8693</td>
</tr>
<tr>
<td></td>
<td>Adversarial M2</td>
<td>2018</td>
<td>0.5247</td>
<td>0.8704</td>
<td>0.4816</td>
</tr>
<tr>
<td>PAN 2013 Test-1</td>
<td>Sanchez-Perez et al.</td>
<td>2014</td>
<td>1.0000</td>
<td>0.5317</td>
<td>0.6703</td>
</tr>
<tr>
<td></td>
<td>Brlek et al.</td>
<td>2016</td>
<td>0.9832</td>
<td>0.7003</td>
<td>0.8180</td>
</tr>
<tr>
<td></td>
<td>Vani and Gupta *</td>
<td>2017</td>
<td>0.9998</td>
<td>0.7622</td>
<td>0.8149</td>
</tr>
<tr>
<td></td>
<td>Sanchez-Perez et al.</td>
<td>2018</td>
<td>0.9742</td>
<td>0.8093</td>
<td>0.8841</td>
</tr>
<tr>
<td></td>
<td>Adversarial M1</td>
<td>2018</td>
<td>0.9130</td>
<td>0.7641</td>
<td>0.8320</td>
</tr>
<tr>
<td></td>
<td>Adversarial M2</td>
<td>2018</td>
<td>0.4678</td>
<td>0.8925</td>
<td>0.4739</td>
</tr>
<tr>
<td>PAN 2013 Test-2</td>
<td>Sanchez-Perez et al.</td>
<td>2014</td>
<td>0.9991</td>
<td>0.4158</td>
<td>0.5638</td>
</tr>
<tr>
<td></td>
<td>Brlek et al.</td>
<td>2016</td>
<td>0.9055</td>
<td>0.6144</td>
<td>0.7072</td>
</tr>
<tr>
<td></td>
<td>Le et al. *</td>
<td>2016</td>
<td>0.8344</td>
<td>0.7701</td>
<td>0.8010</td>
</tr>
<tr>
<td></td>
<td>Vani and Gupta *</td>
<td>2017</td>
<td>0.9987</td>
<td>0.7212</td>
<td>0.8081</td>
</tr>
<tr>
<td></td>
<td>Sanchez-Perez et al.</td>
<td>2018</td>
<td>0.9417</td>
<td>0.7226</td>
<td>0.8125</td>
</tr>
<tr>
<td></td>
<td>Adversarial M1</td>
<td>2018</td>
<td>0.9594</td>
<td>0.8109</td>
<td>0.8789</td>
</tr>
<tr>
<td></td>
<td>Adversarial M2</td>
<td>2018</td>
<td>0.5184</td>
<td>0.8938</td>
<td>0.4848</td>
</tr>
</tbody>
</table>

Table 2: Results of Summary Plagiarism Detection using NormPlagdet

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Year</th>
<th>Precision</th>
<th>Recall</th>
<th>Plagdet</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAN 2013 Train</td>
<td>Sanchez-Perez et al.</td>
<td>2014</td>
<td>0.9917</td>
<td>0.6408</td>
<td>0.7551</td>
</tr>
<tr>
<td></td>
<td>Brlek et al.</td>
<td>2016</td>
<td>0.8807</td>
<td>0.7889</td>
<td>0.8064</td>
</tr>
<tr>
<td></td>
<td>Sanchez-Perez et al.</td>
<td>2018</td>
<td>0.8929</td>
<td>0.9238</td>
<td>0.9081</td>
</tr>
<tr>
<td></td>
<td>Adversarial M1</td>
<td>2018</td>
<td>0.9673</td>
<td>0.1617</td>
<td>0.2770</td>
</tr>
<tr>
<td></td>
<td>Adversarial M2</td>
<td>2018</td>
<td>0.1769</td>
<td>0.2984</td>
<td>0.1634</td>
</tr>
<tr>
<td>PAN 2013 Test-1</td>
<td>Sanchez-Perez et al.</td>
<td>2014</td>
<td>0.9997</td>
<td>0.7020</td>
<td>0.7965</td>
</tr>
<tr>
<td></td>
<td>Brlek et al.</td>
<td>2016</td>
<td>0.9384</td>
<td>0.8254</td>
<td>0.8783</td>
</tr>
<tr>
<td></td>
<td>Sanchez-Perez et al.</td>
<td>2018</td>
<td>0.9180</td>
<td>0.9463</td>
<td>0.9319</td>
</tr>
<tr>
<td></td>
<td>Adversarial M1</td>
<td>2018</td>
<td>0.9130</td>
<td>0.1525</td>
<td>0.2614</td>
</tr>
<tr>
<td></td>
<td>Adversarial M2</td>
<td>2018</td>
<td>0.1488</td>
<td>0.4237</td>
<td>0.1700</td>
</tr>
<tr>
<td>PAN 2013 Test-2</td>
<td>Sanchez-Perez et al.</td>
<td>2014</td>
<td>0.9977</td>
<td>0.6377</td>
<td>0.7470</td>
</tr>
<tr>
<td></td>
<td>Brlek et al.</td>
<td>2016</td>
<td>0.8701</td>
<td>0.8104</td>
<td>0.8107</td>
</tr>
<tr>
<td></td>
<td>Sanchez-Perez et al.</td>
<td>2018</td>
<td>0.8771</td>
<td>0.9067</td>
<td>0.8859</td>
</tr>
<tr>
<td></td>
<td>Adversarial M1</td>
<td>2018</td>
<td>0.9585</td>
<td>0.1687</td>
<td>0.2869</td>
</tr>
<tr>
<td></td>
<td>Adversarial M2</td>
<td>2018</td>
<td>0.1552</td>
<td>0.3299</td>
<td>0.1559</td>
</tr>
</tbody>
</table>

Table 3: Average Length of Plagiarism and Source Cases in Summary Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Plagiarism (plg)</th>
<th>Source (src)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAN 2013 Train</td>
<td>626 ± 45</td>
<td>5109 ± 2431</td>
</tr>
<tr>
<td>PAN 2013 Test-1</td>
<td>639 ± 40</td>
<td>3874 ± 1427</td>
</tr>
<tr>
<td>PAN 2013 Test-2</td>
<td>627 ± 42</td>
<td>5318 ± 3310</td>
</tr>
</tbody>
</table>
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Abstract

In neural abstractive summarization, the conventional sequence-to-sequence (seq2seq) model often suffers from repetition and semantic irrelevance. To tackle the problem, we propose a global encoding framework, which controls the information flow from the encoder to the decoder based on the global information of the source context. It consists of a convolutional gated unit to perform global encoding to improve the representations of the source-side information. Evaluations on the LCSTS and the English Gigaword both demonstrate that our model outperforms the baseline models, and the analysis shows that our model is capable of generating summary of higher quality and reducing repetition.

1 Introduction

Abstractive summarization can be regarded as a sequence mapping task that the source text should be mapped to the target summary. Therefore, sequence-to-sequence learning can be applied to neural abstractive summarization (Kalchbrenner and Blunsom, 2013; Sutskever et al., 2014; Cho et al., 2014), whose model consists of an encoder and a decoder. Attention mechanism has been broadly used in seq2seq models where the decoder extracts information from the encoder based on the attention scores on the source-side information (Bahdanau et al., 2014; Luong et al., 2015). Many attention-based seq2seq models have been proposed for abstractive summarization (Rush et al., 2015; Chopra et al., 2016; Nallapati et al., 2016), which outperformed the conventional statistical methods.

Table 1: An example of the summary of the conventional attention-based seq2seq model on the Gigaword dataset. The text highlighted indicates repetition, "#" refers to masked number.

Text: the mainstream fatah movement on monday officially chose mahmoud abbas, chairman of the palestine liberation organization (plo), as its candidate to run for the presidential election due on jan. #, ###, the official wafa news agency reported.

seq2seq: fatah officially officially elects abbas as candidate for candidate.

Gold: fatah officially elects abbas as candidate for presidential election

However, recent studies show that there are salient problems in the attention mechanism. Zhou et al. (2017) pointed out that there is no obvious alignment relationship between the source text and the target summary, and the encoder outputs contain noise for the attention. For example, in the summary generated by the seq2seq in Table 1, “officially” is followed by the same word, as the attention mechanism still attends to the word with high attention score. Attention-based seq2seq model for abstractive summarization can suffer from repetition and semantic irrelevance, causing grammatical errors and insufficient reflection of the main idea of the source text.

To tackle this problem, we propose a model of global encoding for abstractive summarization. We set a convolutional gated unit to perform global encoding on the source context. The gate based on convolutional neural network (CNN) filters each encoder output based on the global context due to the parameter sharing, so that the representations at each time step are refined with consideration of the global context. We conduct experiments on LCSTS and Gigaword, two benchmark datasets for sentence summarization, which shows that our model outperforms the state-of-the-art methods with ROUGE-2 F1 score 26.8 and 17.8 respectively. Moreover, the analysis shows

---

1The code is available at https://www.github.com/lancopku/Global-Encoding
that our model is capable of reducing repetition compared with the seq2seq model.

2 Global Encoding

Our model is based on the seq2seq model with attention. For the encoder, we set a convolutional gated unit for global encoding. Based on the outputs from the RNN encoder, the global encoding refines the representation of the source context with a CNN to improve the connection of the word representation with the global context. In the following, the techniques are introduced in detail.

2.1 Attention-based seq2seq

The RNN encoder receives the word embedding of each word from the source text sequentially. The final hidden state with the information of the whole source text becomes the initial hidden state of the decoder. Here our encoder is a bidirectional LSTM encoder, where the encoder outputs from both directions at each time step are concatenated \( h_i = [\tilde{h}_i; \tilde{h}_i] \).

We implement a unidirectional LSTM decoder to read the input words and generate summary word by word, with a fixed target vocabulary embedded in a high-dimensional space \( Y \in \mathbb{R}^{|Y| \times d_{\text{in}}} \). At each time step, the decoder generates a summary word \( y_t \) by sampling from a distribution of the target vocabulary \( P_{\text{vocab}} \) until sampling the token representing the end of sentence. The hidden state of the decoder \( s_t \) and the encoders output \( h_i \) at each time step \( i \) of the encoding process are computed with a weight matrix \( W_a \) to obtain the global attention \( \alpha_{t,i} \) and the context vector \( c_i \). It is described below:

\[
P_{\text{vocab}} = \text{softmax}(g([c_i; s_t])) \tag{1}
\]
\[
s_t = \text{LSTM}(y_{t-1}, s_{t-1}, C_{t-1}) \tag{2}
\]
\[
c_t = \sum_{i=1}^{n} \alpha_{t,i} h_i \tag{3}
\]
\[
\alpha_{t,i} = \frac{\exp(e_{t,i})}{\sum_{j=1}^{n} \exp(e_{t,j})} \tag{4}
\]
\[
e_{t,i} = s_{t-1} W_a h_i \tag{5}
\]

where \( C \) refers to the cell state in the LSTM, and \( g(\cdot) \) refers to a non-linear function.

2.2 Convolutional Gated Unit

Abstractive summarization requires the core information at each encoding time step. To reach this goal, we implement a gated unit on top of the encoder outputs at each time step, which is a CNN that convolves all the encoder outputs. The parameter sharing of the convolutional kernels enables the model to extract certain types of features, specifically n-gram features. Similar to image, language also contains local correlation, such as the internal correlation of phrase structure. The convolutional units can extract these common features in the sentence and indicate the correlation among the source annotations. Moreover, to further strengthen the global information, we implement self-attention (Vaswani et al., 2017) to mine the relationship of the annotation at a certain time step with other annotations. Therefore, the gated unit is able to find out both common n-gram features and global correlation. Based on the convolution and self-attention, the gated unit sets a gate to filter the source annotations from the RNN encoder, in order to select information relevant to the global semantic meaning. The global encoding allows the encoder output at each time step to become new representation vector with further connection to the global source side information. For convolution, we implement a structure similar to inception (Szegedy et al., 2015). We use 1-dimension convolution to extract n-gram features. Following the design principle of inception, we did not use kernel where \( k = 5 \) but instead used two kernels where \( k = 3 \) to avoid large kernel size. The details of convolution block is described be-
\[ g_i = ReLU(W[h_{i-k/2}, ..., h_{i+k/2}] + b) \]  

(6)

where \( ReLU \) refers to the non-linear activation function Rectified Linear Unit (Nair and Hinton, 2010). Based on the convolution block, we implement a structure similar to inception, as shown in Figure 1.

On top of the new representations generated by the CNN module, we further implement self-attention upon these representations so as to dig out the global correlations. Vaswani et al. (2017) pointed out that self-attention encourages the model to learn long-term dependencies and does not create much computational complexity, so we implement its scaled dot-product attention for the connection between the annotation at each time step and the global information:

\[ Attention(Q, K, V) = softmax\left(\frac{QK^T}{\sqrt{d_k}}\right)V \]  

(7)

where the representations are computed through the attention mechanism with itself and packed into a matrix. To be specific, we refer \( Q \) and \( V \) to the representation matrix generated by the CNN module, while \( K = W_{att}V \) where \( W_{att} \) is a learnable matrix.

A further step is to set a gate based on the generation from the CNN and self-attention module \( g \) for the source representations \( h' \) from the RNN encoder, where:

\[ \tilde{h} = h \odot \sigma(g) \]  

(8)

Since the CNN module can extract n-gram features of the whole source text and self-attention learns the long-term dependencies among the components of the input source text, the gate can perform global encoding on the encoder outputs. Based on the output of the CNN and self-attention, the logistic sigmoid function outputs a vector of value between 0 and 1 at each dimension. If the value is close to 0, the gate removes most of the information at the corresponding dimension of the source representation, and if it is close to 1, it reserves most of the information.

### 2.3 Training

In the following, we introduce the datasets that we conduct experiments on as well as our experimental settings.

Given the parameters \( \theta \) and source text \( x \), the model generates a summary \( \tilde{y} \). The learning process is to minimize the negative log-likelihood between the generated summary \( \tilde{y} \) and reference \( y \):

\[ \mathcal{L} = -\frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} p(y_t^{(n)}|\tilde{y}_{<t}, x^{(n)}, \theta) \]  

(9)

where the loss function is equivalent to maximizing the conditional probability of summary \( y \) given parameters \( \theta \) and source sequence \( x \).

### 3 Experiment Setup

In the following, we introduce the datasets that we conduct experiments on and our experiment settings as well as the baseline models that we compare with.

#### 3.1 Datasets

LCSTS is a large-scale Chinese short text summarization dataset collected from Sina Weibo, a famous Chinese social media website (Hu et al., 2015), consisting of more than 2.4 million text-summary pairs. The original texts are shorter than 140 Chinese characters, and the summaries are created manually. We follow the previous research (Hu et al., 2015) to split the dataset for training, validation and testing, with 2.4M sentence pairs for training, 8K for validation and 0.7K for testing.

The English Gigaword is a sentence summarization dataset based on Annotated Gigaword (Napoles et al., 2012), a dataset consisting of sentence pairs, which are the first sentence of the collected news articles and the corresponding headlines. We use the data preprocessed by Rush et al. (2015) with 3.8M sentence pairs for training, 8K for validation and 2K for testing.

#### 3.2 Experiment Settings

We implement our experiments in PyTorch on an NVIDIA 1080Ti GPU. The word embedding dimension and the number of hidden units are both 512. In both experiments, the batch size is set to 64. We use Adam optimizer (Kingma and Ba, 2014) with the default setting \( \alpha = 0.001, \beta_1 = 0.9, \beta_2 = 0.999 \) and \( \epsilon = 1 \times 10^{-8} \). The learning rate is halved every epoch. Gradient clipping is applied with range [-10, 10].

Following the previous studies, we choose ROUGE score to evaluate the performance of our model (Lin and Hovy, 2003). ROUGE score is to
calculate the degree of overlapping between generated summary and reference, including the number of n-grams. F1 scores of ROUGE-1, ROUGE-2 and ROUGE-L are used as the evaluation metrics.

### 3.3 Baseline Models

As we compare our results with the results of the baseline models reported in their original papers, the evaluation on the two datasets has different baselines. In the following, we introduce the baselines for LCSTS and Gigaword respectively.

Baselines for LCSTS are introduced in the following. **RNN** and **RNN-context** are the RNN-based seq2seq models (Hu et al., 2015), without and with attention mechanism respectively. **CopyNet** is the attention-based seq2seq model with the copy mechanism (Gu et al., 2016). **SRB** is a model that improves semantic relevance between source text and summary (Ma et al., 2017). **DRGD** is the conventional seq2seq with a deep recurrent generative decoder (Li et al., 2017).

As to the baselines for Gigaword, **ABS** and **ABS+** are the models with local attention and handcrafted features (Rush et al., 2015). **Feats** is a fully RNN seq2seq model with some specific methods to control the vocabulary size. **RAS-LSTM** and **RAS-Elman** are seq2seq models with a convolutional encoder and an LSTM decoder and an Elman RNN decoder respectively. **SEASS** is a seq2seq model with a selective gate mechanism. **DRGD** is also a baseline for Gigaword.

Results of our implementation of the conventional seq2seq model on both datasets are also used for the evaluation of the improvement of our proposed convolutional gated unit (CGU).

### 4 Analysis

In the following sections, we report the results of our experiments and analyze the performance of our model on the evaluation of repetition. Also, we provide an example to demonstrate that our model can generate summary that is more semantically consistent with the source text.

### 4.1 Results

In the experiments on the two datasets, our model achieves advantages of ROUGE score over the baselines, and the advantages of ROUGE score on the LCSTS are significant. Table 2 presents the results of our model and the baselines on the LCSTS, and Table 2 shows the results of models on the Gigaword. We compare the F1 scores of our model with those of the baseline models (reported in their original articles) and our own implementation of the attention-based seq2seq. Compared with the conventional seq2seq model, our model owns an advantage of ROUGE-2 score 3.7 and 1.5 on the LCSTS and Gigaword respectively.

### 4.2 Discussion

We show a summary generated by our model, compared with that of the baseline seq2seq model and the reference. The source text introduces a phenomenon that Starbucks, an ordinary coffee brand in the United States, becomes a brand of high class and sells coffee in a much higher price. It is apparent that the main idea of the text is about the high price of Starbucks coffee in China. However, the seq2seq model generates a summary which only contains the information of the brand and the country. In addition, it has committed a mistake of redundant repetition of the word “China”. It is not semantically relevant to the source text and it is not coherent and adequate. Compared with it, the summary of our model is more coherent and more semantically relevant to the source text. Our model focuses on the information about price instead of country, and points
In this paper, we propose a new model for abstractive summarization. The convolutional gated unit performs global encoding on the source side information so that the core information can be reserved and the secondary information can be filtered. Experiments on the LCSTS and Gigaword show that our model outperforms the baselines, and the analysis shows that it is able to reduce repetition in the generated summaries, and it is more robust to inputs of different lengths, compared with the conventional seq2seq model.

6 Conclusion

In this paper, we propose a new model for abstractive summarization. The convolutional gated unit performs global encoding on the source side information so that the core information can be reserved and the secondary information can be filtered. Experiments on the LCSTS and Gigaword show that our model outperforms the baselines, and the analysis shows that it is able to reduce repetition in the generated summaries, and it is more robust to inputs of different lengths, compared with the conventional seq2seq model.
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Abstract

We herein present a language-model-based evaluator for deletion-based sentence compression, and viewed this task as a series of deletion-and-evaluation operations using the evaluator. More specifically, the evaluator is a syntactic neural language model that is first built by learning the syntactic and structural collocation among words. Subsequently, a series of trial-and-error deletion operations are conducted on the source sentences via a reinforcement learning framework to obtain the best target compression. An empirical study shows that the proposed model can effectively generate more readable compression, comparable or superior to several strong baselines. Furthermore, we introduce a 200-sentence test set for a large-scale dataset, setting a new baseline for the future research.

1 Introduction

Deletion-based sentence compression aims to delete unnecessary words from source sentence to form a short sentence (compression) while retaining grammatical and faithful to the underlying meaning of the source sentence. Previous works used either machine-learning-based approach or syntactic-tree-based approaches to yield most readable and informative compression (Jing, 2000; Knight and Marcu, 2000; Clarke and Lapata, 2006; McDonald, 2006; Clarke and Lapata, 2008; Filippova and Strube, 2008; Berg-Kirkpatrick et al., 2011; Filippova et al., 2015; Bingel and Seggaard, 2016; Andor et al., 2016; Zhao et al., 2017; Wang et al., 2017). For example, (Clarke and Lapata, 2008) proposed a syntactic-tree-based method that considers the sentence compression task as an optimization problem by using integer linear programming, whereas (Filippova et al., 2015) viewed the sentence compression task as a sequence labeling problem using the recurrent neural network (RNN), using maximum likelihood as the objective function for optimization. The latter sets a relatively strong baseline by training the model on a large-scale parallel corpus. Although an RNN (e.g., Long short-term memory networks) can implicitly model syntactic information, it still produces ungrammatical sentences. We argue that this is because (i) the labels (or compressions) are automatically yielded by employing the syntactic-tree-pruning method. It thus contains some errors caused by syntactic tree parsing error, (ii) more importantly, the optimization objective of an RNN is the likelihood function that is based on individual words instead of readability (or informativeness) of the whole compressed sentence. A gap exists between optimization objective and evaluation. As such, we are of great interest that: (i) can we take the readability of the whole compressed sentence as a learning objective and (ii) can grammar errors be recovered through a language-model-based evaluator to yield compression with better quality?

To answer the above questions, a syntax-based neural language model is trained on large-scale datasets as a readability evaluator. The neural language model is supposed to learn the correct word collocations in terms of both syntax and semantics. Subsequently, we formulate the deletion-based sentence compression as a series of trial-and-error deletion operations through a reinforcement learning framework. The policy network performs either RETAIN or REMOVE action to form a compression, and receives a reward (e.g., readability score) to update the network.

The empirical study shows that the proposed method can produce more readable sentences that
preserve the source sentences, comparable or superior to several strong baselines. In short, our contributions are two-fold: (i) an effective syntax-based evaluator is built as a post-hoc checker, yielding compression with better quality based upon the evaluation metrics; (ii) a large scale news dataset with 1.02 million sentence compression pairs are compiled for this task in addition to 200 manually created sentences. We made it publicly available.

2 Methodology

2.1 Task and Framework

Formally, deletion-based sentence compression translates word tokens, \((w_1, w_2, \ldots, w_n)\) into a series of ones and zeros, \((l_1, l_2, \ldots, l_n)\), where \(n\) refers to the length of the original sentence and \(l_i \in \{0, 1\}\). Here, "1" refers to RETAIN and "0" refers to REMOVE. We first converted the word sequence into a dense vector representation through the parameter matrix \(E\). Except for word embedding, \((e(w_1), e(w_2), \ldots, e(w_n))\), we also considered the part-of-speech tag and the dependency relation between \(w_i\) and its head word as extra features. Each part-of-speech tag was mapped into a vector representation, \((p(w_1), p(w_2), \ldots, p(w_n))\) through the parameter matrix \(P\), while each dependency relation was mapped into a vector representation, \((d(w_1), d(w_2), \ldots, d(w_n))\) through the parameter matrix \(D\). Three vector representations are concatenated, \([e(w_1); p(w_1); d(w_1)]\) as the input to the next part, policy network.

Figure 1 shows the graphical illustration of our model. The policy network is a bi-directional RNN that uses the input \([e(w_1); p(w_1); d(w_1)]\) and yields the hidden states in the forward direction, \((h^f_1, h^f_2, \ldots, h^f_n)\), and hidden states in the backward direction, \((h^b_1, h^b_2, \ldots, h^b_n)\). Then, concatenation of hidden states in both directions, \([h^f_1; h^b_1]\) are followed by a nonlinear layer to turn the output into a binary probability distribution, \(y_i = \sigma(W[h^f_i; h^b_i])\) where \(\sigma\) is a nonlinear function sigmoid, and \(W\) is a parameter matrix.

The policy network continues to sample actions from the binary probability distribution above until the whole action sequence is yielded. In this task, binary actions space is \{RETAIN, REMOVE\}. We turn the action sequence into the predicted compression, \((w_1, w_2, \ldots, w_m)\), by deleting the words whose current action is REMOVE. Then the \((w_1, w_2, \ldots, w_m)\) is fed into a pre-trained evaluator which will be described in the next section.

2.2 Syntax-based Evaluator

The syntax-based evaluator should assess the degree to which the compressed sentence is grammatical, through being used as a reward function during the reinforcement learning phase. It needs to satisfy three conditions: (i) grammatical compressions should obtain a higher score than ungrammatical compressions, (ii) for two ungrammatical compressions, it should be able to discriminate them through the score despite the ungrammaticality, (iii) lack of important parts (such as the primary subject or verb) in the original sentence should receive a greater penalty.

We therefore considered an ad-hoc evaluator, i.e., the syntax-based language model (evaluator-SLM) for these requirements. It integrates the part-of-speech tags and the dependency relations in the input, while the output to be predicted is the next word token. We observed that the prediction of the next word could not only be based on the previous word but also the syntactic components, e.g., for the part-of-speech tag, the noun is often followed by a verb instead of an adjective or adverb and the integration of the part-of-speech tag allows the model to learn such correct word collocations. Figure 2 shows the graphical illustration of the evaluator-SLM where the input is \(x_i = [e(w_i); p(w_i); d(w_i)]\), followed by a bi-directional RNN whose last layer is the Softmax layer used to represent word probability distribution. Similar to (Mousa and Schuller, 2017), we added two special tokens, \(<S>\) and \(<S>\) in the input so as to stagger the hidden vectors, thus avoiding self-prediction. Finally, we have the following formula as one part of the reward functions in the learning framework.
where $R_{SLM} \in [0, 1]$ and $\hat{Y}$ is the predicted compression by the policy network.

Further, it is noteworthy that the performance comparison should be based on a similar compression rate\(^1\) (CR) (Napoles et al., 2011), and a smooth reward function $R_{CR} = \frac{(a+b)(a+b)}{a+b}x^a(1-x)^b$ (both a, b are positive integers; e.g. $a = 2$, $b = 2$ could lead the compression rate to 0.5) is also used to attain a compressed sentence of similar length. The total reward is $R = R_{SLM} + R_{CR}$. By using policy gradient methods (Sutton et al., 2000), the policy network is updated with the following gradient:

$$\nabla L(\theta) = \sum_{t=1}^{[\hat{Y}]} R(\hat{Y})\nabla \log \pi_\theta(a_t|S_t)$$  \hspace{1cm} (2)

Where $a_t \in \{\text{RETAIN, REMOVE}\}$, is the action token by the policy network, and $S_t$ refers to hidden state of the network, $[h_t^l; h_t^r]$ (section 2.1).

3 Experiments

3.1 Data

As neural network-based methods require a large amount of training data, we for the first time considered using Gigaword\(^2\), a news domain corpus. More specifically, the first sentence and the headline of each article are extracted. After data cleansing, we finally compiled 1.02 million sentence and headline pairs (see details here\(^3\)). It is noteworthy that the headline is not the extractive compression. Further, we asked two near native English speakers to create 200 extractive compressions for the first 200 sentences of this dataset; using it as the testing set, the first 1,000 sentences (excluding the testing set) is the development set, and the remainder is the training set. To assess the inter-assessor agreements, we computed Cohen’s unweighted κ. The computed unweighted κ was 0.423, reaching a moderate agreement level\(^4\).

The second dataset we used was the Google dataset that contains 200,000 sentence compression pairs (Filippova et al., 2015). For the purpose of comparison, we used the very first 1,000 sentences as the testing set, the next 1,000 sentences as the development set, and the remainder as the training set.

3.2 Comparison Methods

We choose several strong baselines; the first one is the dependency-tree-based method that considers the sentence compression task as an optimization problem by using integer linear programming\(^5\). Inspired by (Filippova and Strube, 2008), (Clarke and Lapata, 2008), and (Wang et al., 2017), we defined some constraints: (1) if a word is retained in the compression, its parent should be also retained. (2) whether a word $w_i$ is retained should partly depend on the word importance score that is the product of the TF-IDF score and headline score $h(w_i), tf-idf(w_i) \cdot h(w_i)$ where $h(w_i)$ represents that whether a word (limited to nouns and verbs) is in the headline. $h(w_i)=5$ if $w_i$ is in the headline; $h(w_i)=1$ otherwise. (3) the dependency relations, ROOT, dobj, nsubj, pobj, should be retained as they are the skeletons of a sentence. (4) the sentence length should be over than $\alpha$ but less than $\beta$. (5) the depth of the node (word), $\lambda_{dep}(w_i)$, in the dependency tree. (6) the word with the dependency relation amod is to be removed. It is noteworthy that the method is unsupervised.

The second method is the long short-term memory networks (LSTMs) which showed strong promise in sentence compression by (Filippova et al., 2015). The labels were obtained using the dependency tree pruning method (Filippova and Altun, 2013) and the LSTMs were applied in a supervised manner. Following their works, we also

---

\(^1\) compression rate is the length of compression divided by the length of the sentence.

\(^2\) https://catalog.ldc.upenn.edu/ldc2011t07

\(^3\) https://github.com/code4conference/Data

\(^4\) (Landis and Koch, 1977) characterize κ values <0 as no agreement, 0 ∼ 0.20 as slight, 0.21 ∼ 0.40 as fair, 0.41 ∼ 0.60 as moderate, 0.61 ∼ 0.80 as substantial, and 0.81 ∼ 1 as almost perfect agreement.)

\(^5\) we use http://pypi.python.org/pypi/PuLP

---
consider the labels yielded by our dependency-tree-based method as pseudo labels and employ LSTMs as a baseline.

Furthermore, for a comprehensive comparison, we applied the sequence-to-sequence with attention method widely used in abstractive text summarization for sentence compression. Previous works such as (Rush et al., 2015; Chopra et al., 2016) have shown promising results with this framework, although the focus was generation-based summarization rather than extractive summarization. More specifically, the source sequence of this framework is the original sentence, while the target sequence is a series of zeros and ones (zeros represents REMOVE and ones represents RETAIN). Further, we incorporated dependency labels and part-of-speech tag features in the source side of the sequence-to-sequence method.

3.3 Training

The embedding size for word, part-of-speech tag, and the dependency relation is 128. We employed the vanilla RNN with a hidden size of 512 for both the policy network and neural language model. The mini-batch size was chosen from [5, 50, 100]. Vocabulary size was 50,000. The learning rate for neural language model is 2.5e-4, and 1e-05 for the policy network. For policy learning, we used the REINFORCE algorithm (Williams, 1992) to update the parameters of the policy network and find an policy that maximizes the reward. Because starting from a random policy is impractical owing to the high variance, we pre-trained the policy network using pseudo labels in a supervised manner. For the comparison methods, the hyperparameters and were set to 0.4 and 0.7, respectively, and was set to 0.5. For reproduction, we released the source code here⁶.

### Table 1: \(F_1\) and RASP-\(F_1\) results for Gigaword dataset.

<table>
<thead>
<tr>
<th>Gigaword Dataset</th>
<th>Annotator 1</th>
<th></th>
<th>Annotator 2</th>
<th></th>
<th>CR</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(F_1)</td>
<td>RASP-(F_1)</td>
<td>(F_1)</td>
<td>RASP-(F_1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1 Seq2seq with attention</td>
<td>54.9</td>
<td>60.3</td>
<td>58.6</td>
<td>64.6</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>#2 Dependency tree+ILP</td>
<td>58.0</td>
<td>65.1</td>
<td>61.0</td>
<td>70.9</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>#3 LSTMs+pseudo label</td>
<td>60.3</td>
<td>64.1</td>
<td>64.1</td>
<td>69.2</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>#4 Evaluator-LM</td>
<td>64.5</td>
<td>67.3</td>
<td>66.9</td>
<td>72.2</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>#5 Evaluator-SLM</td>
<td>65.0</td>
<td>69.6</td>
<td>68.2</td>
<td>73.9</td>
<td>0.51</td>
<td></td>
</tr>
</tbody>
</table>

4 Result and Discussion

This section demonstrates the experimental results on both datasets. As the Gigaword dataset has no ground truth, we evaluated the baseline and our method on the 200-sentence test sets created by two human annotators. For the automatic evaluation, we employed \(F_1\) and RASP-\(F_1\) (Briscoe and Carroll, 2002) to measure the performances. The latter compares grammatical relations (such as nsubj and dobj) found in the system compressions with those found in the gold standard, providing a means to measure the semantic aspects of the compression quality. For the human evaluation, we asked two near native English speakers to assess the quality of 50 compressed sentences out of the 200-sentence test set in terms of readability and informativeness. Here are our observations:

<table>
<thead>
<tr>
<th>Gigaword</th>
<th>Readability</th>
<th>Informativeness</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$ LSTMs</td>
<td>3.56</td>
<td>3.10</td>
</tr>
<tr>
<td>$2$ SLM</td>
<td>4.16†</td>
<td>3.16</td>
</tr>
</tbody>
</table>

Table 2: Human Evaluation for Gigaword dataset. †stands for significant difference with 0.95 confidence in the column.

<table>
<thead>
<tr>
<th>Google Dataset</th>
<th>(F_1)</th>
<th>RASP-(F_1)</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>&amp;1 Seq2seq with attention</td>
<td>71.7</td>
<td>63.8</td>
<td>0.34</td>
</tr>
<tr>
<td>&amp;2 LSTM (Filippova, 2015)</td>
<td>82.0</td>
<td>-</td>
<td>0.38</td>
</tr>
<tr>
<td>&amp;3 LSTMs (our implement)</td>
<td>84.8</td>
<td>81.9</td>
<td>0.40</td>
</tr>
<tr>
<td>&amp;4 Evaluator-LM</td>
<td>85.0</td>
<td>82.0</td>
<td>0.41</td>
</tr>
<tr>
<td>&amp;5 Evaluator-SLM</td>
<td>85.1</td>
<td>82.3</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Table 3: \(F_1\) and RASP-\(F_1\) results for Google dataset.

(1) As shown in Table 1, our Evaluator-SLM-based method yields a large improvement over the baselines, demonstrating that the language-model-based evaluator is effective as a post-hoc grammar checker for the compressed sentences. This is also validated by the significant improvement in the readability score in Table 2 ($1$ vs $2$). To investigate the evaluator in detail, a case study is shown in section 4.1.
(2) by comparing annotator 1 with annotator 2 in Table 1, we observed different performances for two annotated test sets, showing that compressing a text while preserving the original sentence is subjective across the annotators.

(3) As for Google news dataset, LSTMs (LSTM+pos+dep) (&3) is a relatively strong baseline, suggesting that incorporating dependency relations and part-of-speech tags may help model learn the syntactic relations and thus make a better prediction. When further applying Evaluator-SLM, only a tiny improvement is observed (&4 vs &5), not comparable to the improvement between #3 and #5. This may be due to the difference in perplexity of the our Evaluator-SLM. For Gigaword dataset with 1.02 million instances, the perplexity of the language model is 20.3, while for the Google news dataset with 0.2 million instances, the perplexity is 76.5.

(4) To further explore the degree to which syntactic knowledge (dependency relations and part-of-speech tags) is helpful to evaluator (language model), we implemented a naive language model, i.e., Evaluator-LM, which did not include dependency relations and part-of-speech tags as input features. The results shows that small improvements are observed on two datasets (#4 vs #5; &4 vs &5), suggesting that incorporating syntactic knowledge may help evaluator to encourage more unseen but reasonable word collocations.

### 4.1 Evaluator Analysis

To further analyze the Evaluator-SLM performance, we used an example sentence, “The Dalian shipyard has built two new huge ships” to observe how a language model scores different word deletion operations. We converted the reward function \( R_{SLM} \) to \( e^{-\log R_{SLM}} \) for a better observation (similar to "sentence perplexity", the higher the score is, the worse is the sentence). As shown in Figure 3, deleting the object(#2), verb(#3), or subject(#4) results in a significant increase in "sentence perplexity", implying that the syntax-based language model is highly sensitive to the lack of such syntactic components. Interestingly, when deleting words such as new or/and huge, the score becomes lower, suggesting that the model may prefer short sentences, with unnecessary parts such as amod being removed. This property makes it quite suitable for the sentence compression task aiming to shorten sentences by removing unnecessary words.

### 5 Conclusion

We presented a syntax-based language model for the sentence compression task. We employed unsupervised methods to yield labels to train a policy network in a supervised manner. The experimental results demonstrates that the compression could be further improved by a post-hoc language-model-based evaluator, and our evaluator-enhanced model performs better or comparable upon the evaluation metrics on two large-scale datasets.
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Abstract

In the age of social news, it is important to understand the types of reactions that are evoked from news sources with various levels of credibility. In the present work we seek to better understand how users react to trusted and deceptive news sources across two popular, and very different, social media platforms. To that end, (1) we develop a model to classify user reactions into one of nine types, such as answer, elaboration, and question, etc, and (2) we measure the speed and the type of reaction for trusted and deceptive news sources for 10.8M Twitter posts and 6.2M Reddit comments. We show that there are significant differences in the speed and the type of reactions between trusted and deceptive news sources on Twitter, but far smaller differences on Reddit.

1 Introduction

As the reliance on social media as a source of news increases and the reliability of sources is increasingly debated, it is important to understand how users react to various sources of news. Most studies that investigate misinformation spread in social media focus on individual events and the role of the network structure in the spread (Qazvinian et al., 2011; Wu et al., 2015; Kwon et al., 2017) or detection of false information (Rath et al., 2017). These studies have found that the size and shape of misinformation cascades within a social network depends heavily on the initial reactions of the users. Other work has focused on the language of misinformation in social media (Rubin et al., 2016; Rashkin et al., 2017; Mitra et al., 2017; Wang, 2017; Karadzhov et al., 2017; Volkova et al., 2017) to detect types of deceptive news.

As an alternative to studying newsworthy events one at a time (Starbird, 2017), the current work applies linguistically-infused models to predict user reactions to deceptive and trusted news sources. Our analysis reveals differences in reaction types and speed across two social media platforms — Twitter and Reddit.

The first metric we report is the reaction type. Recent studies have found that 59% of bitly-URLs on Twitter are shared without ever being read (Gabielkov et al., 2016), and 73% of Reddit posts were voted on without reading the linked article (Glenski et al., 2017). Instead, users tend to rely on the commentary added to retweets or the comments section of Reddit-posts for information on the content and its credibility. Faced with this reality, we ask: what kind of reactions do users find when they browse sources of varying credibility? Discourse acts, or speech acts, can be used to identify the use of language within a conversation, e.g., agreement, question, or answer. Recent work by Zhang et al. (2017) classified Reddit comments by their primary discourse act (e.g., question, agreement, humor), and further analyzed patterns from these discussions.

The second metric we report is reaction speed. A study by Jin et al. (2013) found that trusted news stories spread faster than misinformation or rumor; Zeng et al. (2016) found that tweets which deny rumors had shorter delays than tweets of support. Our second goal is to determine if these trends are maintained for various types of news sources on Twitter and Reddit.

Hence, the contributions of this work are two-fold: (1) we develop a linguistically-infused neural network model to classify reactions in social media posts, and (2) we apply our model to label 10.8M Twitter posts and 6.2M Reddit comments in order to evaluate the speed and type of user reactions to various news sources.
2 Reaction Type Classification

In this section, we describe our approach to classify user reactions into one of eight types of discourse: agreement, answer, appreciation, disagreement, elaboration, humor, negative reaction, or question, or as none of the given labels, which we call “other”, using linguistically-infused neural network models.

2.1 Reddit Data

We use a manually annotated Reddit dataset from Zhang et al. (2017) to train our reaction classification model. Annotations from 25 crowd-workers labelled the primary discourse act for 101,525 comments within 9,131 comment threads on Reddit. The Reddit IDs, but not the text content of the comments themselves, were released with the annotations. So we collected the content of Reddit posts and comments from a public archive of Reddit posts and comments.1 Some content was deleted prior to archival, so the dataset shown in Table 1 is a subset of the original content. Despite the inability to capture all of the original dataset, Table 1 shows a similar distribution between our dataset and the original.

<table>
<thead>
<tr>
<th>Reaction Type</th>
<th>Zhang et al. #</th>
<th>Present work #</th>
<th>Present work %</th>
</tr>
</thead>
<tbody>
<tr>
<td>agreement</td>
<td>5,054</td>
<td>3,857</td>
<td>3.87</td>
</tr>
<tr>
<td>answer</td>
<td>41,281</td>
<td>32,561</td>
<td>38.94</td>
</tr>
<tr>
<td>appreciation</td>
<td>8,821</td>
<td>6,973</td>
<td>8.34</td>
</tr>
<tr>
<td>disagreement</td>
<td>3,430</td>
<td>2,654</td>
<td>3.17</td>
</tr>
<tr>
<td>elaboration</td>
<td>19,315</td>
<td>14,966</td>
<td>17.90</td>
</tr>
<tr>
<td>humor</td>
<td>2,358</td>
<td>1,878</td>
<td>2.25</td>
</tr>
<tr>
<td>negative reaction</td>
<td>1,901</td>
<td>1,473</td>
<td>1.76</td>
</tr>
<tr>
<td>other</td>
<td>1,979</td>
<td>1,538</td>
<td>1.84</td>
</tr>
<tr>
<td>question</td>
<td>10,568</td>
<td>8,194</td>
<td>9.80</td>
</tr>
<tr>
<td>no majority label</td>
<td>12,162</td>
<td>9,532</td>
<td>11.40</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>106,869</td>
<td>83,626</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1: Summary of the training data we recovered compared to the data collected by Zhang et al. (2017) reported as distributions of comments across reaction types.

2.2 Model

We develop a neural network architecture that relies on content and other linguistic signals extracted from reactions and parent posts, and takes advantage of a “late fusion” approach previously used effectively in vision tasks (Karpathy et al., 2014; Park et al., 2016). More specifically, we combine a text sequence sub-network with a vector representation sub-network as shown in Figure 1. The text sequence sub-network consists of an embedding layer initialized with 200-dimensional GloVe embeddings (Pennington et al., 2014) followed by two 1-dimensional convolution layers, then a max-pooling layer followed by a dense layer. The vector representation sub-network consists of two dense layers. We incorporate information from both sub-networks through concatenated padded text sequences and vector representations of normalized Linguistic Inquiry and Word Count (LIWC) features (Pennebaker et al., 2001) for the text of each post and its parent.

2.3 Reaction Type Classification Results

As shown in Figure 2, our linguistically-infused neural network model that relies solely on the content of the reaction and its parent has comparable performance to the more-complex CRF model by Zhang et al. (2017), which relies on content as well as additional metadata like the author, thread (e.g., the size of the the thread, the number of branches), structure (e.g., the position within the thread), and community (i.e., the subreddit in which the comment is posted).
3 Measuring Reactions to Trusted and Deceptive News Sources

In this section, we present key results of our analysis of how often and how quickly users react to content from sources of varying credibility using the reaction types predicted by our linguistically-infused neural network model.

3.1 Twitter and Reddit News Data

We focus on trusted news sources that provide factual information with no intent to deceive and deceptive news sources. Deceptive sources are ranked by their intent to deceive as follows: clickbait (attention-grabbing, misleading, or vague headlines to attract an audience), conspiracy theory (uncorroborated or unreliable information to explain events or circumstances), propaganda (intentionally misleading information to advance a social or political agenda), and disinformation (fabricated or factually incorrect information meant to intentionally deceive readers).

Trusted, clickbait, conspiracy, and propaganda sources were previously compiled by Volkova et al. (2017) through a combination of crowdsourcing and public resources. Trusted news sources with Twitter-verified accounts were manually labeled and clickbait, conspiracy, and propaganda news sources were collected from several public resources that annotate suspicious news accounts. We collected news sources identified as spreading disinformation by the European Union’s East Strategic Communications Task Force from euvsdisinfo.eu. In total, there were 467 news sources: 251 trusted and 216 deceptive.

We collected reaction data for two popular platforms, Reddit and Twitter, using public APIs over the 13 month period from January 2016 through January 2017. For our Reddit dataset, we collected all Reddit posts submitted during the 13 month period that linked to domains associated with one of our labelled news sources. Then we collected all comments that directly responded to those posts. For our Twitter dataset, we collected all tweets posted in the 13 month period that explicitly @mentioned or directly retweeted content from a source and then assigned a label to each tweet based on the class of the source @mentioned or retweeted. A breakdown of each dataset by source type is shown in Table 2. Figure 3 illustrates the distribution of deceptive news sources and reactions across the four sub-categories of deceptive news sources.

<table>
<thead>
<tr>
<th>Type</th>
<th># Sources</th>
<th># Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trusted</td>
<td>169</td>
<td>5,429,694</td>
</tr>
<tr>
<td>Deceptive (no disinfo)</td>
<td>128</td>
<td>664,670</td>
</tr>
<tr>
<td>Deceptive</td>
<td>179</td>
<td>795,591</td>
</tr>
<tr>
<td>Total</td>
<td>348</td>
<td>6,225,285</td>
</tr>
</tbody>
</table>

Table 2: Summary of Twitter and Reddit datasets used to measure the speed and types of reactions to Trusted and Deceptive news sources excluding (no disinformation) or including (All) the most extreme of the deceptive sources — those identified as spreading disinformation.

<table>
<thead>
<tr>
<th>Type</th>
<th># Sources</th>
<th># Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trusted</td>
<td>182</td>
<td>6,567,002</td>
</tr>
<tr>
<td>Deceptive (no disinfo)</td>
<td>100</td>
<td>775,844</td>
</tr>
<tr>
<td>Deceptive</td>
<td>150</td>
<td>4,263,576</td>
</tr>
<tr>
<td>Total</td>
<td>232</td>
<td>10,830,578</td>
</tr>
</tbody>
</table>

Figure 3: Distributions of Deceptive news sources and reactions to those sources (Reddit comments or tweets, respectively) for the Reddit and Twitter datasets across the four sub-categories of deceptive news sources.

3.2 Methodology

We use the linguistically-infused neural network model from Figure 1 to label the reaction type of each tweet or comment. Using these labels, we examine how often response types occur when users react to each type of news source. For clarity, we report the five most frequently occurring reaction types (expressed in at least 5% of reactions within each source type) and compare the distributions of reaction types for each type of news source.

To examine whether users react to content from trusted sources differently than from deceptive sources, we measure the reaction delay, which we define as the time elapsed between the moment the
We report the cumulative distribution functions (CDFs) for each source type and use Mann Whitney U (MWU) tests to compare whether users respond with a given reaction type with significantly different delays to news sources of different levels of credibility.

3.3 Results and Discussion

For both Twitter and Reddit datasets, we found that the primary reaction types were answer, appreciation, elaboration, question, or “other” (no label was predicted). Figure 4 illustrates the distribution of reaction types among Reddit comments (top plot) or tweets (bottom plot) responding to each type of source, as a percentage of all comments/tweets reacting to sources of the given type (i.e., trusted, all deceptive, and deceptive excluding disinformation sources).

For Twitter, we report clear differences in user reactions to trusted vs. deceptive sources. Deceptive (including disinformation) sources have a much higher rate of appreciation reactions and a lower rate of elaboration responses, compared to trusted news sources. Differences are still significant ($p < 0.01$) but the trends reverse if we do not include disinformation sources. We also see an increase in the rate of question-reactions compared to trusted news sources if we exclude disinformation sources.

For Reddit, there appears to be a very similar distribution across reaction types for trusted and deceptive sources. However, MWU tests still found that the differences between trusted and de-
ceptive news sources were statistically significant ($p < 0.01$) — regardless of whether we include or exclude disinformation sources. Posts that link to deceptive sources have higher rates of question, appreciation, and answering reactions, while posts that link to trusted sources have higher rates of elaboration, agreement, and disagreement.

Next, we compared the speed with which users reacted to posts of sources of varying credibility. Our original hypothesis was that users react to posts of trusted sources faster than posts of deceptive sources. The CDFs for each source type and platform (solid and dashed lines represent Reddit and Twitter respectively) are shown in Figure 5. We observe that the lifetime of direct reactions to news sources on Twitter is often more extended than for sources on Reddit. One exception is answer reactions which almost always occur within the first hour after the Twitter new source originally posted the tweet being answered. This may be due to the different ways that users consume content on the two platforms. Users follow accounts on Twitter, whereas on Reddit users “follow” topics through their subscriptions to various subreddits. Users can view the news feeds of individual sources on Twitter and view all of the sources’ posts. Reddit, on the other hand, is not designed to highlight individual users or news sources; instead new posts (regardless of the source) are viewed based on their hotness score within each subreddit.

In addition, we observe that reactions to posts linked to trusted sources are less heavily concentrated within the first 12 to 15 hours of the post’s lifetime on Reddit. The opposite is found on Twitter. Twitter sources may have a larger range of reaction delays, but they are also more heavily concentrated in the lower end of that range ($p < 0.01$).

## 4 Related Work

As we noted above, most studies that examine misinformation spread focus on individual events such as natural disasters (Takahashi et al., 2015), political elections (Ferrara, 2017), or crises (Starbird et al., 2014) and examine the response to the event on social media. A recent study by Vosoughi et al. (2018) found that news stories that were fact-checked and found to be false spread faster and to more people than news items found to be true. In contrast, our methodology considers immediate reactions to news sources of varying credibility, so we can determine whether certain reactions or reactions to trusted or deceptive news sources evoke more or faster responses from social media users.

## 5 Conclusion

In the current work, we have presented a content-based model that classifies user reactions into one of nine types, such as answer, elaboration, and question, etc., and a large-scale analysis of Twitter posts and Reddit comments in response to content from news sources of varying credibility.

Our analysis of user reactions to trusted and deceptive sources on Twitter and Reddit shows significant differences in the distribution of reaction types for trusted versus deceptive news. However, due to differences in the user interface, algorithmic design, or user-base, we find that Twitter users react to trusted and deceptive sources very differently than Reddit users. For instance, Twitter users questioned disinformation sources less often and more slowly than they did trusted news sources; Twitter users also expressed appreciation towards disinformation sources more often and faster than towards trusted sources. Results from Reddit show similar, but far less pronounced, reaction results.

Future work may focus on analysis of reaction behavior from automated (i.e., ‘bot’), individual, or organization accounts; on additional social media platforms and languages; or between more fine-grained categories of news source credibility.
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Abstract

Online petitions are a cost-effective way for citizens to collectively engage with policy-makers in a democracy. Predicting the popularity of a petition — commonly measured by its signature count — based on its textual content has utility for policy-makers as well as those posting the petition. In this work, we model this task using CNN regression with an auxiliary ordinal regression objective. We demonstrate the effectiveness of our proposed approach using UK and US government petition datasets.\(^1\)

1 Introduction

A petition is a formal request for change or an action to any authority, co-signed by a group of supporters. Research has shown the impact of online petitions on the political system (Lindner and Riehm, 2011; Hansard, 2016; Bochel and Bochel, 2017). Modeling the factors that influence petition popularity — measured by the number of signatures a petition gets — can provide valuable insights to policy makers as well as those authoring petitions (Proskurnia et al., 2017).

Previous work on modeling petition popularity has focused on predicting popularity growth over time based on an initial popularity trajectory (Hale et al., 2013; Yasseri et al., 2017; Proskurnia et al., 2017), e.g. given the number of signatures a petition gets in the first \(x\) hours, prediction of the total number of signatures at the end of its lifetime. Asher et al. (2017) and Proskurnia et al. (2017) examine the effect of sharing petitions on Twitter on its overall success, as a time series regression task. Other work has analyzed the importance of content on the success of the petition (Elnoshokaty et al., 2016). Proskurnia et al. (2017) also consider the anonymity of authors and petitions featured on the front-page of the website as additional factors. Huang et al. (2015) analyze ‘power’ users on petition platforms, and show their influence on other petition signers.

In general, the target authority for a petition can be political or non-political. In this work, we use petitions from the official UK and US government websites, whereby citizens can directly appeal to the government for action on an issue. In the case of UK petitions, they are guaranteed an official response at 10k signatures, and the guarantee of parliamentary debate on the topic at 100k signatures; in the case of US petitions, they are guaranteed a response from the government at 100k signatures. Political scientists refer to this as advocacy democracy (Dalton et al., 2003), in that people are able to engage with elected representatives directly. Our objective is to predict the popularity of a petition at the end of its lifetime, solely based on the petition text.

Elnoshokaty et al. (2016) is the closest work to this paper, whereby they target Change.org petitions and perform correlation analysis of popularity with the petition’s category, target goal set,\(^2\) and the distribution of words in General Inquirer categories (Stone et al., 1962). In our case, we are interested in the task of automatically predicting the number of signatures.

We build on the convolutional neural network (CNN) text regression model of Bitvai and Cohn (2015) to infer deep latent features. In addition, we evaluate the effect of an auxiliary ordinal regression objective, which can discriminate petitions that attract different scales of popular-

---

\(^1\) The code and data from this paper are available from http://github.com/shivashankarrs/Petitions

ity (e.g., 10 signatures, the minimum count needed to not be closed vs. 10k signatures, the minimum count to receive a response from UK government).

Finally, motivated by text-based message propagation analysis work (Tan et al., 2014; Piotrkowicz et al., 2017), we hand-engineer features which capture wording effects on petition popularity, and measure the ability of the deep model to automatically infer those features.

2 Proposed Approach

Inspired by the successes of CNN for text categorization (Kim, 2014) and text regression (Bivai and Cohn, 2015), we propose a CNN-based model for predicting the signature count. An outline of the model is provided in Figure 1. A petition has three parts: (1) title, (2) main content, and (3) (optionally) additional details. We concatenate all three parts to form a single document for each petition. We have \( n \) petitions as input training examples of the form \( \{a_i, y_i\} \), where \( a_i \) and \( y_i \) denote the text and signature count of petition \( i \), respectively. Note that we log-transform the signature count, consistent with previous work (Elonnahokyatl et al., 2016; Proskurnia et al., 2017).

We represent each token in the document via its pretrained GloVe embedding (Pennington et al., 2014), which we update during learning. We then apply multiple convolution filters with width one, two and three to the dense input document matrix, and apply a ReLU to each. They are then passed through a max-pooling layer with a \( tanh \) function, and finally a multi-layer perceptron via the exponential linear unit activation,

\[
f(x) = \begin{cases} 
  x, & \text{if } x > 0 \\
  \alpha (\exp(x) - 1) & \text{otherwise,}
\end{cases}
\]

to obtain the final output (\( y_i \)), which is guaranteed to be positive. We train the model by minimizing mean squared error in log-space,

\[
\mathcal{L}_{reg} = \frac{1}{n} \sum_{i=1}^{n} \left\| \hat{y}_i - y_i \right\|^2, \tag{1}
\]

where \( \hat{y}_i \) is the estimated signature count for petition \( i \). We refer to this model as CNN\text{regress}.

2.1 Auxiliary Ordinal Regression Task

We augment the regression objective with an ordinal regression task, which discriminates petitions that achieve different scale of signatures. The intuition behind this is that there are pre-determined thresholds on signatures which trigger different events, with the most important of these being 10k (to guarantee a government response) and 100k (to trigger a parliamentary debate) for the UK petitions; and 100k (to get a government response) for the US petitions. In addition to predicting the number of signatures, we would like to be able to predict whether a petition is likely to meet these thresholds, and to this end we use the exponential ordinal scale based on the thresholds \( O = \{10, 100, 1000, 10000, 100000\} \). Overall this follows the exponential distribution of signature counts closely (Yasseri et al., 2017).

We transform the ordinal regression problem into a series of simpler binary classification subproblems, as proposed by Li and Lin (2007). We construct binary classification objectives for each threshold in \( O \). For each petition \( i \) we construct an additional binary vector \( \tilde{o}_i \), with a 0–1 encoding for each of the ordinal classes (\( \{a_i, y_i, \tilde{o}_i\} \)).

Note that the transformation is done in a consistent way, i.e., if a petition has \( y \) signatures, then in addition to immediate lower-bound threshold in \( O \) determined by \( l = \lfloor \log_{10} y \rfloor \) (for \( y < 10^6 \)), all classes which have a lesser threshold are also set to 1 (\( \tilde{o}_{l,t<1} \)).

With this transformation, apart from the real-valued output \( y_i \), we also learn a mapping from \( h_i \) with sigmoid activation for each class (\( \tilde{r}_i \)). Finally we minimize cross-entropy loss for each binary classification task, denoted \( \mathcal{L}_{aux} \).

---

\(^3\)Applicable for the UK government petitions only.

---

Figure 1: CNN-Regression Model. \( y \) denotes signature count. \( > r_k \) is the auxiliary task that denotes \( p \)(petition attracting \( > r_k \) signatures).

---

\(^4\)We use \( O = \{1000, 10000, 100000\} \) for the US petitions, as only petitions which get a minimum of 150 signatures are published on the website.
Overall, the loss function for the joint model is:

$$L_J = L_{reg} + \gamma L_{aux}$$  \hspace{1cm} (2)

where $\gamma \geq 0$ is a hyper-parameter which is tuned on the validation set. We refer to this model as $\text{CNN}_{\text{regress+ord}}$.

3 Hand-engineered Features

We hand-engineered custom features, partly based on previous work on non-petition text. This includes features from Tan et al. (2014) and Piotrkowicz et al. (2017) such as structure, syntax, bias, polarity, informativeness of title, and novelty (or freshness), in addition to novel features developed specifically for our task, such as policy category and political bias features. We provide a brief description of the features below:

- Additional Information (ADD): binary flag indicating whether the petition has additional details or not.
- Ratio of indefinite (IND) and definite (DEF) articles.
- Ratio of first-person singular pronouns (FSP), first-person plural pronouns (FPP), second-person pronouns (SPP), third-person singular pronouns (TSP), and third-person plural pronouns (TPP).
- Ratio of subjective words (SUBJ) and difference between count of positive and negative words (POL), based on General Inquirer lexicon.
- Ratio of biased words (BIAS) from the bias lexicon (Recasens et al., 2013).
- Syntactic features: number of nouns (NNC), verbs (VBC), adjectives (ADC) and adverbs (RBC).
- Number of named entities (NEC), based on the NLTK NER model (Bird et al., 2009).
- Freshness (FRE): cosine similarity with all previous petitions, inverse weighted by the difference in start date of petitions (in weeks).
- Action score of title (ACT): probability of title conveying the action requested. Predictions are obtained using an one-class SVM model built on the universal representation (Conneau et al., 2017) of titles of rejected petitions, as they don’t contain any action request. These rejected petitions are not part of our evaluation dataset.
- Policy category popularity score (Csc): commonality of the petition’s policy issue (Subramanian et al., 2017), based on the recent UK/US election manifesto promises.
- Political bias and polarity: relative leaning/polarity based on: (a) $\frac{\# \text{left} + \# \text{right}}{\# \text{left} + \# \text{right} + \# \text{neutral}}$ (PB1AS) (b) $\frac{\# \text{left} - \# \text{right}}{\# \text{left} + \# \text{right}}$ (L–R). Sentence-level left, right and neutral classes are obtained using a model built on the CMP dataset, and the categorization given by Volkens et al. (2013).

The custom features are passed through a hidden layer with tanh activations ($c_i$), and concatenated with the hidden representation learnt using the dense input document (Section 2), $\begin{bmatrix} h_i & c_i \end{bmatrix}$, before mapping to the output layer (Figure 1). We refer to this model as $\text{CNN}_{\text{regress+ord+feat}}$. We use the Adam optimizer (Kingma and Ba, 2014) to train all our models.

4 Evaluation

We collected our data from the UK\(^6\) and US\(^7\) government websites over the term of the 2015–17 Conservative and 2011–14 Democratic governments respectively. The UK dataset contains 10950 published petitions, with over 31m signatures in total. We removed US petitions with $\leq$ 150 signatures, resulting in a total of 1023 petitions, with over 12m signatures in total. We split the data chronologically into train/dev/test splits based on a 80/10/10 breakdown. Distribution over log signature counts is given in Figures 2 and 3.

To analyze the statistical significance of each feature varying across ordinal groups $O$, we ran

\(^6\)https://petition.parliament.uk
\(^7\)https://petitions.whitehouse.gov/
a Kruskal-Wallis test (at $\alpha = 0.05$: Kruskal and Wallis (1952)) on the training set. The test results in the test statistic $H$ and the corresponding $p$-value, with a high $H$ indicating that there is a difference between the two groups. The analysis is given in Table 2, where $p < 0.001$, $p < 0.01$ and $p < 0.05$ are denoted as “***”, “**” and “*”, respectively. Note that the ordinal groups are different for the two datasets: analyzing the UK dataset with the same ordinal groups used for the US dataset ($\{10000,100000\}$) resulted in a similarly sparse set of significance values for non-syntactic features as the US dataset.

We benchmark our proposed approach against the following baseline approaches:

**Mean:** average signature count in the raining set.

**LinearBoW:** linear regression (Linear) model using TF-IDF weighted bag-of-words features.

**LinearGI:** linear regression model based on word distributions from the General Inquirer lexicon; similar to (Elnoshokaty et al., 2016), but without the target goal set or category of the petition (neither of which is relevant to our datasets).

**SVRBoW:** support vector regression (SVR) model with RBF kernel and TF-IDF weighted bag-of-words features.

**SVRfeat:** SVR model using the hand-engineered features from Section 3.

**SVRBoW+feat:** SVR model using combined TF-IDF weighted bag-of-words and hand-engineered features.

We present the regression results for the baseline and proposed approaches based on: (1) mean absolute error (MAE), and (2) mean absolute percentage error (MAPE, similar to Proskurnia et al. (2017)), calculated as $\frac{100}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right|$. Results are given in Table 1.

The proposed CNN models outperform all of the baselines. Comparing the CNN model with regression loss only, $\text{CNN}_{\text{regress}}$, and the joint model, $\text{CNN}_{\text{regress+ord}}$ is superior across both datasets and measures. When we add the hand-engineered features ($\text{CNN}_{\text{regress+ord+feat}}$), there is a very small improvement. In order to further understand the effect of the hand-engineering features without the ordinal regression loss, we use it only with the regression task ($\text{CNN}_{\text{regress+feat}}$), which mildly improves over $\text{CNN}_{\text{regress}}$, but is below $\text{CNN}_{\text{regress+ord+feat}}$. We also evaluate a variant of $\text{CNN}_{\text{regress+ord+feat}}$ with an additional hidden layer, given in the final row of Table 1, and find it to lead to further improvements in the regression results. Adding more hidden layers did not show further improvements.

### 4.1 Classification Performance

The F-score is calculated over the three classes of $[0,10000)$, $[10000,100000)$ and $[100000,\infty)$ (corresponding to the thresholds at which the petition leads to a government response or parliamentary debate) for the UK dataset; and $[150,10000)$ and $[100000,\infty)$ for the US dataset, by determining if the predicted and actual signature counts are in the same bin or not. We also built an SVM-based ordinal classifier (Li and Lin, 2007) over the significant ordinal classes, as an additional baseline. The CNN models struggle to improve F-score (in large part due to the imbalanced data). For the UK dataset, CNN models with an ordinal objective ($\text{CNN}_{\text{regress+ord}}$ and $\text{CNN}_{\text{regress+ord+feat}}$) result in a macro-averaged F-score of 0.36, compared to 0.33 for all other methods. But for the US dataset, which is a binary classification task, all methods obtain a 0.49 F-score. In addition to text, considering other factors such as early signature growth (Hale et al., 2013) — which determines the timelines to get the issue online on the US website — could be necessary.

### 4.2 Latent vs. Hand-engineered Features

Finally, we built a linear regression model with the estimated hidden features from $\text{CNN}_{\text{regress+ord}}$ as independent variables and hand-engineered features as dependent variables, to study their linear dependencies in a pair-wise fashion. The most significant dependencies (given by $p$-value, $p_{\text{hidden}}$) over the test set are given in Table 2. We found that the model is able to learn latent feature representations for syntactic features (NNC, VBC, ADC, RBC), FRE, NEC, IND and DEF, but not the other features — these can be considered to provide deeper information than can be extracted automatically from the data, or else information that has no utility for the signature prediction task. From the analysis in Table 2, some of the features that vary across ordinal groups are not linearly dependent with the deep latent features. These include ADD, BIAS, Csc, PBIAS, and L–R, where the latter ones are policy-related features. This indicates that the custom features and hidden features contain complementary signals.

---

8UK dataset only.
9US dataset only.
Table 1: Results over UK and US Government petition datasets. Best scores are given in bold.

<table>
<thead>
<tr>
<th>Approach</th>
<th>UK Petitions</th>
<th>US Petitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>4.37 159.7</td>
<td>2.82 44.61</td>
</tr>
<tr>
<td>LinearBoW</td>
<td>1.75 57.56</td>
<td>2.51 37.01</td>
</tr>
<tr>
<td>LinearGI</td>
<td>1.77 58.22</td>
<td>1.84 27.71</td>
</tr>
<tr>
<td>SVRBoW</td>
<td>1.53 45.35</td>
<td>1.39 20.37</td>
</tr>
<tr>
<td>SVRFeat</td>
<td>1.54 46.96</td>
<td>1.40 20.48</td>
</tr>
<tr>
<td>SVRBoW+feat</td>
<td>1.52 44.71</td>
<td>1.39 20.38</td>
</tr>
<tr>
<td>CNNregress</td>
<td>1.44 36.72</td>
<td>1.24 14.98</td>
</tr>
<tr>
<td>CNNregress+ord</td>
<td>1.42 33.86</td>
<td>1.22 14.68</td>
</tr>
<tr>
<td>CNNregress+ords+feat</td>
<td>1.43 35.84</td>
<td>1.23 14.75</td>
</tr>
<tr>
<td>CNNregress+ord+feat+Additional hidden layer</td>
<td>1.40 31.68</td>
<td>1.16 14.38</td>
</tr>
</tbody>
</table>

Table 2: Dependency of hand-engineered features against the signature count ($p$ and $H$) and deep hidden features ($p_{hidden}$). ADD is not applicable for the US government petitions dataset. $p < 0.001$, $p < 0.01$ and $p < 0.05$ are denoted as “***”, “**” and “*”, respectively.

Overall our proposed approach with the auxiliary loss and hand-engineered features ($CNN_{regress+ord+Feat}$) provides a reduction in MAE over $CNN_{regress}$ by 2.1% and 3.2%, and SVR by 7.2% and 13.7% on the UK and US datasets, resp. Although the ordinal classification performance is not very high, it must be noted that the data is heavily skewed (only 2% of the UK test-set falls in the $[10000, 100000)$ and $[100000, \infty)$ bins put together), and we tuned the hyper-parameters wrt the regression task only.

5 Conclusion and Future Work

This paper has targeted the prediction of the popularity of petitions directed at the UK and US governments. In addition to introducing a novel task and dataset, contributions of our work include: (a) we have shown the utility of an auxiliary ordinal regression objective; and (b) determined which hand-engineered features are complementary to our deep learning model. In the future, we aim to study other factors that can influence petition popularity in conjunction with text, e.g., social media campaigns, news coverage, and early growth rates.
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Abstract

We introduce a new approach to tackle the problem of offensive language in online social media. Our approach uses unsupervised text style transfer to translate offensive sentences into non-offensive ones. We propose a new method for training encoder-decoders using non-parallel data that combines a collaborative classifier, attention and the cycle consistency loss. Experimental results on data from Twitter and Reddit show that our method outperforms a state-of-the-art text style transfer system in two out of three quantitative metrics and produces reliable non-offensive transferred sentences.

1 Introduction

The use of offensive language is a common problem of abusive behavior on online social media networks. Various work in the past have attacked this problem by using different machine learning models to detect abusive behavior (Xiang et al., 2012; Warner and Hirschberg, 2012; Kwok and Wang, 2013; Wang et al., 2014; Nobata et al., 2016; Burnap and Williams, 2015; Davidson et al., 2017; Founta et al., 2018). Most of these work follow the assumption that it is enough to filter out the entire offensive post. However, a user that is consuming some online content may not want an entirely filtered out message but instead have it in a style that is non-offensive and still be able to comprehend it in a polite tone. On the other hand, for those users who plan to post an offensive message, if one could not only alert that a content is offensive and will be blocked, but also offer a polite version of the message that can be posted, this could encourage many users to change their mind and avoid the profanity.

In this work we introduce a new way to deal with the problem of offensive language on social media. Our approach consists on using style transfer techniques to translate offensive sentences into non-offensive ones. A simple encoder-decoder with attention (Bahdanau et al., 2014) would be enough to create a reasonable translator if a large parallel corpus is available. However, unlike machine translation, to the best of our knowledge, there exists no dataset of parallel data available for the case of offensive to non-offensive language. Moreover, it is important that the transferred text uses a vocabulary that is common in a particular application domain. Therefore, unsupervised methods that do not use parallel data are needed to perform this task.

We propose a method to perform text style transfer addressing two main challenges arising when using non-parallel data in the encoder-decoder framework: (a) there is no straightforward way to train the encoder-decoder because we cannot use maximum likelihood estimation on the transferred text due to lack of ground truth; (b) it is difficult to preserve content while transferring the input to a new style. We address (a) using a single collaborative classifier, as an alternative to commonly used adversarial discriminators, e.g., as in (Shen et al., 2017). We approach (b) by using the attention mechanism combined with a cycle consistency loss.

In this work we also introduce two benchmark datasets for the task of transferring offensive to non-offensive text that are based on data from two popular social media networks: Twitter and Reddit. We compare our method to the approach of Shen et al. (2017) using three quantitative metrics: classification accuracy, content preservation and perplexity. Additionally, some qualitative results are also presented with a brief error analysis.
2 Method

We assume access to a text dataset consisting of two non-parallel corpora \(X = X_0 \cup X_1\) with different style values \(s_0\) and \(s_1\) (offensive and non-offensive) of a total of \(N = m+n\) sentences, where \(|X_0| = m\) and \(|X_1| = n\). We denote a randomly sampled sentence \(k\) of style \(s_i\) from \(X\) as \(x_k^i\), for \(k \in 1, \ldots, N\) and \(i \in \{0, 1\}\). A natural approach to perform text style transfer is to use a regular encoder-decoder network. However, the training of such network would require parallel data. Since in this work we consider a problem of unsupervised style transfer on non-parallel data, we propose to extend the basic encoder-decoder by introducing a collaborative classifier and a set of specialized loss functions that enable the training on such data. Figure 1 shows an overview of the proposed style transfer approach. Note that for clarity, in Figure 1 we have used multiple boxes to show encoder, decoder and classifier, the actual model contains a single encoder and decoder, and one classifier.

As can be seen from Figure 1, the encoder (a GRU RNN, \(E(x_k^i, s_i) = H_k^i\)) takes as input a sentence \(x_k^i\) together with its style label \(s_i\), and outputs \(H_k^i\), a sequence of hidden states. The decoder/generator (also a GRU RNN, \(G(H_k^i, s_j) = \hat{x}_k^{i\rightarrow j}\) for \(i, j \in \{0, 1\}\)) takes as input the previously computed \(H_k^i\) and a desired style label \(s_j\) and outputs a sentence \(\hat{x}_k^{i\rightarrow j}\), which is the original sentence but transferred from style \(s_i\) to style \(s_j\). The hidden states \(H_k^i\) are used by the decoder in the attention mechanism (Bahdanau et al., 2014), and in general can improve the quality of the decoded sentence. When \(i = j\), the decoded sentence \(\hat{x}_k^{i\rightarrow i}\) is in its original style \(s_i\) (top part of Figure 1); for \(i \neq j\), the decoded/transfered sentence \(\hat{x}_k^{i\rightarrow j}\) is in a different style \(s_j\) (bottom part of Figure 1). Denote all transferred sentences as \(\hat{X} = \{\hat{x}_k^{i\rightarrow j} \mid i \neq j, k = 1, \ldots, N\}\). The classifier (a CNN), then takes as input the decoded sentences and outputs a probability distribution over the style labels, i.e., \(C(\hat{x}_k^{i\rightarrow j}) = p_C(s_j|\hat{x}_k^{i\rightarrow j})\) (see Eq. (2)). By using the collaborative classifier our goal is to produce a training signal that indicates the effectiveness of the current decoder on transferring a sentence to a given style.

Note that the top branch of Figure 1 can be considered as an auto-encoder and therefore we can enforce the closeness between \(\hat{x}_k^{i\rightarrow i}\) and \(x_k^i\) by using a standard cross-entropy loss (see Eq. (1)). However, for the bottom branch, once we transferred \(X\) to \(\hat{X}\) (forward-transfer step), due to the lack of parallel data, we cannot use the same approach. For this purpose, we propose to transfer \(\hat{X}\) back to \(X\) (back-transfer step) and compute the reconstruction loss between \(\hat{x}_k^{i\rightarrow j\rightarrow i}\) and \(x_k^i\) (see Eq. (4)). Note also that as we transfer the text forward and backward, we also control the accuracy of style transfer using the classifier (see Eqs. (2), (3) and (5)). In what follows, we present the details of the loss functions employed in training.

2.1 Forward Transfer

Reconstruction Loss. Given the encoded input sentence \(x_k^i\) and the decoded sentence \(\hat{x}_k^{i\rightarrow i}\), the reconstruction loss measures how well the decoder \(G\) is able to reconstruct it:

\[
\mathcal{L}_{rec} = \mathbb{E}_{x_k^i \sim X} \left[ -\log p_G(x_k^i|E(x_k^i, s_i), s_i) \right]. \tag{1}
\]

Classification Loss. Formulated as follows:

\[
\mathcal{L}_{class\_td} = \mathbb{E}_{x_k^i \sim X} \left[ -\log p_C(s_j|\hat{x}_k^{i\rightarrow j}) \right]. \tag{2}
\]

For the encoder-decoder this loss gives a feedback on the current generator’s effectiveness on transferring sentences to a new style. For the classifier, it provides an additional training signal from generated data, enabling the classifier to be trained in a semi-supervised regime.

Classification Loss - Original Data. In order to enforce a high classification accuracy, the classifier also uses a supervised classification loss, measuring the classifier predictions on the original (supervised) instances \(x_k^i \in X\):

\[
\mathcal{L}_{class\_od} = \mathbb{E}_{x_k^i \sim X} \left[ -\log p_C(s_i|x_k^i) \right]. \tag{3}
\]

2.2 Backward Transfer

Reconstruction Loss. The back-transfer (or cycle consistency) loss (Zhu et al., 2017) is motivated by the difficulty of imposing constraints on the transferred sentences. Back-transfer transforms the transferred sentences \(\hat{x}_k^{i\rightarrow j\rightarrow i}\) back to the original style \(s_i\), i.e., \(\hat{x}_k^{i\rightarrow j\rightarrow i}\) and compares them to \(x_k^i\). This also implicitly imposes the constraints on the generated sentences and improves the content preservation. The loss is formulated as follows:

\[
\mathcal{L}_{back\_rec} = \mathbb{E}_{x_k^i \sim X} \left[ -\log p_G(x_k^i|E(\hat{x}_k^{i\rightarrow j}, s_j), s_i) \right]. \tag{4}
\]

which can be thought to be similar to an auto-encoder loss in (1) but in the style domain.
Classification Loss. Finally, we ensure that the back-transferred sentences $\hat{x}_{k}^{i\rightarrow j\rightarrow i}$ have the correct style label $s_j$:

$$\mathcal{L}_{\text{class}}(\theta_E, \theta_G) = \mathbb{E}_{x_{k}^{i\rightarrow j\rightarrow i} \sim \hat{X}} \left[ -\log p_c(s_j|G(E(x_{k}^{i\rightarrow j}, s_i), s_i)) \right]. \quad (5)$$

In summary, the training of the components of our architecture consists in optimizing the following loss function using SGD with back-propagation:

$$\mathcal{L}(\theta_E, \theta_G, \theta_C) = \min_{E, G, C} \left[ \mathcal{L}_{\text{rec}} + \mathcal{L}_{\text{back/dec}} + \mathcal{L}_{\text{class}} + \mathcal{L}_{\text{class}}(\theta_E, \theta_G) \right].$$

3 Related Work

Most previous work that address the problem of offensive language on social media has focused on text classification using different machine learning methods (Xiang et al., 2012; Warner and Hirschberg, 2012; Kwok and Wang, 2013; Wang et al., 2014; Burnap and Williams, 2015; Nobata et al., 2016; Davidson et al., 2017; Founta et al., 2018). To the best of our knowledge, there is no previous work on approaching the offensive language problem using style transfer methods.

Different strategies for training encoder-decoders using non-parallel data have been proposed recently. Many of these methods borrow the idea of using an adversarial discriminator/classifier from the Generative Adversarial Networks (GANs) framework (Goodfellow et al., 2014) and/or use a cycle consistency loss. Zhu et al. (2017) proposed the pioneering use of the cycle consistency loss in GANs to perform image style transfer from non-parallel data. In the NLP area, some recent effort has been done on the use of non-parallel data for style/content transfer (Shen et al., 2017; Melnyk et al., 2017; Fu et al., 2018) and machine translation (Lample et al., 2018; Artetxe et al., 2018). Shen et al. (2017), Fu et al. (2018) and Lample et al. (2018) use adversarial classifiers as a way to force the decoder to transfer the encoded source sentence to a different style/language. Lample et al. (2018) and Artetxe et al. (2018) use the cycle consistency loss to enforce content preservation in the translated sentences. Our work differs from the previous mentioned work in different aspects: we propose a new relevant style transfer task that has not been previously explored; our proposed method combines a collaborative classifier with the cycle consistency loss, which gives more stable results. Note that a potential extension to a problem of multiple attributes transfer would still use a single classifier, while in (Shen et al., 2017; Fu et al., 2018) this may require as many discriminators as the number of attributes.

Another line of research connected to this work consists in the automatic text generation conditioned on stylistic attributes. (Hu et al., 2017) and (Ficler and Goldberg, 2017) are examples of this line of work which use labeled data during training.
4 Experiments

4.1 Datasets

We created datasets of offensive and non-offensive texts by leveraging Henderson et al. (2018)’s preprocessing of Twitter (Ritter et al., 2010) and Reddit Politics (Serban et al., 2017) corpora, which contain a large number of social media posts. Henderson et al. (2018) have used Twitter and Reddit datasets to evaluate the impact of offensive language and hate speech in neural dialogue systems.

We classified each entry in the two datasets using the offensive language and hate speech classifier from (Davidson et al., 2017). For Reddit, since the posts are long, we performed the classification at the sentence level. We note that since ground truth (parallel data) is not available, it is important to use the same classifier for data generation and evaluation so as to have a fair comparison and avoid inconsistencies. Therefore, we use the classifier from (Davidson et al., 2017) to test the performance of the compared algorithms in Sec. 4.3.

For our experiments, we used sentences/tweets with size between 2 and 15 words and removed repeated entries, which were frequent in Reddit. The final datasets have the following number of instances: Twitter - train [58,642 / 1,962,224] (offensive / non-offensive), dev [7842] (offensive), test [7734]; Reddit - [224,319 / 7,096,473], dev [11,883], test [30,583]. In both training sets the number of non-offensive entries is much larger than of the offensive ones, which is not a problem since the objective is to have the best possible transfer to the non-offensive domain. We limited the vocabulary size by using words with frequency equal or larger than 70 (20) in Reddit (Twitter) dataset. All the other words are replaced by a placeholder token.

4.2 Experimental Setup

In all the presented experiments, we have used the same model parameters and the same configuration: the encoder/decoder is a single layer GRU RNN with 200 hidden neurons; the classifier is a single layer CNN with a set of filters of width 1, 2, 3 and 4, and size 128 (the same configuration as in the discriminators of (Shen et al., 2017)). Following (Shen et al., 2017), we have also used randomly initialized word embeddings of size 100, and trained the model using Adam optimizer with the mini-batch size of 64 and learning rate of 0.0005. The validation set has been used to select the best model by early stopping. Our model has a quite fast convergence rate and achieves good results within just 1 epoch for the Reddit dataset and 5 epochs for the Twitter dataset.

Our baseline is the model of Shen et al. (2017) and it has been used with the default hyperparameter setting proposed by the authors. We have trained the baseline neural net for three days using a K40 GPU machine, corresponding to about 13 epochs on the Twitter dataset and 5 epochs on the Reddit dataset. The validation set has also been used to select the best model by early stopping.

4.3 Results and Discussion

Although the method proposed in this paper can be used to transfer text in both directions, we are interested in transferring in the direction of offensive to non-offensive only. Therefore, all the results reported in this section correspond to this direction.

In Table 1, we compare our method with the approach of Shen et al. (2017) using three quantitative metrics: (1) classification accuracy (Acc.), which we compute by applying Davidson et al. (2017)’s classifier to the transferred test sentences; (2) content preservation (CP), a metric recently proposed by Fu et al. (2018) which uses pre-trained word embeddings to compute the content similarity between transferred and original sentences. We use Glove embeddings of size 300 (Pennington et al., 2014); (3) perplexity (PPL), which is computed by a word-level LSTM language model trained using the non-offensive training sentences.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>System</th>
<th>Acc.</th>
<th>CP</th>
<th>PPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit</td>
<td>[Shen17]</td>
<td>87.66</td>
<td>0.894</td>
<td>93.59</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>99.54</td>
<td>0.933</td>
<td>115.75</td>
</tr>
<tr>
<td>Twitter</td>
<td>[Shen17]</td>
<td>95.36</td>
<td>0.891</td>
<td>90.97</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>99.63</td>
<td>0.947</td>
<td>162.75</td>
</tr>
</tbody>
</table>

Table 1: Classification accuracy, content preservation and perplexity for two datasets.

As can be seen from the table, our proposed method achieves high accuracy on both datasets, which means that almost 100% of the time Davidson et al. (2017)’s classifier detects that the transferred sentences are non-offensive. In terms of the content preservation, for both datasets our method also produces better results (the closer to 1 the better) when compared to (Shen et al., 2017).
<table>
<thead>
<tr>
<th>Original</th>
<th>Reddit</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Shen et al., 2017)</td>
<td>for f**k sake, first world problems are the worst</td>
<td>i’m back bitc**s ! ! !</td>
</tr>
<tr>
<td>Ours</td>
<td>for the money, are one different countries for hell sake, first world problems are the worst</td>
<td>i’m back ! ! ! i’m back bruh ! ! !</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Original</th>
<th>Reddit</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Shen et al., 2017)</td>
<td>what a f**king circus this is .</td>
<td>lol damn imy fake as* lol</td>
</tr>
<tr>
<td>Ours</td>
<td>what a this sub is bipartisan .</td>
<td>lol damn imy sis lol</td>
</tr>
<tr>
<td></td>
<td>what a big circus this is .</td>
<td>lol dude imy fake face lol</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Original</th>
<th>Reddit</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Shen et al., 2017)</td>
<td>i hope they pay out the as*. fraudulent or no .</td>
<td>bros before hoes</td>
</tr>
<tr>
<td>Ours</td>
<td>i hope the work, we out the UNK and no .</td>
<td>club tomorrow</td>
</tr>
<tr>
<td></td>
<td>i hope they pay out the state, fraudulent or no .</td>
<td>bros before money</td>
</tr>
</tbody>
</table>

Table 2: Example of offensive sentences from Reddit and Twitter and their respective transferred versions.

Table 3: Examples of common mistakes made by our proposed model.

reason for these good results can be found by checking the examples presented in Table 2. The use of the back transfer loss and the attention mechanism makes our model good at preserving the original sentence content while being precise at replacing offensive words by the non-offensive ones. Also observe from Table 2 that, quite often, Shen et al. (2017)’s model changes many words in the original sentence, significantly modifying the content.

On the other hand, our model produces worse results in terms of perplexity values. We believe this can be due to one type of mistake that is frequent among the transferred sentences and that is illustrated in Table 3. The model uses the same non-offensive word (e.g. big) to replace an offensive word (e.g. f**king) almost everywhere, which produces many unusual and unexpected sentences.

We have performed ablation experiments by removing some components of the proposed model. The results for the Twitter dataset are shown in Table 4. We can see that attention and back-transfer loss play important roles in the model. In particular, when both of them are removed (last row in Table 4), although the classification accuracy improves, the perplexity and the content preservation drop significantly. This behavior happens due to the trade off that the decoder has to balance when transferring a sentence from a style to another. The decoder must maintain a proper balance between transferring to the correct style and generating sentences of good quality. Each of these properties can easily be achieved on its own, e.g., copying the entire input sentence will give low perplexity and good content preservation but low accuracy, on the other hand, outputting a single keyword can give high accuracy but high perplexity and low content preservation. While the classification loss guides the decoder to generate sentences that belong to the target style, the back transfer loss and the attention mechanism encourage the decoder to copy words from the input sentence. When both back transfer loss and attention are removed, the model is encouraged to just meet the classification requirement in the transfer step.

Table 4: Ablation results for the Twitter dataset.

It is important to note that current unsupervised text style transfer approaches can only handle well cases where the offensive language problem is lexical (such as the examples shown in Table 2), and just changing/removing few words can solve the problem. The models experimented in this work will not be effective in cases of implicit bias where ordinarily inoffensive words are used offensively.

5 Conclusions

This work is a first step in the direction of a new promising approach for fighting abusive posts on social media. Although we focus on offensive language, we believe that further improvements on the proposed methods will allow us to cope with other types of abusive behaviors.
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Abstract

Natural languages change over time because they evolve to the needs of their users and the socio-technological environment. This study investigates the diachronic accuracy of pre-trained language models for downstream tasks in machine learning and user profiling. It asks the question: given that the social media platform and its users remain the same, how is language changing over time? How can these differences be used to track the changes in the affect around a particular topic? To our knowledge, this is the first study to show that it is possible to measure diachronic semantic drifts within social media and within the span of a few years.

1 Introduction

Natural languages are dynamic—they are constantly evolving and adapting to the needs of their users and the environment of their use (Frermann and Lapata, 2016). The arrival of large-scale collections of historic texts and online libraries and Google Books have greatly facilitated computational investigations of language change over the span of decades. Diachronic differences measure semantic drift specifically for languages over time. For instance, the meaning of the word ‘follow’ has changed from a reference, then to surveillance, and finally to the act of subscribing to a social media user’s feed. In a quantitative analysis, diachronic differences may explain why predictive models go ‘stale’. For instance, a sentiment model trained on Victorian-era language would label ‘aweful’ as positive sentiment; however, in contemporary usage, ‘awful’ is considered a negative word (Wijaya and Yeniterzi, 2011). Thus motivated, we raise the following research questions:

- How do language models trained at one point in time, perform at predicting age and gender on language from a subsequent time?
- What is the practical benefit of measuring diachronic differences on Twitter?

To our knowledge, there is no existing work which has investigated whether, and how, language models degrade over time, i.e. why predictive models trained on an older sample of language, may fail to work on contemporary language. While previous studies have explored the change in word meanings spanning decades or hundreds of years, we address a research gap by exploring finer temporal granularity and using a more accessible language corpus. Twitter’s discourse is rather different from traditional English writing. So far, word embeddings trained on Twitter (Kulkarni et al., 2015; Mikolov et al., 2013) have considered it a static corpus, and have not used it to study short term changes in word connotations. It contributes with the following observations:

- Diachronic differences are greater (hence, language change is faster) for younger social media users than older social media users.
- Diachronic language differences enable the measurement of the change in social attitudes (captured by word embeddings).

In order to study this phenomenon, we define the notion of temporal cohorts as a set of social media users who have posted on Twitter during the same time period, e.g., in the year 2011. In this study, we evaluate the linguistic differences between temporal cohorts, e.g. 20-year-olds in 2011 vs. 20-year-olds in 2015.

1https://twitter.com/
2 Related work

A number of studies have built language models to predict users’ age and gender (Sap et al., 2014), personality (Schwartz et al., 2013) and other traits (Jaidka et al., 2018a) with high accuracy from a sample of their social media posts. We offer the explanation that these language models may have ‘degraded’ due to the diachronic changes in language over the past few years, as compared to the predictions on their posts in 2011, which is closer to the time period for which their model was actually trained (see Figure 1).

The work by Frerman and Lapata (2016) quantified meaning change in terms of emerging meanings over many time periods, on a corpus collating documents spanning the years 1700-2010. Studies measuring semantic drift using word embedding models trained on Twitter corpora, such as Twitter GloVe and Word2Vec (Mikolov et al., 2013; Kulkarni et al., 2015), have considered microblog posts a static resource, reflective of modern language usage at a single point in time. Szymanski (2017) highlights the need to explore it in contemporary language e.g. social media. We illustrate that it is possible to measure diachronic semantic drifts within social media and within the span of a few years. Furthermore, we are arguing that year-related change affects different cohorts differently.

We use part-of-speech information about word embeddings to better understand semantic drift in terms of the adjective and affective words used to connotate everyday concepts. In doing so, we follow the approach outlined in previous work by Gart et al. (2017) and Hamilton et al. (2016a) to consider different kinds of contexts (e.g., adjectives, verbs and emotion words) to learn and compare distributional representations of target words.

3 Method

We first establish the diachronic validity of language-based models through predictive evaluations. We then use topic models and word embeddings as the quantitative lens through which to study the diachronic differences in the language of social media users, and linear methods to easily interpret the differences between standardized coefficients as diachronic differences in user trait prediction from language.

3.1 Predictive validity

We test the predictive performance of language models trained on a year’s worth of social media posts from a subset of users who have provided their age and gender information.

- We train language models on the age- and gender-labeled primary dataset and evaluate their diachronic validity (Hamilton et al., 2016b), i.e. their predictive performance on subsequently collected language samples.
- We identify age groups which drift faster than others by reporting predictive performance on users, stratified by year of birth.

3.2 Language insights about diachronic differences

We use language for the following insights into diachronic drift:

- Important changes: For each temporal cohort, we identify the language features which have the most drift in terms of recalibrated coefficients, in regression models trained in 2011 vs. 2015. In doing so, we follow the approach described by Rieman et al. (2017) to compare the standardized coefficients of the age and gender models trained on the language samples from 2011 and 2015.

- High drift concepts: We use word embeddings to identify the semantic differences in the connotations around common concepts, for two sets of users who are a generation apart. Following the framework proposed by Garg et al. (2017), we calculate semantic drift as the changes in the relative normalized distance for the context words describing a set of target concepts.

Target concepts comprise a group of words representing a single idea (Garg et al., 2017), for instance, positive emotion, derived from the LIWC psycholinguistic dictionary (Pennebaker et al., 2007), and sexual orientation and gender expression (LGBTQ issues), based on a glossary on LGBTQ terms provided by the Human Rights Campaign.

We use the relative norm distance to identify the contextual words (mainly adjectives, adverbs and sentiment words) that are most different across the two word embedding models. Regular expression matching for part-of-speech, sentiment and emotion words was based on LIWC and the NRC emotion lexicon (Mohammad et al., 2017).
2013). Among a variety of distance metrics, euclidean distances provided the most interpretable results.

4 Datasets and Pre-processing

Primary data: Our primary dataset consists of the Twitter posts of adults in the United States of America who were recruited by Qualtrics (a crowdsourcing platform similar to Amazon Mechanical Turk) for an online survey, and consented to share access to their Twitter posts. This data was collected in a previous study by Preotiuc-Pietro et al. (2017) and is available online. We restrict our analysis to tweets posted between January 2011 and December 2015, by those users who indicated English as a primary language, have written at least 10 posts in their posts in each year, and have reported age and binary gender as a part of the survey. This resulted in a dataset of $N = 554$ users, who wrote a mean of 265 and a median of 156 posts per year and over 13.5 million words collectively. The mean age of the population was 33.54 years. 59% of them self-identified as male.

Decahose (Twitter 10%) dataset: For insights based on word embeddings, we used the decahose samples for the years 2011 and 2014 collected by the TrendMiner project (Preotiuc-Pietro et al., 2012), which comprises a 10% random sample of the real-time Twitter firehose using a realtime sampling algorithm. To match with our primary data, we used bounding boxes to consider only those tweets with geolocation information which were posted in the United States. In this manner, we obtained 130 and 179 million Twitter posts for 2011 and 2014 respectively.

Pre-processing: In a dataset of 554 users, the absolute vocabulary overlap may be low. By converting each users string of words into their probabilistic usage of 2000 topics, we expected to get more stable estimates than using word-based language models. We represent the language of each user as a probabilistic distribution of 2000 topics derived using Latent Dirichlet Allocation (LDA) with $\alpha$ set to 0.30 to favor fewer topics per document. These topics are modeled as open-ended clusters of words from actual distributions in social media over approximately 18 million Facebook updates, and are provided as an open-sourced resource in the DLATK python toolkit (Schwartz et al., 2017).

Predictive evaluation: We use Python’s sklearn library to conduct a ten-fold cross-validation and train weighted linear regression models for age, and binary logistic regression models for gender, on the LDA-derived features for users in nine folds, and test on the users in the held out fold. We use feature selection, elastic-net regularization, and randomized PCA to avoid over-fitting. Although we tested other linguistic features such as n-grams, the best predictive performance was for models trained on the topic features.

Word embeddings: We separately train word embeddings on the language of the Twitter 10% sample from 2011, and the sample from 2014. We use Google’s Tensorflow framework (Abadi et al., 2016) to optimize the prediction of co-occurrence relationships using an approximate objective known as skip-gram with negative sampling (Mikolov et al., 2013) with incremental initialization and optimizing our embeddings with a stochastic gradient descent. Embeddings were trained using the top-50000 words by their average frequency over the entire time period. A similar threshold has also been applied in previous papers (Hamilton et al., 2016a,b). We experimented with different window sizes and parameter settings, finally choosing a window size of 4, embeddings with 1000 dimensions, and the negative sample prior $\alpha$ set to $\log(5)$ and the number of negative samples set to 500.4

5 Results

5.1 Predictive performance

In Figure 1, we report performance error in predicting age as the mean of $(actual − predicted)$ in order to better understand the model bias towards predicting younger or older ages.

We observe that the age- and gender- predictive models by Sap et al. (2014) degrade in performance on language samples from more recent years. They have a lower mean error in age prediction and higher accuracy in gender prediction on the a language sample from 2011 as compared to 2015; yet, our test sets are ostensibly drawn from the same corpus as the original training data. This shows that even models trained on large datasets show performance degradation if they are tested against newer language samples for the same set of users. We observe the same

---

3https://web.sas.upenn.edu/danielpr/resources/

4The trained word embedding models can be downloaded from http://www.wwbp.org/publications.html
Figure 1: Cross-year performance for predicting (a) age (reported as MeanError = Age_actual - Age_predicted) and (b) gender (reported as Accuracy). The columns depict the training set for regression models: language samples posted in a particular year. The rows depict the test sets. Deeper shades of blue reflect higher underestimation errors; deeper shades of red reflect higher overestimation errors. Deeper shades of green depict higher prediction accuracy.

**trends on in-sample models trained and tested on our primary data (see Figure 1). Age and gender models perform the best when tested on a sample from the same year, but age models degrade in performance over time, with older models tending to **over-predict** the age on subsequent samples. Newer models tend to **under-predict** the age on older samples of language. Taken together, these insights suggest that the rate of change in age (1 unit per year) is less than the rate of change in language use. Gender models demonstrate an approximately 7-12% drop in accuracy for subsequent or older years.**

In the next step, we attempt to understand the rate of change of language for social media users of different ages, which show larger variance as compared to gender. Figure 2 provides the results for a language model trained on the language sample of 2011 and tested to predict age from a language sample from 2011 and the subsequent years. The columns depict the birth year for users in the test set. This figure provides some important insights:

1. The first row has the smallest mean errors, which is expected since it is an in-sample prediction of a 2011-trained language model on itself.
2. The largest mean errors are seen at the bottom left, where the model is consistently **under-predicting** the age of older social media users whose language usage has little change over 5 years.
3. In the bottom-right, social media users born between 1992-1997 observe the highest **over-estimation** errors as they ‘sound’ older than they are. Despite their annual increment in age, the model still **overpredicts** their age by approximately twice as many years.

### 5.2 Insights about Diachronic Differences

We want to understand performance degradation in terms of the change in the associations of linguistic features associated with higher age or with one of the genders. The age range in 2011 were [14, 41] years and in 2015 were [18, 45] years respectively. To explore diachronic differences in topic usage across two age-matched populations, we subset the population to the subjects to the age range of [18, 41] years during 2011-2015 (N=429).

**Important changes:** In Table 1, we compare the standardized coefficients (p < .001) of the predictors in models trained on the language of the year 2011 against those of 2015. We observe that a lot of the topics typically associated with older social media users in the 2011 model, such as swearing, tiredness and sleep, changed their age bias. On the other hand, topics popular among younger social media users – for instance, topics mentioning employable skills and meetings, percolated upward as the early adopters of social media grew older. In the case of gender, topics related to business meetings, the government, computers, and money were no longer predictive of males, while topics associated with proms, relationships, and hairstyles were no longer predictive of females.

<table>
<thead>
<tr>
<th>Age (Mean Error)</th>
<th>Gender (Accuracy %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>2.2</td>
</tr>
<tr>
<td>2012</td>
<td>3.1</td>
</tr>
<tr>
<td>2013</td>
<td>3.9</td>
</tr>
<tr>
<td>2014</td>
<td>4.4</td>
</tr>
<tr>
<td>2015</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Table 1: The features whose coefficients had the biggest change and flipped sign when comparing the age and gender prediction models trained on 2011 language against those trained on 2015 language. (0) depicts that the feature was no longer significant in the 2015 model. *(X10-4)*

**High drift concepts:** We now illustrate diachronic differences in terms of the changing context around the same concept, in Table 2. We have

See Schwartz et al. (2013)

We also estimated feature importance through an ablation analysis, according to the difference made to the overall prediction (\(\sum w_i x_i \beta_i\)), which also yielded similar results.
identified the words which show the largest drift between 2011-2014, in terms of their association with LGBTQ issues and positive emotion. We observe that this method of comparing the relative differences in distances, proposed by Garg et al. (2017), is able to capture social attitudes towards gender issues, as well as the emerging trends in netspeak. Specifically, in the discussions around LGBTQ issues in 2014, the words that emerge are closer to the actual experiences of the group, with words referring to ‘passing’ (a reference to transsexuals) and ‘coping’, as well as more positive emotion words (‘yayy’, ‘harmony’).

Table 2: Context words for concepts in the language of Twitter 2011 vs. 2014, selected among the words with the highest relative norm difference in distances from the concepts in the first column, between the two sets of Twitter embeddings.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Year</th>
<th>Context words</th>
</tr>
</thead>
<tbody>
<tr>
<td>LGBTQ issues</td>
<td>2011</td>
<td>strippers, conservative, pedophile, subjective, shocking</td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td>coping, passed, balance, yay, finally, harmony</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>2011</td>
<td>fagazy, bomb, totally, awesomeness, tight, fly</td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td>kickback, swag, winning, donigreafuck, bi*ch, thicksa**</td>
</tr>
</tbody>
</table>

Table 2: Context words for concepts in the language of Twitter 2011 vs. 2014, selected among the words with the highest relative norm difference in distances from the concepts in the first column, between the two sets of Twitter embeddings.

6 Discussion

To summarize, our findings show that diachronic differences in language can be observed on social media and their effect differs for social media users of varying ages. In Figure 2, consider again the users of the same age at different points of time. For instance, compare the errors for 22-year old users in 2011 (born in 1989) against those for 22-year-old users in 2012 (born in 1990), and so on. The variance in error along these diagonals, are high in the right side of the table. This suggests that in every subsequent year, the language of late-teens and early-twenties is more different from the language of their contemporaries from the year before. On the other hand, compare the errors for 37-year-olds in 2011 (born in 1974) against those for 37-year-olds in 2012 (born in 1975). The errors have a low variance along the diagonals in the left of the Figure. Among social media users in their late thirties, the language of each cohort of 35-year-olds changes little over the previous year.

Next, consider the quantitative insights from Table 1. The results suggest that over time, young users from 2011 continued to use certain topics, while older users adopted newer trends. We found that if we do not use age-matched samples in this experiment, the coefficients for other topics are also flipped, but this effect is noticeably diminished with an age-matched subset. This suggests that indeed, a part of the language drift appeared because 1/5th of the population was shifting along the temporal axis, which also associates their distinct topical preferences with an older age group.

7 Conclusion & Future Work

This study offers an empirical study of how gender and age classifiers degrade over time, a qualitative study of the features whose coefficients change the most, and concepts that drift in meaning over time. The language of social media posts can be used to study semantic drift over short periods of time, even from a dataset of 554 social media users. These methods can also find application in the study of other linguistic phenomena such as polysemy (Hamilton et al., 2016b; Szymanski, 2017). However, there is a need to disentangle which differences are due to the changing use of language from the ones due to changes in topics and trends on social media.

Language models degrade over time, but it not always feasible to retrain models with new data. In future work, we plan to explore whether domain adaptation techniques can resolve diachronic performance differences, in addition to generalizing language models to other platforms (Jaidka et al., 2018b) or scaling to measure communities (Rie-man et al., 2017).
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Abstract

In this paper, we make a move to build a dialogue system for automatic diagnosis. We first build a dataset collected from an online medical forum by extracting symptoms from both patients’ self-reports and conversational data between patients and doctors. Then we propose a task-oriented dialogue system framework to make the diagnosis for patients automatically, which can converse with patients to collect additional symptoms beyond their self-reports. Experimental results on our dataset show that additional symptoms extracted from conversation can greatly improve the accuracy for disease identification and our dialogue system is able to collect these symptoms automatically and make a better diagnosis.

1 Introduction

Automatic phenotype identification using electronic health records (EHRs) has been a rising topic in recent years (Shivade et al., 2013). Researchers explore with various machine learning approaches to identify symptoms and diseases for patients given multiple types of information (both numerical data and pure texts). Experimental results prove the effectiveness of the identification of heart failure (Jonnalagadda et al., 2017; Choi et al., 2016), type 2 diabetes (Li et al., 2015; Zheng et al., 2017), autism spectrum disorders (Doshi-Velez et al., 2014), infection detection (Tou et al., 2018) etc. Currently, most attempts focus on some specific types of diseases and it is difficult to transfer models from one disease to another.

In general, each EHR contains multiple types of data, including personal information, admission note, diagnose tests, vital signs and medical image. And it is collected accumulatively following a diagnostic procedure in clinic, which involves interactions between patients and doctors and some complicated medical tests. Therefore, it is very expensive to collect EHRs for different diseases. How to collect the information from patient automatically remains the challenge for automatic diagnosis.

Recently, due to its promising potentials and alluring commercial values, research about task-oriented dialogue system (DS) has attracted increasing attention in different domains, including ticket booking (Li et al., 2017; Peng et al., 2017a), online shopping (Yan et al., 2017) and restaurant searching (Wen et al., 2017). We believe that applying DS in the medical domain has great potential to reduce the cost of collecting data from patients.

However, there is a gap to fill for applying DS in disease identification. There are basically two major challenges. First, the lack of annotated medical dialogue dataset. Second, no available DS framework for disease identification. By addressing these two problems, we make the first move to build a dialogue system facilitating automatic information collection and diagnosis making for medical domain. Contributions are two-fold:

- We annotate the first medical dataset for dialogue system that consists of two parts, one is self-reports from patients and the other is conversational data between patients and
• We propose a reinforcement learning based framework for medical DS. Experiment results on our dataset show that our dialogue system is able to collect symptoms from patients via conversation and improve the accuracy for automatic diagnosis.

2 Dataset for Medical DS

Our dataset is collected from the pediatric department in a Chinese online healthcare community. It is a popular website for users to inquire with doctors online. Usually, a patient would provide a piece of self-report presenting his/her basic conditions. Then a doctor will initialize a conversation to collect more information and make a diagnosis based on both the self-report and the conversational data. An example is shown in Table 1. As we can see, the doctor can obtain additional symptoms during conversation beyond the self-report. For each patient, we can also obtain the final diagnosis from doctors as the label. For clarity, we term symptoms from self-reports as explicit symptoms while those from conversational data as implicit symptoms.

We choose four types of diseases for annotation, including upper respiratory infection, children functional dyspepsia, infantile diarrhea and children’s bronchitis. We invite three annotators (one with medical background) to label all the symptom phrases in both self-reports and conversational data. The annotation is performed in two steps, namely symptom extraction and symptom normalization.

Symptom Extraction We follow the BIO (begin-in-out) schema for symptom identification (Figure 1). Each Chinese character is assigned a label of "B", "I" or "O". Also, each extracted symptom expression is tagged with True or False indicating whether the patient suffers from this symptom or not. In order to improve the annotation agreement between annotators, we create two guidelines for the self-report and the conversational data respectively. Each record is annotated by at least two annotators. Any inconsistency would be further judged by the third one. The Cohen’s kappa coefficient between two annotators are 71% and 67% for self-reports and conversations respectively.

Table 1: An example of a user record. Each record consists of two parts: self-report from the patient and the conversation between the doctor and the patient. Underlined phrases are symptom expressions.

<table>
<thead>
<tr>
<th>Extracted symptom expression</th>
<th>Related concept in SNOMED CT</th>
</tr>
</thead>
<tbody>
<tr>
<td>咳嗽(cough)</td>
<td>咳嗽(cough)</td>
</tr>
<tr>
<td>喷嚏(sneeze)</td>
<td>打喷嚏(sneeze)</td>
</tr>
<tr>
<td>鼻炎(cnot)</td>
<td>鼻炎(cnot)</td>
</tr>
<tr>
<td>拉肚子(leave bowel)</td>
<td>阿斯(Ras)</td>
</tr>
<tr>
<td>温度37.5-37.7之间(body temperature between 37.5-37.7)</td>
<td>低热(low-grade fever)</td>
</tr>
</tbody>
</table>

Table 2: Examples of extracted symptom expressions and the related concepts in SNOMED CT.

Symptom Normalization After symptom expression identification, medical experts manually link each symptom expression to the most relevant concept on SNOMED CT for normalization. Table 2 shows some phrases that describe symptoms in the example and some related concepts in SNOMED CT. The overview of dataset is presented in Table 3.

After symptom extraction and normalization, there are 144 unique symptoms identified. In order to reduce the size of action space of the DS, only 67 symptoms with a frequency greater than or equal to 10 are kept. Samples are then generated, called user goal. As we know, each user goal (see Figure 2) is derived from one real world patient record.

3 Proposed Framework

A task-oriented DS typically contains three components, namely Natural Language Understanding (NLU), Dialogue Manager (DM) and Natural Language Generation (NLG). NLU detects the user intent and slots with values from utterances; DM...
Table 3: Overview of the dataset. \( \sharp \) of user goal is the number of dialogue sessions of each disease, Ave \( \sharp \) of explicit symptoms and Ave \( \sharp \) of implicit symptoms are the average number of explicit and implicit symptoms among user goals respectively.

<table>
<thead>
<tr>
<th>Disease</th>
<th>( \sharp ) of user goal</th>
<th>Ave ( \sharp ) of explicit symptoms</th>
<th>Ave ( \sharp ) of implicit symptoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infantile diarrhea</td>
<td>200</td>
<td>2.15</td>
<td>2.71</td>
</tr>
<tr>
<td>Children functional dyspepsia</td>
<td>150</td>
<td>1.70</td>
<td>3.20</td>
</tr>
<tr>
<td>Upper respiratory infection</td>
<td>160</td>
<td>2.56</td>
<td>3.55</td>
</tr>
<tr>
<td>Children’s bronchitis</td>
<td>200</td>
<td>2.87</td>
<td>3.64</td>
</tr>
</tbody>
</table>

3.1 User Simulator

At the beginning of each dialogue session, a user simulator samples a user goal from the experiment dataset. At each turn \( t \), the user takes an action \( a_{u,t} \) according to the current user state \( s_{u,t} \) and the previous agent action \( a_{t-1} \), and transits into the next user state \( s_{u,t+1} \). In practice, the user state \( s_u \) is factored into an agenda \( A \) (Schatzmann et al., 2007) and a goal \( G \), noted as \( s_u = (A, G) \). During the course of the dialogue, the goal \( G \) ensures that the user behaves in a consistent, goal-oriented manner. And the agenda contains a list of symptoms and their status (whether or not they are requested) to track the progress of the conversation.

Every dialogue session is initiated by the user via the user action \( a_{u,1} \) which consists of the requested disease slot and all explicit symptoms. In terms of the symptom requested by the agent during the course of the dialogue, the user will take one of the three actions including True (if the symptom is positive), False (if the symptom is negative), and not sure (if the symptom is not mentioned in the user goal). If the agent informs correct disease, the dialogue session will be terminated as successful by the user. Otherwise, the dialogue session will be recognized as failed if the agent makes incorrect diagnosis or the dialogue turn reaches the maximum dialogue turn \( T \).

3.2 Dialogue Policy Learning

Markov Decision Process Formulation for Automatic Diagnosis We cast DS as Markov Decision Process (MDP) (Young et al., 2013) and train the dialogue policy via reinforcement learning (Cuayahuitl et al., 2015). An MDP is composed of states, actions, rewards, policy, and transitions.

State \( S \). A dialogue state \( s \) includes symptoms requested by the agent and informed by the user till the current time \( t \), the previous action of the agent, and the turn information. In terms of the representation vector of symptoms, it’s dimension is equal to the number of all symptoms, whose elements for positive symptoms are 1, negative symptoms are -1, not-sure symptoms are -2 and not-mentioned symp-
toms are 0. Each state $s \in S$ is the concatenation of these four vectors.

**Actions** $A$. An action $a \in A$ is composed of a dialogue act (e.g., inform, request, deny and confirm) and a slot (i.e., normalized symptoms or a special slot disease). In addition, thanks and close dialogue are also two actions.

**Transition** $T$. The transition from $s_t$ to $s_{t+1}$ is the updating of state $s_t$ based on the agent action $a_t$, the previous user action $a_{u,t-1}$ and the step time $t$.

**Reward** $R$. The reward $r_{t+1} = R(s_t, a_t)$ is the immediate reward at step time $t$ after taking the action $a_t$, also known as reinforcement.

**Policy** $\pi$. The policy describes the behaviors of an agent, which takes the state $s_t$ as input and outputs the probability distribution over all possible actions $\pi(a_t|s_t)$.

### Learning with DQN

In this paper, the policy is parameterized with a deep Q-network (DQN) (Mnih et al., 2015), which takes the state $s_t$ as input and outputs $Q(s_t, a; \theta)$ for all actions $a$. A Q-network can be trained by updating the parameters $\theta_i$ at iteration $i$ to reduce the mean squared error between the Q-value computed from the current network $Q(s_t, a; \theta_i)$ and the Q-value obtained from the Bellman equation

$$y_i = r + \gamma \max_{a'} Q(s'_t, a'; \theta_{i-1})$$

where $Q(s'_t, a'; \theta_{i-1})$ is the target network with parameters $\theta_{i-1}$. The baselines include:

1. **SVM**: This model treats the automatic diagnosis as a multi-class classification problem. It takes one-hot representation of symptoms in the user goal as input, and predicts the disease. There are two configurations: one takes both explicit and implicit symptoms as input (denoted as SVM-ex&im), and the other takes only explicit symptoms to predict the disease (denoted as SVM-ex).

2. **Random Agent**: At each turn, the random agent takes an action randomly from the action space as the response to the user’s action.

3. **Rule-based Agent**: The rule-based agent takes an action based on handcrafted rules. Conditioned on the current dialogue state $s_t$, the agent will inform disease if all the known symptoms related are detected. If no disease can be identified, the agent will select one of the left symptoms randomly to inform. The relations between diseases and symptoms are extracted from the annotated corpus in advance. In this work, only the first $T/2.5$ symptoms with high frequency are kept for each disease so that the rule-

---

2.5 is a hyper-parameter.

4. **Experiments and Results**

#### 4.1 Experimental Setup

The max dialogue turn $T$ is 22. A positive reward of $+44$ is given to the agent at the end of a success dialogue, and a $-22$ reward is given to a failure one. We apply a step penalty of $-1$ for each turn to encourage shorter dialogues. The dataset is divided into two parts: 80% for training with 568 user goals and 20% for testing with 142 user goals. The $\epsilon$ of $\epsilon$-greedy strategy is set to 0.1 for effective action space exploration and the $\gamma$ in Bellman equation is 0.9. The size of buffer $D$ is 10000 and the batch size is 30. And the neural network of DQN is a single layer network. The learning rate is 0.001. Each simulation epoch consists of 100 dialogue sessions and the current network is evaluated on 500 dialogue sessions at the end of each epoch. Before training, the buffer is pre-filled with the experiences of the rule-based agent (see below) to warm start our dialogue system.

To evaluate the performance of the proposed framework, we compare our model with baselines in terms of three evaluation metrics following Li et al. (2017) and Peng et al. (2017a; 2017b), namely, success rate, average reward and the average number of turns per dialogue session. As for classification models, we use accuracy as the metric.

The baselines include:

1. **SVM**: This model treats the automatic diagnosis as a multi-class classification problem. It takes one-hot representation of symptoms in the user goal as input, and predicts the disease. There are two configurations: one takes both explicit and implicit symptoms as input (denoted as SVM-ex&im), and the other takes only explicit symptoms to predict the disease (denoted as SVM-ex).

2. **Random Agent**: At each turn, the random agent takes an action randomly from the action space as the response to the user’s action.

3. **Rule-based Agent**: The rule-based agent takes an action based on handcrafted rules. Conditioned on the current dialogue state $s_t$, the agent will inform disease if all the known symptoms related are detected. If no disease can be identified, the agent will select one of the left symptoms randomly to inform. The relations between diseases and symptoms are extracted from the annotated corpus in advance. In this work, only the first $T/2.5$ symptoms with high frequency are kept for each disease so that the rule,
based agent could inform a disease within the max
dialogue turn $T$.

<table>
<thead>
<tr>
<th>Disease</th>
<th>SVM-ex &amp; im</th>
<th>SVM-ex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infantile diarrhea</td>
<td>0.91</td>
<td>0.89</td>
</tr>
<tr>
<td>Children functional dyspepsia</td>
<td>0.34</td>
<td>0.28</td>
</tr>
<tr>
<td>Upper respiratory infection</td>
<td>0.52</td>
<td>0.44</td>
</tr>
<tr>
<td>Children’s bronchitis</td>
<td>0.93</td>
<td>0.71</td>
</tr>
<tr>
<td>Overall</td>
<td>0.71</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Table 4: Accuracy of classification models

<table>
<thead>
<tr>
<th>Model</th>
<th>Success</th>
<th>Reward</th>
<th>Turn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Agent</td>
<td>0.06</td>
<td>-24.36</td>
<td>17.51</td>
</tr>
<tr>
<td>Rule Agent</td>
<td>0.23</td>
<td>-13.78</td>
<td>17.00</td>
</tr>
<tr>
<td>DQN Agent</td>
<td>0.65</td>
<td>20.51</td>
<td>5.11</td>
</tr>
</tbody>
</table>

Table 5: Performance of three dialogue systems on 5K simulated dialogues

4.2 Results

Table 4 shows the accuracy of two SVM-based models. The result shows that the implicit symptoms can greatly improve the accuracy of disease identification for all the four diseases, which demonstrates the contribution of implicit symptoms when making diagnosis for patients. Figure 3 shows the learning curve of all the three dialogue systems and Table 5 shows the performance of these agents on testing set. Due to the large action space, the random agent performs badly. The rule-based agent outperforms the random agent in a large margin. This indicates that the rule-based agent is well designed. We can also see that the RL-based DQN agent outperforms rule-based agent significantly. Moreover, DQN agent outperforms SVM-ex by collecting additional implicit symptoms via conversing with patients. However, there is still a gap between the performance of DQN agent and SVM-ex & im in terms of accuracy, which indicates that there is still room for the improvement of the dialogue system.

5 Related Works

In 2003, an ontology-based dialogue system that supports electronic referrals for breast cancer is proposed (Milward and Beveridge, 2003), which can deal with the informative response of users based on the medical domain ontologies. In addition, there are two works where deep reinforcement learning is applied for automatic diagnosis (Tang et al., 2016; Kao et al., 2018). However, their models need extra human resources to categorize the diseases into different groups and the data used is simulated that can not reflect the situation of the real patients.

6 Conclusions and Future Works

In this paper, we propose a reinforcement learning based framework of dialogue system for automatic diagnosis and build a dataset for training DS which is derived from the dialogue text between real patients and doctors. Experiment results on a self-constructed dataset show that our dialogue system is able to collect additional symptoms via conversation with patients and improve the accuracy for automatic diagnosis.

The relationship between diseases and symptoms is an external knowledge which is thought to be useful for the automatic diagnosis. One of our future directions is to explore models that can incorporate external knowledge for better policy learning.
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Abstract

Building multi-turn information-seeking conversation systems is an important and challenging research topic. Although several advanced neural text matching models have been proposed for this task, they are generally not efficient for industrial applications. Furthermore, they rely on a large amount of labeled data, which may not be available in real-world applications. To alleviate these problems, we study transfer learning for multi-turn information seeking conversations in this paper. We first propose an efficient and effective multi-turn conversation model based on convolutional neural networks. After that, we extend our model to adapt the knowledge learned from a resource-rich domain to enhance the performance. Finally, we deployed our model in an industrial chatbot called AliMe Assist and observed a significant improvement over the existing online model.

1 Introduction

With the popularity of online shopping, there is an increasing number of customers seeking information regarding their concerned items. To efficiently handle customer questions, a common approach is to build a conversational customer service system (Li et al., 2017; Yang et al., 2018). In the E-commerce environment, the information-seeking conversation system can serve millions of customer questions per day. According to the statistics from a real e-commerce website (Qiu et al., 2017), the majority of customer questions (nearly 90%) are business-related or seeking information about logistics, coupons etc. Among these conversation sessions, 75% of them are more than one turn2. Hence it is important to handle multi-turn conversations or context information in these conversation systems.

Recent researches in this area have focused on deep learning and reinforcement learning (Shang et al., 2015; Yan et al., 2016; Li et al., 2016a,b; Sordoni et al., 2015; Wu et al., 2017). One of these methods is Sequential Matching Network(Wu et al., 2017), which matches a response with each utterance in the context at multiple levels of granularity and leads to state-of-the-art performance on two multi-turn conversation corpora. However, such methods suffer from at least two problems: they may not be efficient enough for industrial applications, and they rely on a large amount of labeled data which may not be available in reality.

To address the problem of efficiency, we made three major modifications to SMN to boost the efficiency of the model while preserving its effectiveness. First, we remove the RNN layers of inputs from the model; Second, SMN uses a Sentence Interaction based (SI-based) Pyramid model (Pang et al., 2016) to model each utterance and response pair. In practice, a Sentence Encoding based (SE-based) model like BCNN (Yin and Schütze, 2015) is complementary to the SI-based model. Therefore, we extend the component to incorporate an SE-based BCNN model, resulting in a hybrid CNN (hCNN) (Yu et al., 2017); Third, instead of using a RNN to model the output representations, we consider a CNN model followed by a fully-connected layer to further boost the efficiency of our model. As shown in our experiments, our final model yields comparable results

---

1 Interested readers can access AliMe Assist through the Taobao App, or the web version via https://consumerservice.taobao.com/online-help

2According to a statistic in AliMe Assist in Alibaba Group
but with higher efficiency than SMN.

To address the second problem of insufficient labeled data, we study transfer learning (TL) (Pan and Yang, 2010) to utilize a source domain with adequate labeling to help the target domain. A typical TL approach is to use a shared NN (Mou et al., 2016; Yang et al., 2017) and domain-specific NNs to derive shared and domain-specific features respectively. Recent studies (Ganin et al., 2016; Taigman et al., 2017; Chen et al., 2017; Liu et al., 2017) consider adversarial networks to learn more robust shared features across domains. Inspired by these studies, we extended our method with a Transfer Learning module to leverage information from a resource-rich domain. Similarly, our TL module consists of a shared NN and two domain-specific NNs for source and target domains. The output of the shared NN is further linked to an adversarial network as used in (Liu et al., 2017) to help learn domain invariant features. Meanwhile, we also use domain discriminators on both source and target features derived by domain-specific NNs to help learn domain-specific features. Experiments show that our TL method can further improve the model performance on a target domain with limited data.

To the best of our knowledge, our work is the first to study transfer learning for context-aware question matching in conversations. Experiments on both benchmark and commercial data sets show that our proposed model outperforms several baselines including the state-of-the-art SMN model. We have also deployed our model in an industrial bot called AliMe Assist 3 and observed a significant improvement over the existing online model.

2 Model

Our model is designed to address the following general problem. Given an input sequence of utterances \{u_1, u_2, \ldots, u_n\} and a candidate question \(q\), our task is to identify the matching degree between the utterances and the question. When the number of utterances is one, our problem is identical to paraphrase identification (PI) (Yin and Schütze, 2015) or natural language inference (NLI) (Bowman et al., 2015). Furthermore, we consider a transfer learning setting to transfer knowledge from a source domain to help a target domain.

2.1 Multi-Turn hCNN (MT-hCNN)

We present an overview of our model in Fig. 1. In a nutshell, our model first obtains a representation for each utterance and candidate question pair using hybrid CNN (hCNN), then concatenates all the representations, and feeds them into a CNN and fully-connected layer to obtain our final output.

![Figure 1: Our proposed multi-turn hybrid CNN.](https://consumerservice.taobao.com/online-help)

The hybrid CNN (hCNN) model (Yu et al., 2017) is based on two models: a modified SE-based BCNN model (Yin et al., 2016) and a SI-based Pyramid model (Pang et al., 2016). The former encode the two input sentences separately with a CNN and then combines the resulting sentence embeddings as follows:

\[
\mathbf{h}_1 = \text{CNN}_1(\mathbf{X}_1); \quad \mathbf{h}_2 = \text{CNN}_1(\mathbf{X}_2).
\]

\[
\mathbf{H}_b = \mathbf{h}_1 \oplus \mathbf{h}_2 \oplus (\mathbf{h}_1 - \mathbf{h}_2) \oplus (\mathbf{h}_1 \cdot \mathbf{h}_2),
\]

where ‘-’ and ‘.’ refer to element-wise subtraction and multiplication, and ‘\(\oplus\)’ refers to concatenation.

Furthermore, we add a SI-base Pyramid component to the model, we first produce an interaction and multiplication, and ‘\(\oplus\)’ refers to concatenation.

Furthermore, we add a SI-base Pyramid component to the model, we first produce an interaction and multiplication, and ‘\(\oplus\)’ refers to concatenation.

Finally, we concatenate the hidden representations as output for each input sentence pair: \(Z_{x_1, x_2} = \text{hCNN}(X_1, X_2) = \mathbf{H}_b \oplus \mathbf{H}_p\).
We now extend hCNN to handle multi-turn conversations, resulting MT-hCNN model. Let \( \{u_1, u_2, u_3, \ldots, u_n\} \) be the utterances, \( r \) is the candidate question.

\[
h_{u_i, r} = hCNN(u_i, r). \quad \text{for } i \in [1, n]
\]
\[
H = [h_{u_1, r}; h_{u_2, r}; \cdots; h_{u_n, r}].
\]
\[
P = CNN_3(H).
\]
\[
O = \text{Fully-Connected}(P)
\]

Note that \( H \) is obtained by stacking all the \( h \), \( CNN_3 \) is another CNN with a 2-D convolutional layer and a 2-D max-pooling layer, the output of \( CNN_3 \) is fed into a fully-connected layer to obtain the final representation \( O \).

### 2.2 Transfer with Domain Discriminators

We further study transfer learning (TL) to learn knowledge from a source-rich domain to help our target domain, in order to reduce the dependency on a large scale labeled training data. As similar to (Liu et al., 2017), we use a shared MT-hCNN and two domain-specific MT-hCNNs to derive shared features \( O^c \) and domain-specific features \( O^s \) and \( O^t \). The domain specific output layers are:

\[
\hat{y}^k = \begin{cases} 
\sigma(W^{sc}O^c + W^sO^s + b^s), & \text{if } k = s \\
\sigma(W^{tc}O^c + W^tO^t + b^t), & \text{if } k = t 
\end{cases}
\]  

(1)

where \( W^{sc}, W^{tc}, W^s, \) and \( W^t \) are the weights for shared-source, shared-target, source, and target domains respectively, while \( b^s \) and \( b^t \) are the biases for source and target domains respectively.

Following (Liu et al., 2017), we use an adversarial loss \( L_a \) to encourage the shared features learned to be indiscriminate across two domains:

\[
L_a = \frac{1}{n} \sum_{i=1}^{n} \sum_{d \in s,t} p(d_i = d|U, r) \log p(d_i = d|U, r).
\]

where \( d_i \) is the domain label and \( p(d_i|\cdot) \) is the domain probability from a domain discriminator.

Differently, to encourage the specific feature space to be discriminable between different domains, we consider applying domain discrimination losses on the two specific feature spaces. We further add two negative cross-entropy losses: \( L_s \) for source and \( L_t \) for target domain:

\[
L_s = - \frac{1}{n_s} \sum_{i=1}^{n_s} \mathbb{I}_{d_i = s} \log p(d_i = s|U^s, r^s).
\]

\[
L_t = - \frac{1}{n_t} \sum_{i=1}^{n_t} \mathbb{I}_{d_i = t} \log p(d_i = t|U^t, r^t).
\]

where \( \mathbb{I}_{d_i = d} \) is an indicator function set to 1 when the statement \( (d_i = d) \) holds, or 0 otherwise.

Finally, we obtain a combined loss as follows:

\[
\mathcal{L} = \sum_{k \in s,t} - \frac{1}{n_k} \sum_{j=1}^{n_k} \frac{1}{2} (\hat{y}_j^k - \hat{y}_j^k)^2 + \lambda_1 \frac{|D_s|}{|D|} L_a
\]

\[
+ \lambda_2 \frac{\lambda_3}{2} L_s + \lambda_4 \frac{\lambda_5}{2} L_t + \lambda_4 \frac{|\Theta|^2}{||F||^2}.
\]

where \( \Theta \) denotes model parameters.

### 3 Experiments

We evaluate the efficiency and effectiveness of our base model, the transferability of the model, and the online evaluation in an industrial chatbot.

**Datasets:** We evaluate our methods on two multi-turn conversation corpus, namely Ubuntu Dialog Corpus (UDC) (Lowe et al., 2015) and AliMe data.

**Ubuntu Dialog Corpus:** The Ubuntu Dialog Corpus (UDC) (Lowe et al., 2015) contains multi-turn technical support conversation data collected from the chat logs of the Freenode Internet Relay Chat (IRC) network. We used the data copy shared by Xu et al. (Xu et al., 2016), in which numbers, urls and paths are replaced by special placeholders. It is also used in several previous related works (Wu et al., 2017). It consists of 1 million context-response pairs for training, 0.5 million pairs for validation and 0.5 million pairs for testing.

**AliMe Data:** We collect the chat logs between customers and a chatbot called AliMe from “2017-10-01” to “2017-10-20” in Alibaba. The chatbot is built based on a question-to-question matching system (Li et al., 2017), where for each query, it finds the most similar candidate question in a QA database and return its answer as the reply. It indexes all the questions in our QA database using Lucence\(^5\). For each given query, it uses TF-IDF ranking algorithm to call back candidates. To form

\(^5\text{https://lucene.apache.org/core/}\)
Table 1: Comparison of base models on Ubuntu Dialog Corpus (UDC) and an E-commerce data (AliMe).

<table>
<thead>
<tr>
<th>Data</th>
<th>UDC</th>
<th>AliMeData</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>MAP</td>
<td>R@5</td>
</tr>
<tr>
<td>ARC-I</td>
<td>0.2810</td>
<td>0.4887</td>
</tr>
<tr>
<td>ARC-II</td>
<td>0.5451</td>
<td>0.8197</td>
</tr>
<tr>
<td>Pyramid</td>
<td>0.6418</td>
<td>0.8324</td>
</tr>
<tr>
<td>Duet</td>
<td>0.5692</td>
<td>0.8272</td>
</tr>
<tr>
<td>MV-LSTM</td>
<td>0.6918</td>
<td>0.8982</td>
</tr>
<tr>
<td>SMN</td>
<td>0.7327</td>
<td>0.9273</td>
</tr>
<tr>
<td>MT-hCNN</td>
<td>0.7027</td>
<td>0.8992</td>
</tr>
<tr>
<td>MT-hCNN-d</td>
<td>0.7323</td>
<td>0.9172</td>
</tr>
</tbody>
</table>

our data set, we concatenated utterances within three turns \(^6\) to form a query, and used the chatbot system to call back top 15 most similar candidate questions as candidate “responses”. \(^7\) We then asked a business analyst to annotate the candidate responses, where a “response” is labeled as positive if it matches the query, otherwise negative. In all, we have annotated 63,000 context-response pairs. This dataset is used as our Target data.

Furthermore, we build our Source data as follows. In the AliMe chatbot, if the confidence score of answering a given user query is low, i.e. the matching score is below a given threshold\(^8\), we prompt top three related questions for users to choose. We collected the user click logs as our source data, where we treat the clicked question as positive and the others as negative. We collected 510,000 query-question pairs from the click logs in total as the source. For the source and target datasets, we use 80% for training, 10% for validation, and 10% for testing.

**Compared Methods:** We compared our multi-turn model (MT-hCNN) with two CNN based models ARC-I and ARC-II (Hu et al., 2014), and several advanced neural matching models: MV-LSTM (Wan et al., 2016), Pyramid (Pang et al., 2016) Duet (Mitra et al., 2017), SMN (Wu et al., 2016) and a degenerated version of our model that removes CNN\(_3\) from our MT-hCNN model (MT-hCNN-d). All the methods in this paper are implemented with TensorFlow and are trained with NVIDIA Tesla K40M GPUs.

**Settings:** We use the same parameter settings of hCNN in (Yu et al., 2017). For the CNN\(_3\) in our model, we set window size of convolution layer as 2, ReLU as the activation function, and the stride of max-pooling layer as 2. The hidden node size of the Fully-Connected layer is set as 128. AdaDelta is used to train our model with an initial learning rate of 0.08. We use MAP, Recall@5, Recall@2, and Recall@1 as evaluation metrics. We set $\lambda_1 = \lambda_2 = \lambda_3 = 0.05$, and $\lambda_4 = 0.005$.

### 3.1 Comparison on Base Models

The comparisons on base models are shown in Table 1. First, the RNN based methods like MV-LSTM and SMN have clear advantages over the two CNN-based approaches like ARC-I and ARC-II, and are better or comparable with the state-of-the-art CNN-based models like Pyramid and Duet; Second, our MT-hCNN outperforms MT-hCNN-d, which shows the benefits of adding a convolutional layer to the output representations of all the utterances; Third, we find SMN does not perform well in AliMeData compared to UDC. One potential reason is that UDC has significantly larger data size than AliMeData (100k vs. 51k), which can help to train a complex model like SMN; Last but not least, our proposed MT-hCNN shows the best results in terms of all the metrics in AliMeData, and the best results in terms of R@2 and R@1 in UDC, which shows the effectiveness of MT-hCNN.

We further evaluate the inference time \(^10\) of these models. As shown in Table 1, MT-hCNN has comparable or better results when compared with SMN (the state-of-the-art multi-turn conversation model), but is much more efficient than SMN (∼60% time reduction). MT-hCNN also has similar efficiency with CNN-based methods but with better performance. As a result, our MT-hCNN module is able to support a peak QPS \(^11\) of 40 on a cluster of 2 service instances, where each instance reserves 2 cores and 4G memory on

---

\(^6\) Around 85% of conversations are within 3 turns.
\(^7\) A “response” here is a question in our system.
\(^8\) The threshold is determined by a business analyst.
\(^9\) The threshold is determined by a business analyst.
\(^8\) The results are based on the TensorFlow code from authors, and with no over sampling of negative training data.

---

\(^10\) The time of scoring a query and N candidate questions, where N is 10 in UDC, and 15 in AliMeData.

\(^11\) Queries Per Second
an Intel Xeon E5-2430 machine. This shows the model is applicable to industrial bots. In all, our proposed MT-hCNN is shown to be both efficient and effective for question matching in multi-turn conversations.

3.2 Transferability of our model
To evaluate the effectiveness of our transfer learning setting, we compare our full model with three baselines: Src-only that uses only source data, Tgt-only that uses only target data, and TL-S that uses both source and target data with the adversarial training as in (Liu et al., 2017). All the methods are evaluated on the test set of the target data.

As in Table 2, Src-only performs worse than Tgt-only. This shows the source and target domains are related but different. Despite the domain shift, TL-S is able to leverage knowledge from the source domain and boost performance; Last, our model shows better performance than TL-S, this shows the helpfulness of adding domain discriminators on both source and target domains.

Table 2: Transferability of our model.

<table>
<thead>
<tr>
<th>Data</th>
<th>Methods</th>
<th>MAP</th>
<th>R@5</th>
<th>R@2</th>
<th>R@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-commerce data (AliMeData)</td>
<td>Src-only</td>
<td>0.7012</td>
<td>0.7123</td>
<td>0.4343</td>
<td>0.2846</td>
</tr>
<tr>
<td></td>
<td>Tgt-only</td>
<td>0.8418</td>
<td>0.7810</td>
<td>0.4796</td>
<td>0.3241</td>
</tr>
<tr>
<td></td>
<td>TL-S</td>
<td>0.8521</td>
<td>0.8022</td>
<td>0.4812</td>
<td>0.3255</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td><strong>0.8523</strong></td>
<td><strong>0.8125</strong></td>
<td><strong>0.4881</strong></td>
<td><strong>0.3291</strong></td>
</tr>
</tbody>
</table>

3.3 Online Evaluations
We deployed our model online in AliMe Assist Bot. For each query, the bot uses the TF-IDF model in Lucene to return a set of candidates, then uses our model to rerank all the candidates and returns the top. We set the candidate size as 15 and context length as 3. To accelerate the computation, we bundle the 15 candidates into a mini-batch to feed into our model. We compare our method with the online model - a degenerated version of our model that only uses the current query to retrieve candidates, i.e. context length is 1. We have run 3-day A/B testing on the Click-Through-Rate (CTR) of the models. As shown in Table 3, our method consistently outperforms the online model, yielding 5% ~ 10% improvement.

Table 3: Comparison with the online model.

<table>
<thead>
<tr>
<th>CTR</th>
<th>Day1</th>
<th>Day2</th>
<th>Day3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online Model</td>
<td>0.214</td>
<td>0.194</td>
<td>0.221</td>
</tr>
<tr>
<td>Our Model</td>
<td><strong>0.266</strong></td>
<td><strong>0.291</strong></td>
<td><strong>0.288</strong></td>
</tr>
</tbody>
</table>

4 Related Work
Recent research in multi-turn conversation systems has focused on deep learning and reinforce-

5 Conclusion
In this paper, we proposed a conversation model based on Multi-Turn hybrid CNN (MT-hCNN). We extended our model to adapt knowledge learned from a resource-rich domain. Extensive experiments and an online deployment in AliMe E-commerce chatbot showed the efficiency, effectiveness, and transferability of our proposed model.

Acknowledgments
The authors would like to thank Weipeng Zhao, Juwei Ren, Zhiyu Min and other members of AliMe team for their help in deploying our model online. This work was supported in part by NSF grant IIS-1419693. We would also like to thank reviewers for their valuable comments.
References


Minghui Qiu, Feng-Lin Li, Siyu Wang, Xing Gao, Yan Chen, Weipeng Zhao, Haiqing Chen, Jun Huang, and Wei Chu. 2017. Alime chat: A sequence to sequence and rerank based chatbot engine. In ACL.


Jianfei Yu, Minghui Qiu, Jing Jiang, Jun Huang, Shuangyong Song, Wei Chu, and Haiqing Chen. 2017. Modelling domain relationships for transfer learning on retrieval-based question answering systems in e-commerce. WSDM.
A Multi-task Approach to Learning Multilingual Representations

Karan Singla¹, Dogan Can¹, Shrikanth Narayanan¹,²
¹Department of Computer Science
²Department of Electrical Engineering
University of Southern California, Los Angeles, USA
{singlak, dogancan}@usc.edu, shri@sipi.usc.edu

Abstract

We present a novel multi-task modeling approach to learning multilingual distributed representations of text. Our system learns word and sentence embeddings jointly by training a multilingual skip-gram model together with a cross-lingual sentence similarity model. Our architecture can transparently use both monolingual and sentence aligned bilingual corpora to learn multilingual embeddings, thus covering a vocabulary significantly larger than the vocabulary of the bilingual corpora alone. Our model shows competitive performance in a standard cross-lingual document classification task. We also show the effectiveness of our method in a limited resource scenario.

1 Introduction

Learning distributed representations of text, whether it be at the level of words, phrases, sentences or documents has been one of the most widely researched subjects in natural language processing in recent years (Mikolov et al., 2013; Pennington et al., 2014; Gouws et al., 2015; Socher et al., 2010; Pham et al., 2015b; Kiros et al., 2015; Conneau et al., 2017; Le and Mikolov, 2014; Chen, 2017; Wu et al., 2017). Word/sentence/document embeddings, as they are now commonly referred to, have quickly become essential ingredients of larger and more complex NLP systems looking to leverage the rich semantic and linguistic information present in distributed representations (Bengio et al., 2003; Maas et al., 2011; Collobert et al., 2011; Bahdanau et al., 2014; Chen and Manning, 2014).

Research that has been taking place in the context of distributed text representations is learning multilingual text representations shared across languages (Faruqui and Dyer, 2014; Bengio and Corrado, 2015; Luong et al., 2015). Multilingual embeddings open up the possibility of transferring knowledge across languages and building complex systems even for languages with limited amount of supervised resources (Ammar et al., 2016; Johnson et al., 2016). By far the most popular approach to learning multilingual embeddings is to train a multilingual word embedding model that is then used to derive representations for sentences and documents by composition (Hermann and Blunsom, 2014). These models are typically trained solely on word or sentence aligned corpora and the composition models are usually simple predefined functions like averages over word embeddings (Lauly et al., 2014; Hermann and Blunsom, 2014; Mogadala and Rettinger, 2016) or parametric composition models learned along with the word embeddings (Schwenk et al., 2017). For a thorough survey of cross-lingual text embedding models, please refer to (Ruder, 2017).

In this work we learn word and sentence embeddings jointly by training a multilingual skip-gram model together with a cross-lingual sentence similarity model. Our multilingual skip-gram model is similar to (Luong et al., 2015). It transparently consumes (word, context) pairs constructed from monolingual as well as sentence aligned bilingual corpora. We process word embeddings with a bidirectional LSTM and then take an average of the LSTM outputs, which can be viewed as context dependent word embeddings, to produce sentence embeddings. Since our multilingual skip-gram and cross-lingual sentence similarity models are trained jointly, they can inform each other through the shared word embedding layer and promote the compositionality of learned word embeddings at training time. Further, the gradients flowing back from the sentence similarity model can...
affect the embeddings learned for words outside the vocabulary of the parallel corpora. We hypothesize these two aspects of approach lead to more robust sentence embeddings.

The main motivation behind our approach is to learn high quality multilingual sentence and document embeddings in the low resource scenario where parallel corpus sizes are limited. The main novelty of our approach is the joint training of multilingual skip-gram and cross-lingual sentence similarity objectives with a shared word embedding layer which allows the gradients from the sentence similarity task to affect the embeddings learned for words outside the vocabulary of the parallel corpora. By jointly training these two objectives, we can transparently use monolingual and parallel data for learning multilingual sentence embeddings. Using a BiLSTM layer to contextualize word embeddings prior to averaging is orthogonal to the joint multi-task learning idea. We observed that this additional layer is beneficial in most settings and this is consistent with the observations of recent works on learning sentence and document embeddings such as (Conneau et al., 2017; Yang et al., 2016)

2 Model

Our model jointly optimizes multilingual skip-gram (Luong et al., 2015) and cross-lingual sentence similarity objectives using a shared word embedding layer in an end-to-end fashion.

Multilingual Skip-gram: Multilingual skip-gram model (Luong et al., 2015) extends the traditional skip-gram model by predicting words from both the monolingual and the cross-lingual context. The monolingual context consists of words neighboring a given word as in the case of the traditional skip-gram model. The cross-lingual context, on the other hand, consists of words neighboring the target word aligned with a given source word in a parallel sentence pair. Figure 1 shows an example alignment, where an aligned pair of words are attached to both their monolingual and bilingual contexts. For a pair of languages $L1$ and $L2$, the word embeddings are learned by optimizing the traditional skip-gram objective with (word, context word) pairs sampled from monolingual neighbors in $L1 \rightarrow L1$ and $L2 \rightarrow L2$ directions as well as cross-lingual neighbors in $L1 \rightarrow L2$ and $L2 \rightarrow L1$ directions. In our setup, cross-lingual pairs are sampled from parallel corpora while monolingual pairs are sampled from both parallel and monolingual corpora.

Cross-lingual Sentence Similarity: We process word embeddings with a bi-directional LSTM (Hochreiter et al., 2001; Hochreiter and Schmidhuber, 1997) and then take an average of the LSTM outputs (Figure 2). There are various implementations of LSTMs available; in this work we use an implementation based on (Zaremba et al., 2014). The LSTM outputs (hidden states) contextualize input word embeddings by encoding the history of each word into its representation. We hypothesize that this is better than averaging word embeddings as sentences generally have complex semantic structure and two sentences with different meanings can have exactly the same words. Let $R: S \rightarrow \mathbb{R}_d$ denote our sentence encoder mapping a given sequence of words $S$ to a continuous vector in $\mathbb{R}_d$. Given a pair of parallel sentences $(S, T)$, we define their distance as $d(S, T) = \|R_S - R_T\|^2$. For every parallel sentence pair, we randomly sample $k$ negative sentences $\{N_i | i = 1 \ldots k\}$ and define the
cross-lingual sentence similarity loss as follows:

\[ l(S, T) = \sum_{i=1}^{k} \max(0, m + d(S, T) - d(S, N_i)) \]

Without the LSTM layer, this loss is similar to the BiCVM loss \cite{Hermann and Blunsom, 2014} except that we use also the reversed sample \((T, S)\) to train the model, therefore showing each pair of sentences to the model two times per epoch.

3 Experiments

3.1 Corpora

We learn the distributed representations on the Europarl corpus v71 \cite{Koehn, 2005}. For a fair comparison with literature, we use the first 500K parallel sentences for each of the English-German (en-de), English-Spanish (en-es) and English-French (en-fr) language pairs. We keep the first 90% for training and the remaining 10% for development purposes. We also use additional 500K monolingual sentences from the Europarl corpus for each language. These sentences do not overlap with the sentences in parallel data.

Words that occur less than 5 times are replaced with the \(<\text{unk}>\) symbol. In the joint multi-task setting, the words are counted in the combined monolingual and parallel corpora. The vocabulary sizes for German (de) and English (en) are respectively 39K and 21K in the parallel corpus, 120K and 68K in the combined corpus.

We evaluate our models on the RCV1/RCV2 cross-lingual document classification task \cite{Klementiev et al., 2012}, where for each language we use 1K documents for training and 5K documents for testing.

3.2 Models

In addition to the proposed joint multi-task (JMT) model, \textbf{JMT-Sent-LSTM}, we also present ablation experiments where we omit the LSTM layer, the multilingual skip-gram objective or both. \textbf{JMT-Sent-Avg} is like the proposed model but does not include an LSTM layer. \textbf{Sent-LSTM} and \textbf{Sent-Avg} are the single-task variants of these models.

We construct document embeddings by averaging sentence representations produced by a trained sentence encoder. For a language pair \(L1-L2\), a document classifier (single layer average perceptron) is trained on documents from \(L1\), and tested on documents from \(L2\). Due to lack of supervision on the \(L2\) side, this setup relies on documents from different languages with similar meaning having similar representations.

3.3 Training

The single-task models are trained with the cross-lingual sentence similarity objective end-to-end using parallel data only. We also tried training word embeddings beforehand on parallel and mono data and tuning them on the cross-lingual sentence similarity task but that did not improve the results. Those results are omitted for brevity. The multi-task models are trained by alternating between the two tasks.

\textbf{Multilingual Skip-gram:} We use stochastic gradient descent with a learning rate of 0.01 and exponential decay of 0.98 after 10K steps (1 step is 256 word pairs), negative sampling with 512 samples, skip-gram context window of size 5. Reducing the learning rate of the skip-gram model helps in the multi-task scenario by allowing skip-gram objective to converge in parallel with the sentence similarity objective. At every step, we sample equal number of monolingual and cross-lingual word pairs to make a mini-batch.

\textbf{Cross-lingual Sentence Similarity:} The batch size is 50 sentence pairs. LSTM hidden state dimension is 128 or 512. We use dropout at the embedding layer with drop probability 0.3. Hinge-loss margin \(m\) is equal to sentence embedding size. We sample 10 negative samples for the noise-contrastive loss. The model is trained using the Adam optimizer \cite{Kingma and Ba, 2014} with a learning rate of 0.001 and an exponential decay of 0.98 after 10K steps (1 step is 50 sentence pairs).

3.4 Results

Table 1 shows the results for our models and compares them to some state-of-the-art approaches. When the sentence embedding dimension is 512, our results are close to the best results from literature. When the sentence embedding dimension is 128, our JMT-Sent-LSTM model outperforms all of the systems compared. Models with an LSTM layer (Sent-LSTM and JMT-Sent-LSTM) perform better than those without one. Joint multi-task training consistently improves the performance. The results for the data ablation experiments (*no-mono) suggest that the gains obtained in the JMT setting are partly due to the addition of monolin-
Table 1: Results for models trained on en-de language pair. *no-mono means no monolingual data was used in training. We compare our models to: BiCVM-add+ (Hermann and Blunsom, 2014), BiCVM-bi+ (Hermann and Blunsom, 2014), BiSkip-UnsupAlign (Luong et al., 2015) and para_doc (Pham et al., 2015a).

<table>
<thead>
<tr>
<th>Model</th>
<th>en → de</th>
<th>de → en</th>
</tr>
</thead>
<tbody>
<tr>
<td>500k parallel sentences, dim=128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BiCVM-add+</td>
<td>86.4</td>
<td>74.7</td>
</tr>
<tr>
<td>BiCVM-bi+</td>
<td>86.1</td>
<td>79.0</td>
</tr>
<tr>
<td>BiSkip-UnsupAlign</td>
<td>88.9</td>
<td>77.4</td>
</tr>
<tr>
<td>Our Models</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sent-Avg</td>
<td>88.5</td>
<td>80.5</td>
</tr>
<tr>
<td>JMT-Sent-Avg</td>
<td>89.5</td>
<td>80.4</td>
</tr>
<tr>
<td>JMT-Sent-LSTM</td>
<td>90.4</td>
<td>82.2</td>
</tr>
<tr>
<td>JMT-Sent-Avg*no-mono</td>
<td>88.8</td>
<td>80.3</td>
</tr>
<tr>
<td>JMT-Sent-LSTM*no-mono</td>
<td>89.5</td>
<td>81.5</td>
</tr>
<tr>
<td>100k parallel sentences, dim=128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sent-Avg</td>
<td>81.6</td>
<td>75.2</td>
</tr>
<tr>
<td>JMT-Sent-Avg</td>
<td>85.3</td>
<td>79.1</td>
</tr>
<tr>
<td>Sent-LSTM</td>
<td>82.1</td>
<td>76.0</td>
</tr>
<tr>
<td>JMT-Sent-LSTM</td>
<td>87.4</td>
<td>80.7</td>
</tr>
<tr>
<td>JMT-Sent-LSTM*no-mono</td>
<td>83.4</td>
<td>76.5</td>
</tr>
</tbody>
</table>

Table 2: Sent-LSTM vs. JMT-Sent-LSTM at different data conditions (en-de, dim=128).

<table>
<thead>
<tr>
<th>Model</th>
<th>en-es</th>
<th>en-de</th>
<th>de-en</th>
<th>es-en</th>
<th>es-de</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sent-Avg</td>
<td>49.8</td>
<td>86.8</td>
<td>78.4</td>
<td>63.5</td>
<td>69.4</td>
</tr>
<tr>
<td>Sent-LSTM</td>
<td>53.1</td>
<td>89.9</td>
<td>77.0</td>
<td>67.8</td>
<td>65.3</td>
</tr>
<tr>
<td>JMT-Sent-Avg</td>
<td>51.5</td>
<td>87.2</td>
<td>75.7</td>
<td>60.3</td>
<td>72.6</td>
</tr>
<tr>
<td>JMT-Sent-LSTM</td>
<td>57.4</td>
<td>91.0</td>
<td>75.1</td>
<td>63.3</td>
<td>68.1</td>
</tr>
<tr>
<td>JMT-Sent-LSTM*</td>
<td>54.1</td>
<td>90.4</td>
<td>82.2</td>
<td>68.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Multilingual vs. bilingual* models (dim=128).

coder is trained for three languages (en,es,de) using en-es and en-de parallel data and additional monolingual data for each language. Document representations obtained from this sentence encoder are then used to train a classifier for a language pair like en-de, where the classifier is trained on en documents and then tested on de documents. In this scenario, we can build classifiers for language pairs like es-de even though we do not have access to es-de parallel data since embeddings we learn are shared between the three languages. Bottom row in Table 3 shows results for bilingual systems where we train the sentence encoder for two languages, and then use that encoder to train a document classifier for one language and test on the other. In this scenario, we cannot build classifiers for language pairs like es-de for which we do not have access to parallel data.

Multilingual models perform better than bilingual ones when English is the source language but they perform worse in the other direction. We believe this discrepancy is because Europarl documents were originally in English and later translated to other languages. The multilingual models also show promising results for es-de pair, for which there was no parallel data.

4 Linguistic analysis

As classification experiments focused on keeping semantic information in sentence level representations, we also checked if produced word embeddings still made sense. We use JMT-Sent-LSTM...
model for this purpose. Figure 3 shows t-SNE projections for some sample words. Even though the model didn’t use any German-Spanish parallel data it managed to map words which have similar meaning (transkribiert and transcribi) closer. Words that are antonyms but still have a similar meaning are close to each other (cunnigly (en), honestly (en) and astucia (es)). Nearest neighbors in the multilingual representation space are generally of same form across languages. It can also be observed that English words lie towards the middle of Spanish and German words which we believe is due to English being the pivot for the other two languages.

5 Conclusion

Our results suggest that joint multi-task learning of multilingual word and sentence embeddings is a promising direction. We believe that our sentence embedding model can be improved further with straightforward modifications to the sentence encoder architecture, for instance using stacked LSTMs or batch/layer normalization, and addition of sentence level auxiliary tasks such as sentiment classification or natural language inference. We plan to explore these directions and evaluate our approach on additional tasks in the future.

6 Discussion and Future Work

In our exploration of architectures for the sentence encoding model, we also tried using a self-attention layer following the intuition that not all words are equally important for the meaning of a sentence. However, we later realized that the cross-lingual sentence similarity objective is at odds with what we want the attention layer to learn. When we used self attention instead of simple averaging of word embeddings, the attention layer learns to give the entire weight to a single word in both the source and the target language since that makes optimizing cross-lingual sentence similarity objective easier. Another approach could be to derive high dimensional embeddings in a way similar to (Conneau et al., 2017) and using max-pooling which can allow efficient selection for each dimension to represent meaning.

Even though they are related tasks, multilingual skip-gram and cross-lingual sentence similarity models are always in a conflict to modify the shared word embeddings according to their objectives. This conflict, to some extent, can be eased by careful choice of hyper-parameters. This dependency on hyper-parameters suggests that better hyper-parameters can lead to better results in the multi-task learning scenario. We have not yet tried a full sweep of the hyper-parameters of our current models but we believe there may be easy gains to be had from such a sweep especially in the multi-task learning scenario. Other thing that remains rather unexplored is to do other levels of multitasking, like learning character representations or multitasking at sentence level.
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Abstract

We investigate the behavior of maps learned by machine translation methods. The maps translate words by projecting between word embedding spaces of different languages. We locally approximate these maps using linear maps, and find that they vary across the word embedding space. This demonstrates that the underlying maps are non-linear. Importantly, we show that the locally linear maps vary by an amount that is tightly correlated with the distance between the neighborhoods on which they are trained. Our results can be used to test non-linear methods, and to drive the design of more accurate maps for word translation.

1 Introduction

Following the success of monolingual word embeddings (Collobert et al., 2011), a number of studies have recently explored multilingual word embeddings. The goal is to learn word vectors such that similar words have similar vector representations regardless of their language (Zou et al., 2013; Upadhyay et al., 2016). Multilingual word embeddings have applications in machine translation, and hold promise for cross-lingual model transfer in NLP tasks such as parsing or part-of-speech tagging.

A class of methods has emerged whose core technique is to learn linear maps between vector spaces of different languages (Mikolov et al., 2013a; Faruqui and Dyer, 2014; Vulic and Korhonen, 2016; Artetxe et al., 2016; Conneau et al., 2018). These methods work as follows: For a given pair of languages, first, monolingual word vectors are learned independently for each language, and second, under the assumption that word vector spaces exhibit comparable structure across languages, a linear mapping function is learned to connect the two monolingual vector spaces. The map can then be used to translate words between the language pair.

Both seminal (Mikolov et al., 2013a), and state-of-the-art methods (Conneau et al., 2018) found linear maps to substantially outperform specific non-linear maps generated by feedforward neural networks. Advantages of linear maps include: 1) In settings with limited training data, accurate linear maps can still be learned (Conneau et al., 2018; Zhang et al., 2017; Artetxe et al., 2017; Smith et al., 2017). For example, in unsupervised learning, (Conneau et al., 2018) found that using non-linear mapping functions made adversarial training unstable1. 2) One can easily impose constraints on the linear maps at training time to ensure that the quality of the monolingual em-

---

1https://openreview.net/forum?id=H196sainb
beddings is preserved after mapping (Xing et al., 2015; Smith et al., 2017).

However, it is not well understood to what extent the assumption of linearity holds and how it affects performance. In this paper, we investigate the behavior of word translation maps, and show that there is clear evidence of departure from linearity.

Non-linear maps beyond those generated by feedforward neural networks have also been explored for this task (Lu et al., 2015; Shi et al., 2015; Wijaya et al., 2017; Shi et al., 2015). However, no attempt was made to characterize the resulting maps.

In this paper, we allow for an underlying mapping function that is non-linear, but assume that it can be approximated by linear maps at least in small enough neighborhoods. If the underlying map is linear, all local approximations should be identical, or, given the finite size of the training data, similar. In contrast, if the underlying map is non-linear, the locally linear approximations will depend on the neighborhood. Figure 1 illustrates the difference between the assumption of a single linear map, and our working hypothesis of locally linear approximations to a non-linear map. The variation of the linear approximations provides a characterization of the nonlinear map. We show that the local linear approximations vary across neighborhoods in the embedding space by an amount that is tightly correlated with the distance between the neighborhoods on which they are trained. The functional form of this variation can be used to test non-linear methods.

2 Review of Prior Work

To learn linear word translation maps, different loss functions have been proposed. The simplest is the regularized least squares loss, where the linear map $M$ is learned as follows: $M = \arg\min_{M} ||MX - Y||_F + \lambda ||M||$, here $X$ and $Y$ are matrices that contain word embedding vectors for the source and target language (Mikolov et al., 2013a; Dinu et al., 2014; Vulic and Korhonen, 2016). The translation $t$ of a source language word $s$ is then given by: $t = \arg\max_{x} \cos(Mx_s, y_t)$.

(Xing et al., 2015) obtained improved results by imposing an orthogonality constraint on $M$, $\hat{M} = ||MW^T - I||$ where $I$ is the identify matrix. Another loss function used in prior work is the max-margin loss, which has been shown to significantly outperform the least squares loss (Lazaridou et al., 2015; Nakashole and Flauger, 2017).

Unsupervised or limited supervision methods for learning word translation maps have recently been proposed (Conneau et al., 2018; Zhang et al., 2017; Artetxe et al., 2017; Smith et al., 2017). However, the underlying methods for learning the mapping function are similar to prior work (Xing et al., 2015).

Non-linear cross-lingual mapping methods have been proposed. In (Wijaya et al., 2017) when dealing with rare words, the proposed method backs-off to a feed-forward neural network. (Shi et al., 2015) model relations across languages. (Lu et al., 2015) proposed a deep canonical correlation analysis based mapping method. Work on phrase translation has explored the use of many local maps that are individually trained (Zhao et al., 2015). In contrast to our work, these prior papers do not attempt to characterize the behavior of the resulting maps.

Our hypothesis is similar in spirit to the use of locally linear embeddings for nonlinear dimensionality reduction (Roweis and Saul, 2000).

3 Neighborhoods in Word Vector Space

In order to study the behavior of word translation maps, we begin by introducing a simple notion of neighborhoods in the embedding space. For a given language (e.g., English, en), we define a neighborhood of a word as follows: First, we pick a word $x_i$, whose corresponding vector is $x_i \in X^{en}$, as an anchor. Second, we initialize a neighborhood $\mathcal{N}(x_i)$ containing a single
vector \( x_i \). We then grow the neighborhood by adding all words whose cosine similarity to \( x_i \) is \( \geq s \). The resulting neighborhood is defined as:

\[ \mathcal{N}(x_i, s) = \{ x_j \mid \cos(x_i, x_j) \geq s \} \]

Suppose we pick the word *multivitamins* as the anchor word. We can generate neighborhoods using \( \mathcal{N}(x, s) \) where for each value of \( s \) we get a different neighborhood. Neighborhoods corresponding to larger values of \( s \) are subsumed by those corresponding to smaller values of \( s \).

Figure 2 illustrates the process of generating neighborhoods around the word *multivitamins*. For large values of \( s \) (e.g., \( s = 0.8 \)), the resulting neighborhoods only contain words that are closely related to the anchor word, such as *dietary* and *nutrition*. As \( s \) gets smaller (e.g., \( s = 0.6 \)), the neighborhood gets larger, and includes words that are less related to the anchor, such as *antibiotic*.

Using this simple method, we can define different-sized neighborhoods around any word in the vocabulary.

### 4 Analysis of Map Behavior

Given the above neighborhood definition, we now seek to understand how word translation maps change as we move across neighborhoods in word embedding space.

**Questions Studied.** We study the following questions: [Q.1] Is there a single linear map for word translation that produces the same level of performance regardless of where in the vector space the words being translated fall? [Q.2] If there is no such single linear map, but instead multiple neighborhood-specific ones, is there a relationship between neighborhood-specific maps and the distances between their respective neighborhoods?

#### 4.1 Experimental Setup and Data

In our first experiment we translate from English (en) to German (de). We obtained pretrained word embeddings from FastText (Bojanowski et al., 2017). In the first experiment, we follow common practice (Mikolov et al., 2013a; Ammar et al., 2016; Nakashole and Flauger, 2017; Vulic and Korhonen, 2016), and used the Google Translate API to obtain training and test data. We make our data available for reproducibility\(^2\). For the second experiment, we repeat the first experiment, but instead of using Google Translate, we use the recently released Facebook AI Research dictionaries\(^3\) for training and test data. To test the generality of the findings of the first experiment, the second experiment was performed on a different language pair: English (en) to Swedish (sv).

In our all experiments, the cross-lingual maps are learned using the max-margin loss, which has been shown to perform competitively, while having fast run-times. (Lazaridou et al., 2015; Nakashole and Flauger, 2017). The max-margin loss aims to rank correct training data pairs \((x_i, y_j)\) higher than incorrect pairs \((x_j, y_j)\) with a margin of at least \(\gamma\). The margin \(\gamma\) is a hyper-parameter and the incorrect labels, \(y_j\) can be selected randomly such that \(j \neq i\) or in a more application specific manner. In our experiments, we set \(\gamma = 0.4\) and randomly selected negative examples, one negative example for each training data point.

Given a seed dictionary as training data of the form \(D^{tr} = \{x_i, y_i\}_{i=1}^m\), the mapping function is

\[
\hat{w} = \arg \min_{w} \sum_{i=1}^{m} \sum_{j \neq i} \max \left(0, \gamma + d(y_i, wx_i) - d(y_j, wx_i)\right),
\]

where \(\hat{y}_i = wx_i\) is the prediction, \(k\) is the number of incorrect examples per training instance, and \(d(x, y) = (x - y)^2\) is the distance measure.

For the first experiment, we picked the following words as anchor words and obtained maps associated with each of their neighborhoods: \(M_{\text{multivitamins}}, M_{\text{antibiotic}}, M_{\text{disease}}, M_{\text{blowflies}}, M_{\text{dinosaur}}, M_{\text{orchids}}, M_{\text{copenhagen}}\). For each anchor word, we set \(s = 0.5\), thus the neighborhoods are \(\mathcal{N}(x_i, 0.5)\) where \(x_i\) is the vector of the anchor word. The training data for learning each neighborhood-specific linear map consists of vectors in \(\mathcal{N}(x_i, 0.5)\) and their translations.

Table 1 shows details of the training and test data for each neighborhood. The words shown in Table 1 were picked as follows: first we picked the word *multivitamins*, then we picked the other words to have varying degrees of similarity to it. The cosine similarity of these words to the word ‘multivitamins’ are shown in column 3 of Table 1. It is also worth noting that there is nothing special about these words. In fact, the second experiment

\(^2\)https://github.com/facebookresearch/MUSE

\(^3\)https://github.com/facebookresearch/MUSE
was carried out on different set of words, and on a different language pair.

4.2 Map Similarity Analysis

If indeed there exists a map that is the same linear map everywhere, we expect the above neighborhood-specific maps to be similar. Our analysis makes use of the following definition of matrix similarity:

\[
\cos(M_1, M_2) = \frac{\text{tr}(M_1^T M_2)}{\sqrt{\text{tr}(M_1^T M_1) \text{tr}(M_2^T M_2)}}
\]

(2)

Here \(\text{tr}(M)\) denotes the trace of the matrix \(M\). \(\text{tr}(M_1^T M_1)\) computes the Frobenius norm \(|M_1|^2\), and \(\text{tr}(M_1^T M_2)\) is the Frobenius inner product. That is, \(\cos(M_1, M_2)\) computes the cosine similarity between the vectorized versions of matrices \(M_1\) and \(M_2\).

4.3 Experimental Results

The main results of our analysis are shown in Table 1.

We now analyze the results of Table 1 in detail. The 8th column contains the anchor word, \(x_i\), around which the neighborhood is formed. The 1st, and 2nd columns contain the size of the training and test data from \(N(x_i, s = 0.5)\) where \(x_i\) is the word vector for the anchor word.

The 3rd column contains the cosine similarity between \(x_0\), multivitamins, and \(x_1\). For example, \(x_1\) (antibiotic) is the most similar to \(x_0\) (0.6), and \(x_6\), copenhagen, is the least similar to \(x_0\) (0.11).

The 4th column is the translation accuracy of the single global map \(M\), training on data from all \(x_i\) neighborhoods. The 5th column is the translation accuracy of the map \(M^{x_0}\), trained on the training data of the neighborhood anchored at \(x_i\). We use precision at top-10 as a measure of translation accuracy. Going down this column we can see that accuracy is highest on the test data from the neighborhood anchored at \(x_i\) itself, and lowest on the test data from the neighborhood anchored at \(x_6\), copenhagen, which is also the furthest word from \(x_0\).

The 6th column is translation accuracy of the map \(M^{x_i}\), trained on the training data of the neighborhood anchored at \(x_i\), and tested on the test data in \(x_i\). We can see that compared to the 5th column, in all cases performance is higher when we apply the map trained on data from the neighborhood, \(M^{x_i}\) instead of \(M^{x_0}\). The 7th column shows the difference in translation accuracy of the map \(M^{x_i}\) and \(M^{x_0}\). This shows that the more dissimilar the neighborhood anchor word \(x_i\) is from \(x_0\) according to the cosine similarity shown in the 4rd column, the larger this difference is.

The local maps, 6th column, \(M^{x_i}\) in all cases

<table>
<thead>
<tr>
<th>Anchor Word</th>
<th>Data, (N(x_i, s = 0.5))</th>
<th>(x_0) Similarity</th>
<th>Translation Accuracy</th>
<th>Matrix Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_0), multivitamins</td>
<td>3,415</td>
<td>500</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>(x_1), antibiotic</td>
<td>3,507</td>
<td>500</td>
<td>0.60</td>
<td>61.1</td>
</tr>
<tr>
<td>(x_2), disease</td>
<td>2,478</td>
<td>500</td>
<td>0.45</td>
<td>69.3</td>
</tr>
<tr>
<td>(x_3), blowflies</td>
<td>2,434</td>
<td>500</td>
<td>0.33</td>
<td>71.4</td>
</tr>
<tr>
<td>(x_4), dinosaur</td>
<td>990</td>
<td>500</td>
<td>0.24</td>
<td>63.2</td>
</tr>
<tr>
<td>(x_5), orchids</td>
<td>2,981</td>
<td>500</td>
<td>0.19</td>
<td>73.7</td>
</tr>
<tr>
<td>(x_6), copenhagen</td>
<td>2,083</td>
<td>500</td>
<td>0.11</td>
<td>38.5</td>
</tr>
</tbody>
</table>

Table 1: The behavior of word translation maps trained on different neighborhoods (en → de translation). Highlighted columns illustrate variations in maps. Accuracy refers to precision at 10.
Table 2: Different language pair (en → sv) English to Swedish, and different sets of neighborhoods. Train and test is from the FAIR/MUSE word translation lexicons. Accuracy refers to precision at 10.

<table>
<thead>
<tr>
<th>Anchor Word</th>
<th>Data, $N(x_i, s = 0.5)$</th>
<th>$x_0$ Similarity</th>
<th>Translation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>Test</td>
<td>$\cos(x_0, x_i)$</td>
<td>$M$</td>
</tr>
<tr>
<td>$x_0$:species</td>
<td>1,765</td>
<td>200</td>
<td>1.0</td>
</tr>
<tr>
<td>$x_1$:genus</td>
<td>1,374</td>
<td>200</td>
<td>0.77</td>
</tr>
<tr>
<td>$x_2$:laticeps</td>
<td>1,868</td>
<td>200</td>
<td>0.60</td>
</tr>
<tr>
<td>$x_3$:femoralis</td>
<td>1,689</td>
<td>200</td>
<td>0.52</td>
</tr>
<tr>
<td>$x_4$:coneflower</td>
<td>1,077</td>
<td>200</td>
<td>0.47</td>
</tr>
<tr>
<td>$x_5$:epicauta</td>
<td>1,339</td>
<td>200</td>
<td>0.43</td>
</tr>
<tr>
<td>$x_6$:kristoffersen</td>
<td>1,227</td>
<td>200</td>
<td>0.09</td>
</tr>
</tbody>
</table>

4.4 Experiments Summary

Our experimental study suggests the following: i) linear maps vary across neighborhoods, implying that the assumption of a linear map does not hold. ii) the difference between maps is tightly correlated with the distance between neighborhoods.

5 Conclusions

In this paper, we provide evidence that the assumption of linearity made by a large body of current work on cross-lingual mapping for word translation does not hold. We locally approximate the underlying non-linear map using linear maps, and show that these maps vary across neighborhoods in vector space by an amount that is tightly correlated with the distance between the neighborhoods on which they are trained. These results can be used to test non-linear methods, and we plan to use our finding to design more accurate maps in future work.
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Abstract

We learn a joint multilingual sentence embedding and use the distance between sentences in different languages to filter noisy parallel data and to mine for parallel data in large news collections. We are able to improve a competitive baseline on the WMT’14 English to German task by 0.3 BLEU by filtering out 25% of the training data. The same approach is used to mine additional bitexts for the WMT’14 system and to obtain competitive results on the BUCC shared task to identify parallel sentences in comparable corpora.

The approach is generic, it can be applied to many language pairs and it is independent of the architecture of the machine translation system.

1 Introduction

Parallel data, also called bitexts, is an important resource to train neural machine translation systems (NMT). It is usually assumed that the quality of the automatic translations increases with the amount of available training data. However, it was observed that NMT systems are more sensitive to noise than SMT systems, e.g. (Belinkov and Bisk, 2017). Well known sources of parallel data are international organizations like the European Parliament or the United Nations, or community provided translations like the TED talks. In addition, there are many texts on the Internet which are potential mutual translations, but which need to be identified and aligned. Typical examples are Wikipedia or news collections which report on the same facts in different languages. These collections are usually called comparable corpora.

In this paper we propose an unified approach to filter noisy bitexts and to mine bitexts in huge monolingual texts. The main idea is to first learn a joint multilingual sentence embedding. Then, a threshold on the distance between two sentences in this joint embedding space can be used to filter bitexts (distance between source and target sentences), or to mine for additional bitexts (pairwise distances between all source and target sentences). No additional features or classifiers are needed.

2 Related work

The problem of how to select parts of bitexts has been addressed before, but mainly from the aspect of domain adaptation (Axelrod et al., 2011; Santamaría and Axelrod, 2017). It was successfully used in many phrase-based MT systems, but it was reported to be less successful for NMT (van der Wees et al., 2017). It should be stressed that domain adaptation is different from filtering noisy training data. Data selection extracts the most relevant bitexts for the test set domain, but does not necessarily remove wrong translations, e.g. source and target sentences are both in-domain and well formed, but they are not mutual translations.

There is a huge body of research on mining bitexts, e.g. by analyzing the name of WEB pages or links (Resnik and Smith, 2003). Another direction of research is to use cross-lingual information retrieval, e.g. (Utiyama and Isahara, 2003; Munteanu and Marcu, 2005; Rauf and Schwenk, 2009). There are some works which use joint embeddings in the process of filtering or mining bitexts. For instance, Grégoire and Langlais (2017) first embed sentences into two separate spaces. Then, a classifier is learned on labeled data to decide whether sentences are parallel or not. Our approach clearly outperforms this technique on the BUCC corpus (cf. section 4). Bouamor and Sajjad (2018) use averaged multilingual word embeddings to calculate a joint embedding of all sen-
tences. However, distances between all sentences are only used to extract a set of potential mutual translation. The decision is based on a different system. In Hassan et al. (2018) NMT systems for Zh ↔ En are learned using a joint encoder. A sentence representation is obtained as the mean of the last encoder states. Noisy bitexts are filtered based on the distance. In all these works, embeddings are learned for two languages only, while we learn one joint embedding for up to nine languages.

3 Multilingual sentence embeddings

We are aiming at an embedding of entire sentences in different languages into one joint space, with the goal that the distance in that space reflects their semantic difference, independently of the language. There are several works on learning multilingual sentence embeddings which could be used for that purpose, i.e. (Hermann and Blunsom, 2014; Pham et al., 2015; Zhou et al., 2016; Chandar et al., 2013; Mogadala and Rettinger, 2016).

In this paper, we extend our initial approach (Schwenk and Douze, 2017). The underlying idea is to use multiple sequence encoders and decoders and to train them with N-way aligned corpora from the MT community. Instead of using one encoder for each language as in the original paper, we use a shared encoder which handles all the input languages. Joint encoders (and decoders) have already been used in NMT (Johnson et al., 2016). In contrast to that work, we do not use a special input token to indicate the target language. Our joint encoder has no information at all on the encoded language, or what will be done with sentence representation.

We trained this architecture on nine languages of the Europarl corpus with about 2M sentences each. We use BPE (Sennrich et al., 2016b) to learn one 20k joint vocabulary for all the nine languages. The joint encoder is a 3-layer BLSTM. The word embeddings are of size 384 and the hidden layer of the BLSTM is 512-dimensional. The 1024 dimensional sentence embedding is obtained by max-pooling over the BLSTM outputs. Dropout is set to 0.1. These settings are identical to those reported in (Schwenk and Douze, 2017), with the difference that we observe slight improvement by using a deeper network for the joint encoder. Once the system is learned, all the BLSTM decoders are discarded and we only use the multilingual BLSTM encoder to embed the sentences into the joint space.

A very similar approach was also proposed in España-Bonet et al. (2017). A joint NMT system with attention is trained on several language pairs, similar to (Johnson et al., 2016), including a special token to indicate the target language. After training, the sum of the encoder output states is used to obtain a fixed size sentence representation.

4 Experimental evaluation: BUCC shared task on mining bitexts

Since 2017, the workshop on Building and Using Comparable Corpora (BUCC) is organizing a shared task to evaluate the performance of approaches to mine for parallel sentences in comparable corpora (Zweigenbaum et al., 2018). Table 1 summarizes the available data, and Table 2 the official results. Roughly a 40th of the sentences are aligned. The best performing system “VIC” is based on the so-called STACC method which was shown to achieve state-of-the-art performance (Etchegoyhen and Azpeitia, 2016). It combines probabilistic dictionaries, search for similar sentences in both directions and a decision module which explores various features (common word prefixes, numbers, capitalized true-case tokens, etc). This STACC system was improved and adapted to the BUCC tasks with a word weighting scheme which is optimized on the monolingual corpora, and a named entity penalty. This task adaption substantially improved the generic STACC approach (Azpeitia et al., 2018). The systems RALI (Grégoire and Langlais, 2017) and H2 (Bouamor and Sajjad, 2018) have been already described in section 2. NLP2CT uses a denoising auto-encoder and a maximum-entropy classifier (Leong et al., 2018).

We applied our approach to all language pairs of the BUCC shared task (see Table 3). We used the

<table>
<thead>
<tr>
<th>Lang. Pair</th>
<th>Train en other aligned</th>
<th>Test en other</th>
</tr>
</thead>
<tbody>
<tr>
<td>en-de</td>
<td>400k 414k 9580</td>
<td>397k 414k</td>
</tr>
<tr>
<td>en-fr</td>
<td>370k 272k 9086</td>
<td>373k 277k</td>
</tr>
<tr>
<td>en-ru</td>
<td>558k 461k 14435</td>
<td>566k 457k</td>
</tr>
<tr>
<td>en-zh</td>
<td>89k 95k 1899</td>
<td>90k 92k</td>
</tr>
</tbody>
</table>

Table 1: BUCC evaluation to mine bitexts. Number of sentences and size of the gold alignments.
embeddings from (Schwenk and Douze, 2017) for ru and zh, which were trained on the UN corpus. The only task-specific adaptation is the optimization of the threshold on the distance in the multilingual joint space. Our system does not match the performance of the heavily tuned VIC system, but it is on-pair with H2 on en-fr, and outperforms all other approaches by a large margin. We would like to emphasize that our approach uses no additional features or classifiers, and that we apply the same approach to all language pairs. It is nice to see that the performance varies little for the languages.

España-Bonet et al. (2017) have also evaluated their technique on the BUCC data, but results on the official test set are not provided. Also, their joint encoder uses the “news-commentary” corpus during training. This is likely to add an important bias since all the parallel sentences in the BUCC corpus are from the news-commentary corpus.

Since we learn multilingual embeddings for many languages in one joint space, we can mine for parallel data for any language pair. As an example, we have mined for French/German and Chinese/Russian bitexts, respectively. There are no reference alignments to optimize the threshold for this language pair. Based on the experiments with the other languages, we chose a value of 0.55.

In the annex, we provide examples of extracted parallel sentences for various values of the multilingual distance. These examples show that our approach may wrongly align sentences which are mainly an enumeration of named entities, numerical values, etc. Many of these erroneous alignments could be possibly excluded by some post-processing, e.g. comparing the number of named entities in each sentence.

## 5 Experimental evaluation: improving WMT’14 En-De NMT systems

### 5.1 Baseline NMT systems

We have performed all our experiments with the freely available Sequence-to-Sequence PyTorch toolkit from Facebook AI Research, called fairseq-py. It implements a convolutional model which achieves very competitive results (Gehring et al., 2017). We use this system to show the improvements obtained by filtering the standard training data and by integrating additional mined data. We will freely share this data so that it can be used to train different NMT architectures.

In this work, we focus on translating from English into German using the WMT’14 data. This task was selected for two reasons:

- it is the de-facto standard to evaluate NMT systems and many comparable results are available, e.g. (Sennrich et al., 2016b; Chunga et al., 2016; Wu et al., 2016; Gehring et al., 2017; Ashish Vaswani et al., 2017);
- only a limited amount of parallel training data is available (4.5M sentences). 2.1M are high quality human translations and 2.4M are crawled and aligned sentences (Common Crawl corpus).

As in other works, we use newstest-2014 as test set. However, in order to follow the standard WMT evaluation setting, we use mteval-v14.pl on untokenized hypothesis to calculate case-sensitive BLEU scores. Note that in some papers, BLEU is calculated with multi-bleu.perl on tokenized hypothesis. All our results are for one single system only.

We trained the fairseq-py system with default parameters, but a slightly different pre- and

<table>
<thead>
<tr>
<th>Task</th>
<th>en-fr</th>
<th>en-de</th>
<th>en-ru</th>
<th>en-zh</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>81.9</td>
<td>82.2</td>
<td>79.9</td>
<td>76.7</td>
</tr>
<tr>
<td>R</td>
<td>69.1</td>
<td>70.1</td>
<td>67.8</td>
<td>67.1</td>
</tr>
<tr>
<td>F1</td>
<td>74.9</td>
<td>76.1</td>
<td>73.3</td>
<td>71.6</td>
</tr>
<tr>
<td>Threshold</td>
<td>0.58</td>
<td>0.50</td>
<td>0.57</td>
<td>0.64</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task</th>
<th>en-fr</th>
<th>en-de</th>
<th>en-ru</th>
<th>en-zh</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>84.8</td>
<td>84.1</td>
<td>81.1</td>
<td>77.7</td>
</tr>
<tr>
<td>R</td>
<td>68.6</td>
<td>70.7</td>
<td>67.6</td>
<td>66.4</td>
</tr>
<tr>
<td>F1</td>
<td>75.8</td>
<td>76.9</td>
<td>73.8</td>
<td>71.6</td>
</tr>
</tbody>
</table>

Table 3: Results on the BUCC test set of our approach: Precision, Recall and F-measure (%). We also provide the optimal threshold.

3https://github.com/facebookresearch/fairseq-py
post-processing scheme. In particular, we lowercase all data and use a 40k BPE vocabulary (Sennrich et al., 2016b). Before scoring, the case of the hypothesis is restored using a recaser trained on the WMT German news data. Table 4 gives our baseline results using the provided data as it is. We distinguish results when training on human labeled data only, i.e. Europarl and News Commentary (2.1M sentences), and with all WMT’14 training data, i.e. human + Common Crawl (total of 4.5M sentences). Gehring et al. (2017) report a tokenized BLEU score of 25.16 on a slightly different version of newstest-2014 as defined in (Luong et al., 2015).4 Please remember that the goal of this paper is not to set a new state-of-the-art in NMT on this data set, but to show relative improvement with respect to a competitive baseline.

5.2 Filtering Common Crawl

The Common Crawl corpus is provided by the organizers of WMT’14. We do not know how this corpus was produced, but like all crawled corpora, it is inherently noisy. To filter that corpus, we first embed all the sentences into the joint space and calculate the cosine distance between the English source and the provided German translation. We then extract subsets of different sizes as a function of the threshold on this distance.

<table>
<thead>
<tr>
<th>Threshold on multilingual distance</th>
<th>BLEU</th>
<th>#sents</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>24.6</td>
<td>2399k</td>
</tr>
<tr>
<td>0.8</td>
<td>24.7</td>
<td>2144k</td>
</tr>
<tr>
<td>1.0</td>
<td>24.8</td>
<td>2071k</td>
</tr>
<tr>
<td>1.2</td>
<td>24.9</td>
<td>1935k</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Pre-processing of the Common Crawl corpus before distance-based filtering.

After some initial experiments, it turned out that some additional steps are needed before calculating the distances (see Table 5): 1) remove sentences with more than 3 commas. Those are indeed often enumerations of names, cities, etc. While such sentences maybe useful to train NMT systems, the multilingual distance is not very reliable to distinguish list of named entities; 2) limit to sentences with less than 50 words; 3) perform LID on source and target sentences; These steps discarded overall 19% of the data. It is surprising that almost 6% of the data seems to have the wrong source or target language.5

Figure 1 (pink curve) shows the amount of data as a function of the threshold on the multilingual distance. Some human inspection of the filtered corpus indicated that the translations start to be wrong for a threshold larger than 1.0. Therefore, we build NMT systems using a filtered version of Common Crawl for thresholds in the range of 0.8 to 1.2 (see Figure 1, green curve). It is good to see that the BLEU score increases when less but better data is used and then decreases again since we discard too much data. Best performance of 25.06 BLEU is achieved for a threshold of 1.0. This corresponds to a gain of 0.3 BLEU on top of a very competitive baseline (24.75→25.06), using only 3.4M instead of the original 4.5M sentence pairs. We actually discard almost half of the Common Crawl data. For comparison, we also trained an NMT system using the pre-processed Common Crawl corpus of 1.9M sentences (cf. Table 5), but without distance-based filtering. This gives a BLEU score of 24.82, a small 0.07 change. Aiming at a compromise between speed and full convergence, we trained all systems for 55 epochs which takes less than two days on 8 NVidia GPU100s. Longer training may improve the overall results slightly.

5.3 Mining Parallel Data in WMT News

In the framework of the WMT evaluation, large news corpora are provided: 144M English and 187M German sentences (after removing sentence with more than 50 words). As in section 4, we

4This version uses a subset of 2737 out of 3003 sentences.

5LID itself may also commit errors, we used https://fasttext.cc/docs/en/language-identification.html
embed all sentences into the joint space. For each source sentence, we search for the \(k\)-nearest sentences in the target language. We use \(k = 20\) since it can happen that for the same source sentence, several possible translations are found (different news sites reporting on the same fact with different wordings). This search has a complexity of \(O(N \times M)\), while filtering presumed parallel corpora is \(O(N)\). In our case, \(144M \times 185M\) amounts to 26 peta distance calculations. This can be quite efficiently done with the highly optimized FAISS toolkit (Johnson et al., 2017).

To start, we trained NMT systems on the extracted data only (see Table 6, 3rd column). As with the Common Crawl corpus, we discarded sentences pairs with the wrong language and many commas. By varying the threshold on the distance between two sentences in the embedding space, we can extract various amounts of data. However, the larger the threshold, the more unlikely the sentences are translations. Training on 1M mined sentences gives a modest BLEU score of 4.18, which increases up to 7.77 when 4.3M sentences are extracted. This result is well below an NMT system trained on “real parallel data”.

We have observed that the length distribution of the mined sentences is very different from the one of the WMT’14 training corpora (see Figure 2). The average sentence length for all the WMT training corpora is 24, while it is only 8 words for our mined texts. On one hand, it could be of course that our distance based mining approach works badly for long sentences. But on the other hand, the longer the sentences, the more unlikely it is to find perfect translation in crawled news data. If we shuffle the Europarl corpus and consider it as a comparable corpus, our approach is able to extract more than 95% of the translation pairs. It is also an open question how short sentences impact the training of NMT systems. Further research in those directions is needed.

When adding our mined data to the Europarl and News Commentary corpora (2.1M sentences), we are able to achieve an improvement of 0.45 BLEU (21.87 → 22.32, 4th column of Table 6). However, we observe no improvement when adding the mined data to our best system which uses the filtered Common Crawl data (5th column of Table 6). It could be that some of our mined data is actually a subset of Common Crawl.

### 6 Conclusion

We have shown that a simple cosine distance in a joint multilingual sentence embedding space can be used to filter noisy parallel data and to mine for bitexts in large news collections. We were able to improve a competitive baseline on the WMT’14 English to German task by 0.3 BLEU by filtering out 25% of the training data. We will make the filtered and extracted data freely available, as well as a tool to filter noisy bitexts in nine languages.

There are many directions to extend this research, in particular to scale-up to larger corpora. We will apply it to the data mined by the European ParaCrawl project. The proposed multilingual sentence distance could be also used in MT confidence estimation, or to filter back-translations of monolingual data (Sennrich et al., 2016a).

---

**Table 6:** BLEU scores when training on the mined data only, adding it (at different thresholds) to the human translated training corpus (Eparl+NC) and to our best system using filtered Common Crawl.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>#Sents</th>
<th>Mined alone</th>
<th>Eparl + mined</th>
<th>All + mined</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>-</td>
<td>-</td>
<td>21.87</td>
<td>25.06</td>
</tr>
<tr>
<td>0.25</td>
<td>1.0M</td>
<td>4.18</td>
<td><strong>22.32</strong></td>
<td><strong>25.07</strong></td>
</tr>
<tr>
<td>0.26</td>
<td>1.5M</td>
<td>5.17</td>
<td>22.09</td>
<td>-</td>
</tr>
<tr>
<td>0.27</td>
<td>1.9M</td>
<td>5.92</td>
<td>21.97</td>
<td>-</td>
</tr>
<tr>
<td>0.28</td>
<td>2.5M</td>
<td>6.48</td>
<td>22.29</td>
<td>25.03</td>
</tr>
<tr>
<td>0.29</td>
<td>3.3M</td>
<td>6.01</td>
<td>22.10</td>
<td>-</td>
</tr>
<tr>
<td>0.30</td>
<td>4.3M</td>
<td>7.77</td>
<td>22.24</td>
<td>-</td>
</tr>
</tbody>
</table>

---

6http://paracrawl.eu/download.html
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Abstract

This paper proposes hybrid semi-Markov conditional random fields (SCRFs) for neural sequence labeling in natural language processing. Based on conventional conditional random fields (CRFs), SCRFs have been designed for the tasks of assigning labels to segments by extracting features from and describing transitions between segments instead of words. In this paper, we improve the existing SCRF methods by employing word-level and segment-level information simultaneously. First, word-level labels are utilized to derive the segment scores in SCRFs. Second, a CRF output layer and an SCRF output layer are integrated into an unified neural network and trained jointly. Experimental results on CoNLL 2003 named entity recognition (NER) shared task show that our model achieves state-of-the-art performance when no external knowledge is used.

1 Introduction

Sequence labeling, such as part-of-speech (POS) tagging, chunking, and named entity recognition (NER), is a category of fundamental tasks in natural language processing (NLP). Conditional random fields (CRFs) (Lafferty et al., 2001), as probabilistic undirected graphical models, have been widely applied to the sequence labeling tasks considering that they are able to describe the dependencies between adjacent word-level labels and to avoid illegal label combination (e.g., I-ORG can’t follow B-LOC in the NER tasks using the BIOES tagging scheme). Original CRFs utilize hand-crafted features which increases the difficulty of performance tuning and domain adaptation.

In recent years, neural networks with distributed word representations (i.e., word embeddings) (Mikolov et al., 2013; Pennington et al., 2014) have been introduced to calculate word scores automatically for CRFs (Chiu and Nichols, 2016; Huang et al., 2015).

On the other hand, semi-Markov conditional random fields (SCRFs) (Sarawagi and Cohen, 2005) have been proposed for the tasks of assigning labels to the segments of input sequences, e.g., NER. Different from CRFs, SCRFs adopt segments instead of words as the basic units for feature extraction and transition modeling. The word-level transitions within a segment are usually ignored. Some variations of SCRFs have also been studied. For example, Andrew (2006) extracted segment-level features by combining hand-crafted CRF features and modeled the Markov property between words instead of segments in SCRFs. With the development of deep learning, some models of combining neural networks and SCRFs have also been studied. Zhuo et al. (2016) and Kong et al. (2015) employed gated recursive convolutional neural networks (grConvs) and segmental recurrent neural networks (SRNNs) to calculate segment scores for SCRFs respectively.

All these existing neural sequence labeling methods using SCRFs only adopted segment-level labels for score calculation and model training. In this paper, we suppose that word-level labels can also contribute to the building of SCRFs and thus design a hybrid SCRF (HSCRF) architecture for neural sequence labeling. In an HSCRF, word-level labels are utilized to derive the segment scores. Further, a CRF output layer and an HSCRF output layer are integrated into a unified neural network and trained jointly. We evaluate our model on CoNLL 2003 English NER task (Sang and Meulder, 2003) and achieve state-of-the-art performance when no external knowledge is used.

The code of our models is available at http://github.com/ZhixiuYe/HSCRF-pytorch
Figure 1: The diagram of a neural network with an HSCRF output layer for sequence labeling.

In summary, the contributions of this paper are: (1) we propose the HSCRF architecture which employs both word-level and segment-level labels for segment score calculation. (2) we propose a joint CRF-HSCRF training framework and a naive joint decoding algorithm for neural sequence labeling. (3) we achieve state-of-the-art performance in CoNLL 2003 NER shared task.

2 Methods

2.1 Hybrid semi-Markov CRFs

Let \( s = \{s_1, s_2, ..., s_p\} \) denote the segmentation of an input sentence \( x = \{x_1, ..., x_n\} \) and \( w = \{w_1, ..., w_n\} \) denote the sequence of word representations of \( x \) derived by a neural network as shown in Fig. 1. Each segment \( s_i = (b_i, e_i, l_i) \), \( 0 \leq i \leq p \), is a triplet of a begin word index \( b_i \), an end word index \( e_i \) and a segment-level label \( l_i \), where \( b_1 = 1, e_p = |x|, b_{i+1} = e_i + 1, 0 \leq e_i - b_i < L \), and \( L \) is the upperbound of the length of \( s_i \). Correspondingly, let \( y = \{y_1, ..., y_n\} \) denote the word-level labels of \( x \). For example, if a sentence \( x \) in NER task is “Barack Hussein Obama and Natasha Obama”, we have the corresponding \( s = \{(1, 3, PER), (4, 4, O), (5, 6, PER)\} \) and \( y = (B-PER, I-PER, O, B-PER, E-PER) \).

Similar to conventional SCRFs (Sarawagi and Cohen, 2005), the probability of a segmentation \( \hat{s} \) in an HSCRF is defined as

\[
p(\hat{s}|w) = \frac{\text{score}(\hat{s}, w)}{\sum_{s' \in S} \text{score}(s', w)}, \tag{1}
\]

where \( S \) contains all possible segmentations and

\[
\text{score}(s, w) = \prod_{i=1}^{|s|} \psi(l_{i-1}, l_i, w, b_i, e_i). \tag{2}
\]

Here, \( \psi(l_{i-1}, l_i, w, b_i, e_i) = e^{\psi(l_{i-1}, l_i, w, b_i, e_i)} \) where \( \psi(l_{i-1}, l_i, w, b_i, e_i) = \varphi_c(y_k, w'_k) \sum_{k=b_i}^{e_i} a_{yk} w'_k, \tag{3} \)

where \( w'_k \) is the feature vector of the \( k \)-th word, \( \varphi_c(y_k, w'_k) \) calculates the score of the \( k \)-th word being classified into word-level class \( y_k \), and \( a_{yk} \) is a weight parameter vector corresponding to class \( y_k \). For each word, \( w'_k \) is composed of word representation \( w_k \) and another two segment-level descriptions, i.e., (1) \( w_{e_i} - w_{b_i} \) which is derived based on the assumption that word representations in the same segment (e.g., “Barack Obama”) are closer to each other than otherwise (e.g., “Obama is”), and (2) \( \phi(k-b_i + 1) \) which is the embedding vector of the word index in a segment. Finally, we have \( w'_k = [w_k; w_{e_i} - w_{b_i}; \phi(k-b_i + 1)] \), where \( b_i \leq k \leq e_i \) and \([; ;]\) is a vector concatenation operation.

The training and decoding criteria of conventional SCRFs (Sarawagi and Cohen, 2005) are followed. The negative log-likelihood (NLL), i.e., \(-\log p(\hat{s}|w)\), is minimized to estimate the parameters of the HSCRF layer and the lower neural network layers that derive word representations. For decoding, the Viterbi algorithm is employed to obtain the optimal segmentation as

\[
s^* = \arg\max_{s' \in S} \log p(s'|m), \tag{4}
\]

where \( S \) contains all legitimate segmentations.

2.2 Jointly training and decoding using CRFs and HSCRFs

To further investigate the effects of word-level labels on the training of SCRFs, we integrate a CRF output layer and a HSCRF output layer into an unified neural network and train them jointly. These two output layers share the same sequence of word representations \( w \) which are extracted by lower neural network layers. Given both word-level and segment-level ground truth labels of training sentences, the model parameters are optimized by minimizing the summation of the loss functions of the CRF layer and the HSCRF layer with equal weights.
At decoding time, two label sequences, i.e., $s_c$ and $s_h$, for an input sentence can be obtained using the CRF output layer and the HSCRF output layer respectively. A naive joint decoding algorithm is also designed to make a selection between them. Assume the NLLs of measuring $s_c$ and $s_h$ using the CRF and HSCRF layers are $NLL_c$ and $NLL_h$ respectively. Then, we exchange the models and measure the NLLs of $s_c$ and $s_h$ by HSCRF and CRF and obtain another two values $NLL_{c,jh}$ and $NLL_{h,jc}$. We just naively assign the summation of $NLL_c$ and $NLL_{c,jh}$ to $s_c$, and the summation of $NLL_h$ and $NLL_{h,jc}$ to $s_h$. Finally, we choose the one between $s_c$ and $s_h$ with lower NLL sum as the final result.

3 Experiments

3.1 Dataset

We evaluated our model on the CoNLL 2003 English NER dataset (Sang and Meulder, 2003). This dataset contained four labels of named entities (PER, LOC, ORG and MISC) and label O for others. The existing separation of training, development and test sets was followed in our experiments. We adopted the same word-level tagging scheme as the one used in Liu et al. (2018) (e.g., BIOES instead of BIO). For better computation efficiency, the max segment length $L$ introduced in Section 2.1 was set to 6, which pruned less than 0.5% training sentences for building SCRFs and had no effect on the development and test sets.

3.2 Implementation

As shown in Fig. 1, the GloVe (Pennington et al., 2014) word embedding and the character encoding vector of each word in the input sentence were concatenated and fed into a bi-directional LSTM to obtain the sequence of word representations $w$. Two character encoding models, LM-BLSTM (Liu et al., 2018) and CNN-BLSTM (Ma and Hovy, 2016), were adopted in our experiments. Regarding with the top classification layer, we compared our proposed HSCRF with conventional word-level CRF and grSemi-CRF (GSCRF) (Zhuo et al., 2016), which was an SCRF using only segment-level information. The descriptions of the models built in our experiments are summarized in Table 1.

For a fair comparison, we implemented all models in the same framework using PyTorch library\(^2\). The hyper-parameters of the models are shown in Table 2 and they were selected according to the two baseline methods without fine-tuning. Each model in Table 1 was estimated 10 times and its mean and standard deviation of F1 score were reported considering the influence of randomness and the weak correlation between development set and test set in this task (Reimers and Gurevych, 2017).

3.3 Results

Table 1 lists the F1 score results of all built models on CoNLL 2003 NER task. Comparing model 3 with model 1/2 and model 9 with model 7/8, we can see that HSCRF performed better than CRF and GSCRF. The superiorities were significant since the $p$-values of $t$-test were smaller than 0.01. This implies the benefits of utilizing word-level labels when deriving segment scores in SCRFs. Comparing model 1 with model 4, 3 with 5, 7 with 10, and 9 with 11, we can see that the jointly training method introduced in Section 2.2 improved the performance of CRF and HSCRF significantly ($p < 0.01$ in all these four pairs). This may be attributed to that jointly training generates better word representations that can be shared by both CRF and HSCRF decoding layers. Finally, comparing model 6 with model 4/5 and model 12 with model 10/11, we can see the effectiveness of the jointly decoding algorithm introduced in Section 2.2 on improving F1 scores ($p < 0.01$ in all these four pairs). The LM-BLSTM-JNT model with jointly decoding achieved the highest F1 score among all these built models.

3.4 Comparison with existing work

Table 3 shows some recent results\(^3\) on the CoNLL 2003 English NER task. For the convenience of comparison, we also listed the maximum F1 scores among 10 repetitions when building our models. The maximum F1 score of our re-implemented CNN-BLSTM-CRF model was slightly worse than the one originally reported in Ma and Hovy (2016), but it was similar to the one reported in Reimers and Gurevych (2017).

\(^2\)http://pytorch.org/

\(^3\)It should be noticed that the results of Liu et al. (2018) were inconsistent with the original ones reported in their paper. According to its first author’s GitHub page (https://github.com/LiyuanLucasLiu/LM-LSTM-CRF), the originally reported results had errors due to some bugs. Here, we report the results after the bugs got fixed.
Table 1: Model descriptions and their performance on CoNLL 2003 NER task.

<table>
<thead>
<tr>
<th>No.</th>
<th>Model Name</th>
<th>Word Representation</th>
<th>Top Layer</th>
<th>Decoding Layer</th>
<th>F1 Score (±std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CNN-BLSTM-CRF</td>
<td>CNN-BLSTM-CRF</td>
<td>CRF</td>
<td>CRF</td>
<td>91.02 ± 0.08</td>
</tr>
<tr>
<td>2</td>
<td>CNN-BLSTM-GSCRF</td>
<td>CNN-BLSTM-GSCRF</td>
<td>GSCRF</td>
<td>GSCRF</td>
<td>91.06 ± 0.12</td>
</tr>
<tr>
<td>3</td>
<td>CNN-BLSTM-HSCRF</td>
<td>CNN-BLSTM-HSCRF</td>
<td>HSCRF</td>
<td>HSCRF</td>
<td>91.10 ± 0.12</td>
</tr>
<tr>
<td>4</td>
<td>CNN-BLSTM-JNT(CRF)</td>
<td>CNN-BLSTM-CRF+HSCRF</td>
<td>CRF</td>
<td>CRF</td>
<td>91.08 ± 0.12</td>
</tr>
<tr>
<td>5</td>
<td>CNN-BLSTM-JNT(HSCRF)</td>
<td>CNN-BLSTM-CRF+HSCRF</td>
<td>HSCRF</td>
<td>HSCRF</td>
<td>91.20 ± 0.10</td>
</tr>
<tr>
<td>6</td>
<td>CNN-BLSTM-JNT(JNT)</td>
<td>CNN-BLSTM-CRF+HSCRF</td>
<td>CRF+HSCRF</td>
<td>CRF+HSCRF</td>
<td>91.26 ± 0.10</td>
</tr>
<tr>
<td>7</td>
<td>LM-BLSTM-CRF</td>
<td>LM-BLSTM-CRF</td>
<td>CRF</td>
<td>CRF</td>
<td>91.17 ± 0.11</td>
</tr>
<tr>
<td>8</td>
<td>LM-BLSTM-GSCRF</td>
<td>LM-BLSTM-GSCRF</td>
<td>GSCRF</td>
<td>GSCRF</td>
<td>91.06 ± 0.05</td>
</tr>
<tr>
<td>9</td>
<td>LM-BLSTM-HSCRF</td>
<td>LM-BLSTM-HSCRF</td>
<td>HSCRF</td>
<td>HSCRF</td>
<td>91.27 ± 0.08</td>
</tr>
<tr>
<td>10</td>
<td>LM-BLSTM-JNT(CRF)</td>
<td>LM-BLSTM-CRF+HSCRF</td>
<td>CRF</td>
<td>CRF</td>
<td>91.24 ± 0.07</td>
</tr>
<tr>
<td>11</td>
<td>LM-BLSTM-JNT(HSCRF)</td>
<td>LM-BLSTM-CRF+HSCRF</td>
<td>HSCRF</td>
<td>HSCRF</td>
<td>91.34 ± 0.10</td>
</tr>
<tr>
<td>12</td>
<td>LM-BLSTM-JNT(JNT)</td>
<td>LM-BLSTM-CRF+HSCRF</td>
<td>CRF+HSCRF</td>
<td>CRF+HSCRF</td>
<td>91.38 ± 0.10</td>
</tr>
</tbody>
</table>

In the NER models listed in Table 3, Zhuo et al. (2016) employed some manual features and calculated segment scores by grConv for SCRF. Lample et al. (2016) and Ma and Hovy (2016) constructed character-level encodings using BLSTM and CNN respectively, and concatenated them with word embeddings. Then, the same BLSTM-CRF architecture was adopted in both models. Rei (2017) fed word embeddings into LSTM to obtain the word representations for CRF decoding and to predict the next word simultaneously. Similarly, Liu et al. (2018) input characters into LSTM to predict the next character and to get the character-level encoding for each word.

Table 2: Hyper-parameters of the models built in our experiments, where † indicates the ones when using LM-BLSTM for deriving word representations and ‡ indicates the ones when using CNN-BLSTM.

<table>
<thead>
<tr>
<th>Component</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>word-level embedding†</td>
<td>dimension</td>
<td>100</td>
</tr>
<tr>
<td>character-level embedding†</td>
<td>dimension</td>
<td>30</td>
</tr>
<tr>
<td>character-level LSTM†</td>
<td>depth</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>hidden size</td>
<td>300</td>
</tr>
<tr>
<td>highway network†</td>
<td>layer</td>
<td>1</td>
</tr>
<tr>
<td>word-level BLSTM†</td>
<td>depth</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>hidden size</td>
<td>300</td>
</tr>
<tr>
<td>word-level BLSTM‡</td>
<td>depth</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>hidden size</td>
<td>200</td>
</tr>
<tr>
<td>CNN‡</td>
<td>window size</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>filter number</td>
<td>30</td>
</tr>
<tr>
<td>ϕ(·)†‡</td>
<td>dimension</td>
<td>10</td>
</tr>
<tr>
<td>dropout†‡</td>
<td>learning rate</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>batch size</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>strategy</td>
<td>SGD</td>
</tr>
<tr>
<td></td>
<td>gradient clip</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>decay rate</td>
<td>1/(1+0.05t)</td>
</tr>
</tbody>
</table>

Table 3: Comparison with existing work on CoNLL 2003 NER task. The models labelled with * utilized external knowledge beside CoNLL 2003 training set and pre-trained word embeddings.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test Set F1 Score</th>
<th>Type</th>
<th>Value (±std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhuo et al. (2016)</td>
<td>reported</td>
<td>88.12</td>
<td></td>
</tr>
<tr>
<td>Lample et al. (2016)</td>
<td>reported</td>
<td>90.94</td>
<td></td>
</tr>
<tr>
<td>Ma and Hovy (2016)</td>
<td>reported</td>
<td>91.21</td>
<td></td>
</tr>
<tr>
<td>Rei (2017)</td>
<td>reported</td>
<td>86.26</td>
<td></td>
</tr>
<tr>
<td>Liu et al. (2018)</td>
<td>mean</td>
<td>91.24 ± 0.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>91.35</td>
<td></td>
</tr>
<tr>
<td>CNN-BLSTM-CRF</td>
<td>mean</td>
<td>90.92 ± 0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>91.04</td>
<td></td>
</tr>
<tr>
<td>LM-BLSTM-CRF</td>
<td>mean</td>
<td>91.17 ± 0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>91.30</td>
<td></td>
</tr>
<tr>
<td>CNN-BLSTM-JNT(JNT)</td>
<td>mean</td>
<td>91.26 ± 0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>91.41</td>
<td></td>
</tr>
<tr>
<td>LM-BLSTM-JNT(JNT)</td>
<td>mean</td>
<td>91.38 ± 0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>91.53</td>
<td></td>
</tr>
<tr>
<td>Luo et al. (2015)</td>
<td>reported</td>
<td>91.2</td>
<td></td>
</tr>
<tr>
<td>Chiu and Nichols (2016)</td>
<td>reported</td>
<td>91.62 ± 0.33</td>
<td></td>
</tr>
<tr>
<td>Tran et al. (2017)</td>
<td>reported</td>
<td>91.66</td>
<td></td>
</tr>
<tr>
<td>Peters et al. (2017)</td>
<td>reported</td>
<td>91.93 ± 0.19</td>
<td></td>
</tr>
<tr>
<td>Yang et al. (2017)</td>
<td>reported</td>
<td>91.26</td>
<td></td>
</tr>
</tbody>
</table>

Some of the models listed in Table 3 utilized external knowledge beside CoNLL 2003 training set and pre-trained word embeddings. Luo et al. (2015) proposed JERL model, which was trained on both NER and entity linking tasks simultaneously. Chiu and Nichols (2016) employed lexicon features from DBpedia (Auer et al., 2007). Tran et al. (2017) and Peters et al. (2017) utilized pre-trained language models from large corpus to model word representations. Yang et al. (2017) utilized transfer learning to obtain shared information from other tasks, such as chunking and POS tagging, for word representations.

From Table 3, we can see that our CNN-BLSTM-JNT and LM-BLSTM-JNT models with
<table>
<thead>
<tr>
<th>No.</th>
<th>Model Name</th>
<th>Entity Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>LM-BLSTM-CRF</td>
<td>91.68</td>
</tr>
<tr>
<td>8</td>
<td>LM-BLSTM-GSCRF</td>
<td>91.57</td>
</tr>
<tr>
<td>9</td>
<td>LM-BLSTM-HSCRF</td>
<td>91.65</td>
</tr>
<tr>
<td>12</td>
<td>LM-BLSTM-JNT(JNT)</td>
<td>91.73</td>
</tr>
</tbody>
</table>

Table 4: Model performance on CoNLL 2003 NER task for entities with different lengths.

jointly decoding both achieved state-of-the-art F1 scores among all models without using external knowledge. The maximum F1 score achieved by the LM-BLSTM-JNT model was 91.53%.

3.5 Analysis

To better understand the effectiveness of word-level and segment-level labels on the NER task, we evaluated the performance of models 7, 8, 9 and 12 in Table 3 for entities with different lengths. The mean F1 scores of 10 training repetitions are reported in Table 4. Comparing model 7 with model 8, we can see that GSCRF achieved better performance than CRF for long entities (with more than 4 words) but worse for short entities (with less than 3 words). Comparing model 7 with model 9, we can find that HSCRF outperformed CRF for recognizing long entities and meanwhile achieved comparable performance with CRF for short entities.

One possible explanation is that word-level labels may supervise models to learn word-level descriptions which tend to benefit the recognition of short entities. On the other hand, segment-level labels may guide models to capture the descriptions of combining words for whole entities which help to recognize long entities. By utilizing both labels, the LM-BLSTM-HSCRF model can achieve better overall performance of recognizing entities with different lengths. Furthermore, the LM-BLSTM-JNT(JNT) model which adopted jointly training and decoding achieved the best performance among all models shown in Table 4 for all entity lengths.

4 Conclusions

This paper proposes a hybrid semi-Markov conditional random field (HSCRF) architecture for neural sequence labeling, in which word-level labels are utilized to derive the segment scores in SCRFs. Further, the methods of training and decoding CRF and HSCRF output layers jointly are also presented. Experimental results on CoNLL 2003 English NER task demonstrated the effectiveness of the proposed HSCRF model which achieved state-of-the-art performance.
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Abstract

In this work, we discuss the importance of external knowledge for performing Named Entity Recognition (NER). We present a novel modular framework that divides the knowledge into four categories according to the depth of knowledge they convey. Each category consists of a set of features automatically generated from different information sources, such as a knowledge-base, a list of names, or document-specific semantic annotations. Further, we show the effects on performance when incrementally adding deeper knowledge and discuss effectiveness/efficiency trade-offs.

1 Introduction

Named Entity Recognition (NER) is the task of detecting named entity mentions in text and assigning them to their corresponding type. It is a crucial component in a wide range of natural language understanding tasks, such as named entity disambiguation (NED), question answering, etc.

Previous work (Ratinov and Roth, 2009) argued that NER is a knowledge-intensive task and used prior knowledge with outstanding results. In this work, we attempt to quantify to which extent external knowledge influences NER performance. Even though recent approaches have excelled in end-to-end neural methods, this paper aims to give transparency and user-comprehensible explainability. This is especially significant for industrial sectors (e.g., those heavily regulated) that require the use of transparent methods for which a particular decision is explainable.

We perform the study by devising a simple modular framework to exploit different sources of external knowledge. We divide the information sources into four different categories according to the depth of knowledge they convey, each one carrying more information than the previous. Each category is composed of a set of features that reflect the degree of knowledge contained in each source. Then, we feed a linear chain CRF, a transparent, widely used method used for NER.

We perform our experiments on two standard datasets by testing various combinations of knowledge categories. Our results indicate that the amount of knowledge is highly correlated with NER performance. The configurations with more external knowledge systematically outperform the more agnostic ones.

2 Knowledge Augmented NER

In the following section, we describe the four knowledge categories in detail. Table 1 gives an overview of the features on the categories that use external knowledge. The features were used to train a linear chain CRF, a simple and explainable method, proven to work well for NER (Finkel et al., 2005; Jun’ichi and Torisawa, 2007; Ratinov and Roth, 2009; Passos et al., 2014; Radford et al., 2015).

2.1 Knowledge Agnostic (A)

This category contains the “local” features, which can be extracted directly from text without any external knowledge. They are mostly of a lexical, syntactic or linguistic nature and have been well-studied in literature. We implement most of the features described in (Finkel et al., 2005):

1. The current word and words in a window of size 2; 2. Word shapes of the current word and words in a window of size 2; 3. POS tags in a window of size 2; 4. Prefixes (length three and four) and Suffixes (length one to four); 5. Presence of the current word in a window of size 4; (6)
Beginning of sentence.

2.2 Name-Based Knowledge (Name)
Here, the knowledge is extracted from a list of named entity names. These features attempt to identify patterns in names and exploit the fact that the set of distinct names is limited. We extracted a total of more than 20 million names from YAGO (Suchanek et al., 2007) and derived the following features:

Frequent mention tokens. Reflects the frequency of a given token in a list of entity names. We tokenized the list and computed frequencies. The feature assigns a weight to each token in the text corresponding to their normalized frequency. High weights should be assigned to tokens that indicate named entities. For instance, the top-5 tokens we found in English were “county”, “john”, “school”, “station” and “district”. All tokens without occurrences are assigned 0 weight.

Frequent POS Tag Sequences. Intends to identify POS sequences common to named entities. For example, person names tend to be described as a series of proper nouns, while organizations may have richer patterns. Both “Organization of American States” and “Union for Ethical Biop” share the pattern NNP-IN-NNP-NNP. We ranked the name POS tag sequences and kept the top 100. The feature is implemented by finding the longest matching sequences in the input text and marking whether the current token belongs to a frequent sequence or not.

2.3 Knowledge-Base-Based Knowledge (KB)

This category groups features extracted from a KB or an entity annotated corpus. They encode knowledge about named entities themselves or their usages. We implemented three features:

Type-infused Gazetteer Match. Finds the longest occurring token sequence in a type-specific gazetteer. It adds a binary indicator to each token, depending on whether the token is part of a sequence. We use 30 dictionaries distributed by (Ratinov and Roth, 2009) containing type-name information for English. These dictionaries can also be created automatically by mapping each dictionary to a set of KB types and extracting the corresponding names. This automatic generation is useful in multilingual settings, which we discuss in Section 3.5.

Wikipedia Link Probability. This feature measures the likelihood of a token being linked to a named entity Wikipedia page. The intuition is that tokens linked to named entity pages tend to be indicative of named entities. For instance, the token “Obama” is usually linked while “box” is not. The list of pages referring to named entities is extracted from YAGO. Given a token in the text, it is assigned the probability of being linked according to Eq. 1, where linkd(t) equals 1, if token t in document d is linked to another Wikipedia document. presentd equals 1 if t occurs in d.

\[
P_{\text{Wiki}}(t) = \frac{\sum_{d \in D} \text{link}_d(t)}{\sum_{d \in D} \text{present}_d(t)} \tag{1}
\]

Type Probability. Encodes the likelihood of a token belonging to a given type. It captures the idea that, for instance, the token “Obama” is more likely a person than a location. Given a set of entities C in YAGO with mentions M and tokens T, we calculate the probability of a class c \in C given a token t as in Eq. 2, where \( c(e) = 1 \) if entity e belongs to class c and \( c(e) = 0 \) otherwise. For each token in the text, we create one feature per type with the respective probability as its value.

\[
P(c|t) = \frac{\sum_{\text{mention}} M \sum_{\text{tokens}} T \sum_{c} c(e) \cdot P(c)}{\sum_{e} \sum_{\text{mention}} M \sum_{\text{tokens}} T \sum_{c} c(e) \cdot P(c)} \tag{2}
\]

Token Type Position. Reflects that tokens may appear in different positions according to the entity type. For instance, “Supreme Court of the United States”, is an organization and “United”
occurs at the end. In “United States”, a location, it occurs at the beginning. This helps with nested named entities.

This is implemented using the BILOU (Begin, Inside, Last, Outside, Unit) encoding (Ratinov and Roth, 2009), which tags each token with respect to the position in which it occurs. The number of features depends on the number of types in the dataset (4 BILU positions times \( n \) classes + O position). For each token, each feature receives the probability of a class given the token and position. The class probabilities are calculated as in Equation 2, incorporating also the token position.

As a result, for each token we now have a probability distribution over \( 4n + 1 \) classes. Take for instance the token “Obama”. We would expect it to have high probability for classes “B-Person” (i.e., last name in combination with first name) and “U-Person” (i.e., last name without first name). The probabilities for all other classes would be close to zero. In comparison, the word “box” should have high probability for class “O” and close to zero for all others, since we would not expect it to occur in many named entities.

2.4 Entity-Based Knowledge (Entity)

This category encodes document-specific knowledge about the entities found in text to exploit the association between NER and NED. Previous work showed that the flow of information between these generates significant performance improvements (Radford et al., 2015; Luo et al., 2015).

Comparatively, this module needs significantly more computational resources. It requires a first run of NED to generate document specific features, based on the disambiguated named entities. These features are used in a second run of NER.

Following (Radford et al., 2015), after the first run of NED, we create a set of document-specific gazetteers derived from the disambiguated entities. This information helps in the second round to find new named entities that were previously missed. Take the sentence “Some citizens of the European Union working in the United Kingdom do not meet visa requirements for non-EU workers after the uk leaves the bloc”. We can imagine that in the first round of NED European Union and United Kingdom can be easily identified but “EU” or the wrongly capitalized “uk” might be missed. After the disambiguation, we know that both entities are organizations and have the aliases EU and UK respectively. Then, in a second round it may be easier to spot mentions “EU” and “uk”.

After a first run of NER+NED, we extract all surface forms of the identified entities from YAGO. These are tokenized and assigned the type of the corresponding entity plus its BILOU position. For example, the surface form “Barack Obama” results in “Barack” and “Obama”, assigned to “B-Person” and “L-Person”. There are 17 binary features (BILU tags multiplied by four coarse-grained types + O tag), which fire when a token is part of a list that contains the mappings from tokens to type-BILOU pairs.

3 Evaluation

3.1 Experimental Setup

System Setup. To perform our study we use a linear-chain CRF (Lafferty et al., 2001). CRFs are transparent and widely used for NER (Finkel et al., 2005; Jun’ichi and Torisawa, 2007; Ratinov and Roth, 2009; Passos et al., 2014; Radford et al., 2015; Luo et al., 2015). The entity-based component was implemented using the AIDA (Hoffart et al., 2011) entity disambiguation system.

Datasets. We evaluate on two standard NER datasets CoNLL2003. (Sang and Meulder, 2003), a collection of English newswires covering entities with four types (PER, ORG, LOC, MISC) and MUC-7, a set of New York Times articles (Chinchor and Robinson, 1997) with annotations on three types of entities (PER, ORG, LOC).

3.2 Incremental knowledge

Here we analyze the impact of incrementally adding external knowledge. Fig. 1a shows four variants. Each contains the features corresponding to a given category plus all those from the lighter categories to the left. In all cases adding knowledge boosts \( F_1 \) performance. The effect is particularly strong for MUC-7-test which registered an overall increment of almost 10 points. In both datasets, the biggest boost is registered when the KB-based features are added. As a reference point, one of the best systems to date (Chiu and Nichols, 2016) (neural-based) achieves \( F_1 \) 91.62 on CoNLL2013-test, while our full-knowledge CRF reaches \( F_1 \) 91.12.

Fig. 1c shows the performance for each entity type on CoNLL2003. Again, there is a boost in all cases, especially organizations. Persons also improve significantly: At first they perform similar to
locations, but the successive increment is sharper. $F_1$ for persons achieves $F_1$ 96.03 and locations $F_1$ 92.13. The positive effect is quite significant for organizations ($F_1$ 80.86 to $F_1$ 89.32), while it is moderate for miscellaneous. Fig. 1d shows results by type for MUC-7-test. The positive effect is particularly strong for persons, improving more than 15 $F_1$ points (78.70 to 94.28). Interestingly, locations register a slight decline between KB and Entity (0.56 $F_1$ points).

Finally, Fig. 1b shows the performance over span detection, which is the span where the named entity occurs without taking type information into account. This is especially important for applications such as named entity disambiguation. It drops slightly for the name-based category, but it increases again as more knowledge is added. The effect is similar on both datasets.

### 3.3 Ablation

Table 2 shows different combinations of knowledge categories. The relatively small improvement from KB to Entity suggests that KB features are subsumed by the later. This is somehow expected as the entity specific information is extracted from the same KB and both rely on entity types. However, as we will see, this comes at a cost.

<table>
<thead>
<tr>
<th>Feature Categories</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A, Name, KB</td>
<td>88.73</td>
</tr>
<tr>
<td>A, Name, Entity</td>
<td>89.32</td>
</tr>
<tr>
<td>A, KB, Entity</td>
<td>91.09</td>
</tr>
<tr>
<td>All</td>
<td>91.12</td>
</tr>
</tbody>
</table>

Table 2: Ablation study by categories on CoNLL2003-test

### 3.4 Timing

The Entity-based component is by far the most expensive concerning timing performance. We measure 314ms, 494ms, 693ms, and 4139ms for A, Name, KB and Entity based features, respectively (Figure 2). Since KB-based features are ...
comparable in performance to the Entity-based features, but the latter are much more expensive, these findings allow practitioners to carefully decide whether the additional computational cost is worth the relatively small performance improvements. The modularity of our feature classes allows for optimal tuning of a system regarding effectiveness/efficiency trade-offs.

```

Figure 2: Timing experiments for CoNLL2003e-test in average milliseconds per document

3.5 Multilingualism

In order to demonstrate the general applicability of our approach, we implement our NER system for two additional languages, namely German and Spanish. All features for the Name, KB and Entity knowledge classes are derived from the respective language’s Wikipedia. Performance is evaluated on CoNLL2003g (Sang and Meulder, 2003) for German and CoNLL2002 (Tjong Kim Sang, 2002) for Spanish. Results can be found in Figure 3. Similar to the performance on English data, we can see that adding more external knowledge improves performance. For reference, we found that performance is close to the state-of-the art in both languages. Our system lags only 1.56 F₁ points on (Lample et al., 2016) in German and 1.98 F₁ points on (Yang et al., 2016) in Spanish.

4 Related Work

NER is a widely studied problem. Most of previous work rely on the use of CRFs (Finkel et al., 2005; Jun’ichi and Torisawa, 2007; Ratinov and Roth, 2009; Passos et al., 2014; Radford et al., 2015; Luo et al., 2015). A recent trend has achieved particularly good results modeling NER as an end-to-end task using neural networks (dos Santos and Guimaraes, 2015; Chiu and Nichols, 2016; Lample et al., 2016; Yang et al., 2016; Gillick et al., 2016). While this constitutes a big step forward, certain applications (e.g., in heavily regulated sectors) require a degree of explainability that neural approaches cannot yet provide.

Previous work has already regarded NER as a knowledge intensive task (Florian et al., 2003; Zhang and Johnson, 2003; Jun’ichi and Torisawa, 2007; Ratinov and Roth, 2009; Lin and Wu, 2009; Passos et al., 2014; Radford et al., 2015; Luo et al., 2015). Most of these works incorporate background knowledge in the form of entity-type gazetteers (Florian et al., 2003; Zhang and Johnson, 2003; Jun’ichi and Torisawa, 2007; Ratinov and Roth, 2009; Passos et al., 2014). Others, used external knowledge by exploiting the association between NER and NED (Durrett and Klein, 2014; Radford et al., 2015; Luo et al., 2015; Nguyen et al., 2016). In this study, we attempt to bring more light on the issue by quantifying the effect of different degrees of external knowledge. Our modular framework allows to test this intuition via novel feature sets that reflect the degree of knowledge contained in available knowledge sources.

5 Conclusion

We investigated the importance of external knowledge for performing Named Entity Recognition by defining four feature categories, each of which conveys a different amount of knowledge. In addition to commonly used features in existing literature, we defined four novel features that we incorporated into our category scheme. We experimentally showed that although more external knowledge leads to performance improvements, it comes at a considerable performance trade-off.

Figure 3: NER F₁ for German on CoNLL2003g dataset and Spanish on CoNLL2002 dataset.
```
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Abstract

News-related content has been extensively studied in both topic modeling research and named entity recognition. However, expressive power of named entities and their potential for improving the quality of discovered topics has not received much attention. In this paper we use named entities as domain-specific terms for news-centric content and present a new weighting model for Latent Dirichlet Allocation. Our experimental results indicate that involving more named entities in topic descriptors positively influences the overall quality of topics, improving their interpretability, specificity and diversity.

1 Introduction

News-centric content conveys information about events, individuals and other entities. Analysis of news-related documents includes identifying hidden features for classifying them or summarizing the content. Topic modeling is the standard technique for such purposes, and Latent Dirichlet Allocation (LDA) (Blei et al., 2003) is the most used algorithm, which models the documents as distribution over topics and topics as distribution over words. A good topic model is characterized by its coherence: any coherent topic should contain related words belonging to the same concept. A good topic must also be distinctive enough to include domain-specific content. For news-related texts domain-specific content can be represented by named entities (NE), describing facts, events and people involved in news and discussions. It explains the need to include named entities in topic modeling process.

The main contribution of this work is improving topic quality with LDA by increasing the importance of named entities in the model. The idea is to adapt the topic model to include more domain-specific terms (NE) in the topic descriptors. We designed our model to be flexible, in order to be used in different variations of LDA. We ultimately employ a term-weighting approach for the LDA input. Our results show that: i) named entities can serve as favorable candidates for high-quality topic descriptors, and ii) weighting model based on pseudo term frequencies is able to improve overall topic quality without the need to interfere with LDA’s generative process, which makes it adaptable to other LDA variations.

The paper is organized in the following manner: in Section 2 we present the related work; Section 3 describes the proposed solution and is followed by Section 4, where the details of evaluation process and results are outlined. We finish with Section 5, concluding the results and next steps.

2 Related Work

This section describes the related work in the area of topic modeling, specifically LDA.

2.1 Topic Modeling and Named Entities

Several works explored the relation between LDA and named entities in recent years. The most famous model is CorrLDA2 (Newman et al., 2006). It introduces two types of topics, general and entity, and represents word topics as a mixture of entity topics. Hu et al. (2013) reverses the concept, assuming that entities are critical for news-centric content. Their entity-centered topic model (ECTM) designs entity topics as a mixture of word topics and shows better results in entity prediction than CorrLDA2 (Hu et al., 2013). Both models, however, introduce significant changes to the LDA algorithm. In this paper we strive to incorporate named entities into LDA in a natural way, without affecting the generative algorithm, to keep it...
flexible and adaptable to any LDA variations.

Lau et al. (2013) study the impact of collocations on topic modeling and work with the input of LDA by replacing unigrams with collocations. Adding multword named entities, as a special type of collocations, enhanced the topic model for the tested dataset (Lau et al., 2013). Our work follows similar tokenization process, but goes further in improving the topic model by promoting named entities in it.

2.2 Topic Modeling and Term Weighting

Traditionally, the input of LDA is a document-term matrix of term frequencies (TF), according to the bag-of-words model (BoW). However, Wilson and Chew (2010) showed that point-wise mutual information (PMI) term weighting model can be successfully applied to eliminate stop words from topic descriptors. More weighting schemes were evaluated by Truica et al. (2016) and showed promising results for clustering accuracy. Therefore, term weighting approach in LDA can be beneficial for certain tasks. In this paper we introduce unnormalized TF-based weighting scheme using pseudo frequency as a way of increasing the weight of a term.

3 Proposed model

LDA model has been criticized for favoring highly frequent, general words in topic descriptors (O’Callaghan et al., 2015). This problem can be partly solved by eliminating domain-specific stop-words from the corpus. On the other hand, instead of narrowing the corpus, it may be more efficient to promote domain-specific important words, especially if such words can be identified automatically, like named entities. In this paper we deal with the online Variational Bayes version of the LDA algorithm from Hoffman et al. (2010), as alternative to collapsed Gibbs sampling, used by Wilson and Chew (2010) and Truica et al. (2016) to incorporate weights into the LDA model. In Hoffman et al. (2010) the authors demonstrate that the objective of the optimization relies only on the counts of terms in documents, and therefore documents can be summarized by their TF values. Our proposed model takes the TF scores as initial term weights (unnormalized). To increase the weight of a named entity we add a pseudo-frequency to its TF without changing the weights of other terms. This strengthens the chances of NE to appear in a topic descriptor, even if originally it was not mentioned often in the corpus. There are multiple ways of increasing the weights, e.g. we can promote all NE in the same proportion, or set their weights separately for each document in the corpus.

3.1 Independent Named Entity Promoting

NE Independent model assumes that all named entities in the corpus are $\alpha$ times more important than their initial weights (TF), i.e. they may not be the most important terms in the corpus, but they should weigh $\alpha$ times more than they do now. Therefore, for each column $m_w$ of document-term matrix $M$, we apply scalar multiplication:

$$m_w = \begin{cases} \alpha \cdot m_w & \text{if } w \text{ is NE} \\ m_w & \text{otherwise} \end{cases}$$

By varying $\alpha$, we can set the importance of named entities in the corpus and impact the outcome of topic modeling. The value need not be an integer, since typical LDA implementation can deal with any numbers. In Section 4 we provide results for several tested values of $\alpha$ parameter and discuss our findings.

3.2 Document Dependent Named Entity Promoting

While we want the topics produced by LDA to include more named entities as domain-specific words, we may assume that NE, in fact, should be the most important, i.e. the most frequent, terms in each document. In order to set the weights accordingly, the maximum term-frequency per document is calculated and added to each named entity’s weight in each document:

$$m_{dw} = \begin{cases} m_{dw} + \max_w m_{dw} & \text{if } w \text{ is NE} \\ m_{dw} & \text{otherwise} \end{cases}$$

This weighting scheme obliges named entities to be the "heaviest" terms in each document. At the same time, we do not change the weight of other frequent terms, so eventually they still have a high probability to make the top terms list.

4 Evaluation

We designed a series of tests to evaluate our proposed model: a) Baseline Unigram: basic model on the corpus consisting of single tokens
(no named entities involved); b) **Baseline NE**: basic model on the corpus with named entities (the strategy of injecting NE in all tests is replacement instead of supplementation, as suggested by Lau et al., 2013); c) **NE Independent**: independent named entity promoting model described in Section 3.1; and d) **NE Document Dependent**: document dependent named entity promoting model described in Section 3.2. We evaluate the tests using the topic quality measures presented below.

### 4.1 Dataset And Preprocessing

Our test corpora consists of news-related publicly-available datasets: 1) 20 Newsgroups\(^1\): widely studied by NLP research community dataset (Aletras and Stevenson, 2013; Truica et al., 2016; Wallach et al., 2009; Röder et al., 2015; Hu et al., 2013). Contains 18846 documents with messages discussing news, people, events and other entities. 2) Reuters-2013: a set of 14595 news articles from Reuters for year 2013, obtained from Financial News Dataset\(^2\), first compiled and used in (Ding et al., 2014). The documents in Reuters-2013 are generally longer than in 20 Newsgroups. For NE recognition we used NeuroNER\(^3\), a tool designed by Dernoncourt et al. (2016, 2017), trained on CONLL2003 dataset and recognizing four types of NE: person, location, organization and miscellaneous. The further preprocessing pipeline consists of classic steps used in topic modeling.

### 4.2 Topic Coherence

The term “topic coherence” covers a set of measures describing the quality of the topics regarding interpretability by a human. Most widely used measures are based on PMI (or NPMI, normalized) and log conditional probability, both of which rely on the co-occurrence of terms (Lau et al., 2013, 2014; O’Callaghan et al., 2015; Aletras and Stevenson, 2013; Newman et al., 2010; Mimno et al., 2011; Nikolenko, 2016; Nguyen et al., 2015; Syed and Spruit, 2017). Recently a study by Röder et al. (2015) put all known coherence measures into single framework, assessed their correlation with human ratings and discovered the best performing measure - previously unknown \(C_v\), based on cosine similarity of word vectors over a sliding window. We inferred the definition from Röder et al. (2015):

\[
C_v = \frac{1}{N} \sum_{t=1}^{N} \frac{1}{N_t} \sum_{i=1}^{N_t} \text{ncos}(\tilde{v}_{NPMI}(w_i), \tilde{v}_{NPMI}(W_t))
\]  

(3)

where \(N\) is the number of topics, \(W_t\) is the set of top \(N_t\) terms in topic \(t\), the vectors are defined as:

\[
\tilde{v}_{NPMI}(w_i) = \{ NPMI(w_i, w_j) \}_{j \in W_t}
\]  

(4)

\[
\tilde{v}_{NPMI}(W_t) = \{ \sum_{w_i \in W_t} NPMI(w_i, w_j) \}_{w_j \in W_t}
\]  

(5)

and the underlying measure is NPMI with probability \(P_{sw}\) over a sliding window. \(C_v\) with sliding window of 110 words (Röder et al., 2015) is the coherence measure we use in this paper.

Majority of studies also use a reference corpus like Wikipedia for calculating word frequencies and co-occurrences (Aletras and Stevenson, 2013; O’Callaghan et al., 2015; Lau et al., 2014; Röder et al., 2015; Yang et al., 2017). In our case the need for reference corpus is particularly significant, since we change natural frequencies of named entities in the corpus, therefore coherence will definitely decline if calculated on original data. For the tests we have preprocessed the dump of English Wikipedia from 2014/06/15 with the same pipeline as used for the test corpora.

### 4.3 Generality Measures

Coherence measures tend to favor topics with general highly frequent terms. As a result we end up with well understandable but quite generic topics. A good topic should also be specific enough to distinguish documents (O’Callaghan et al., 2015). Moreover, averaging the coherences of all topics may produce very good coherence for a model with many repeating words across topics. For covering these aspects of the topic quality we adopt two other measures.

**Exclusivity**: Represents the degree of overlap between topics, based on the appearance of terms in multiple descriptors (O’Callaghan et al., 2015). We define exclusivity as \(\frac{|W_u|}{|W|}\), where \(|W_u|\) is the number of unique terms and \(|W|\) is the total number of terms in topic descriptors.

**Lift**: Generally used for reranking the terms in descriptors (Taddy, 2012; Sievert and Shirley, 2014), lift is employed here as a topic quality metric. It is defined as \(\frac{\beta_t}{b_t}\), where \(\beta_t\) is the weight of word \(i\) in topic \(t\) and \(b_t\) is the probability of

\[1\] http://qwone.com/~jason/20Newsgroups/

\[2\] https://github.com/philipperemy/financial-news-dataset

\[3\] https://github.com/Franck-Dernoncourt/NeuroNER
word \( i \) in the reference corpus. The overall model measure is the average of the log-lift of descriptor terms and shows the degree of presence of non-general words in topics.

### 4.4 Results

Table 1 depicts the results of running the experiments\(^4\) with \( N = \{20, 50, 100\} \) topics and top 10 words used for the measures. Firstly, we can observe one common outcome: NE Independent (x10) model exhibited the best exclusivity and lift values across all tests, which is logical since this model enforced the biggest number of pseudo-frequent words to be in topic descriptors. However, the same model also showed the lowest coherence in all experiments. This confirms the secondary status of lift and exclusivity: the full performance of the model is decided by the combination of all three measures. From the table we can see that for 20 Newsgroups, Baseline Unigram model resulted in better coherence than Baseline NE. Previously Lau et al. (2013) showed that coherence (NPMI-based) is supposed to improve with NE replacement model. However, the goal of this work goes beyond just including named entities into LDA. We want to demonstrate that our weighting model increases the number of NE in topic descriptors, which makes them more understandable and diverse. For these purposes we use different coherence measure (Röder et al., 2015), and include additional NE type - miscellaneous, which was omitted in (Lau et al., 2013) though it contains some potentially important named entities. Hence, at the moment we do not compare our results with Lau et al. (2013). For each dataset we chose the baseline for comparison depending on

<table>
<thead>
<tr>
<th>Topics</th>
<th>Test</th>
<th>20 Newsgroups</th>
<th>Reuters-2013</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( C_v )</td>
<td>Lift</td>
<td>Excl.</td>
</tr>
<tr>
<td>20</td>
<td>Baseline Unigram</td>
<td>0.534</td>
<td>3.390</td>
</tr>
<tr>
<td></td>
<td>Baseline NE</td>
<td>0.503</td>
<td>3.273</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x1,3)</td>
<td>0.494</td>
<td>3.394</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x1,5)</td>
<td>0.527</td>
<td>3.464</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x2)</td>
<td>0.525</td>
<td>3.756</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x2,5)</td>
<td>0.539</td>
<td>3.779</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x5)</td>
<td>\textbf{0.543}</td>
<td>5.071</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x10)</td>
<td>0.486</td>
<td>\textbf{6.416}</td>
</tr>
<tr>
<td></td>
<td>NE Doc. Dependent</td>
<td>\textbf{0.543}</td>
<td>4.600</td>
</tr>
<tr>
<td>50</td>
<td>Baseline Unigram</td>
<td>0.492</td>
<td>2.882</td>
</tr>
<tr>
<td></td>
<td>Baseline NE</td>
<td>0.467</td>
<td>2.704</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x1,3)</td>
<td>0.476</td>
<td>2.825</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x1,5)</td>
<td>0.479</td>
<td>2.987</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x2)</td>
<td>0.471</td>
<td>3.394</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x2,5)</td>
<td>0.467</td>
<td>3.652</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x5)</td>
<td>0.437</td>
<td>5.243</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x10)</td>
<td>0.385</td>
<td>\textbf{6.693}</td>
</tr>
<tr>
<td></td>
<td>NE Doc. Dependent</td>
<td>\textbf{0.512}</td>
<td>4.951</td>
</tr>
<tr>
<td>100</td>
<td>Baseline Unigram</td>
<td>\textbf{0.486}</td>
<td>2.457</td>
</tr>
<tr>
<td></td>
<td>Baseline NE</td>
<td>0.478</td>
<td>2.248</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x1,3)</td>
<td>0.473</td>
<td>2.391</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x1,5)</td>
<td>0.467</td>
<td>2.499</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x2)</td>
<td>0.463</td>
<td>2.737</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x2,5)</td>
<td>0.453</td>
<td>3.108</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x5)</td>
<td>0.416</td>
<td>5.079</td>
</tr>
<tr>
<td></td>
<td>NE Independent (x10)</td>
<td>0.394</td>
<td>\textbf{6.622}</td>
</tr>
<tr>
<td></td>
<td>NE Doc. Dependent</td>
<td>0.478</td>
<td>4.310</td>
</tr>
</tbody>
</table>

Table 1: Topic quality results on the corpora

\(^4\)Tests were run with gensim: https://radimrehurek.com/gensim/
Table 2: Comparison of Baseline Unigram and NE Doc. Dependent topics for 20 Newsgroups

<table>
<thead>
<tr>
<th>Topic Baseline Unigram</th>
<th>$C_v$</th>
<th>Topic NE Doc. Dependent</th>
<th>$C_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>game, good, year, team, player, play, think, get, time, like</td>
<td>0.507</td>
<td>game, ne.espn, ne.nhl, player, team, ne_steve, think, run, play, good</td>
<td>0.565</td>
</tr>
<tr>
<td>game, san, espn, chicago, lose, new, won, day, york, road</td>
<td>0.488</td>
<td>ne.nhl, ne.brown, ne.tor, ne.cal, ne.flyers, team, ne.det, ne.rangers, ne.lindros, ne.edmonton</td>
<td>0.584</td>
</tr>
<tr>
<td>year, ar, know, hockey, league, slave, new, file, list, slip</td>
<td>0.291</td>
<td></td>
<td></td>
</tr>
<tr>
<td>space, launch, earth, mission, orbit, satellite, moon, planet, solar, spacecraft</td>
<td>0.816</td>
<td>ne.earth, ne.saturn, ne.pluto, ne.jupiter, ne.nasa, ne.venus, ne.mars, ne.galileo, ne.uranus, ne.sun</td>
<td>0.902</td>
</tr>
<tr>
<td>gun, file, control, firearm, research, crime, new, information, law, use</td>
<td>0.424</td>
<td>ne.nra, ne.united states, ne.congress, ne.federal, ne.code, ne.gun control, ne.senate, ne.section, ne.constitution, ne.hci</td>
<td>0.530</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Baseline Unigram and NE Doc. Dependent topics for 20 Newsgroups

coherence: Baseline Unigram for 20 Newsgroups, and Baseline NE for Reuters-2013.

In the majority of cases NE Document Dependent ended up being the optimal model for both datasets: while it did not perform best in terms of lift or exclusivity, it achieved the best or good enough coherence values, better lift and better or the same exclusivity as baseline models. The exceptions are 20 Newsgroupus with 20 topics, where NE Independent (x5) became the optimal model, and Reuters-2013 with 100 topics, where NE Independent (x1,3) performed the best for combination of all three measures. The only case where baseline model achieved superior coherence is 20 Newsgroups with $N = 100$, but we note that NE Document Dependent model came close in terms of coherence while having much better lift and exclusivity, therefore it can also be considered optimal. In general, NE Independent model showed improvement in coherence up to a certain value of $\alpha$ (different in each case), followed by a decline, reaching very low values for NE Independent (x10). On the other hand, NE Document Dependent model does not introduce new parameters into LDA and manages to achieve best performance in the majority of settings, thus being more stable and easy to use.

Table 2 demonstrates qualitative analysis on the individual topics from 20 Newsgroups, generated by Baseline Unigram, and their semantically closest counterparts from NE Document Dependent model. As evident from the table, baseline topics describe mostly abstract concepts of "sport", "space" and "gun control". From NE Document Dependent topics we get more specific descriptors, resulting in better coherence (as well as lift/exclusivity). It is worth particularly noting the names of the organizations (in bold), crucial to the corresponding topics, that, despite being unigrams, only appear in NE Document Dependent model, because they are not met often enough in the test corpus.

5 Conclusion

Presented results indicate that, firstly, our proposed model is capable of improving topic quality by only modifying the TF scores in the input of LDA in favor of named entities. This makes it applicable to any LDA-based models relying on the same input. Secondly, we have shown that named entities are well suited to be used as domain-specific terms and produce high-quality topics in news-related texts. Next steps in our research include experimenting with different weights for different categories of named entities, as well as adding new coherence measures, such as word2vec-based one, used by O’Callaghan et al. (2015).
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Abstract

We consider the task of detecting contractual obligations and prohibitions. We show that a self-attention mechanism improves the performance of a BILSTM classifier, the previous state of the art for this task, by allowing it to focus on indicative tokens. We also introduce a hierarchical BILSTM, which converts each sentence to an embedding, and processes the sentence embeddings to classify each sentence. Apart from being faster to train, the hierarchical BILSTM outperforms the flat one, even when the latter considers surrounding sentences, because the hierarchical model has a broader discourse view.

1 Introduction

Legal text processing (Ashley, 2017) is a growing research area, comprising tasks such as legal question answering (Kim and Goebel, 2017), contract element extraction (Chalkidis et al., 2017), and legal text generation (Alschnerd and Skougarevskiy, 2017). We consider obligation and prohibition extraction from contracts, i.e., detecting sentences (or clauses) that specify what should or should not happen (Table 1). This task is important for legal firms and legal departments, especially when they process large numbers of contracts to monitor the compliance of each party. Methods that would automatically identify (e.g., highlight) sentences (or clauses) specifying obligations and prohibitions would allow lawyers and paralegals to inspect contracts more quickly. They would also be a step towards populating databases with information extracted from contracts, along with methods that extract contractors, particular dates (e.g., start and end dates), applicable law, legislation references etc. (Chalkidis and Androutsopoulos, 2017).

Figure 1: Heatmap visualizing the attention scores of BILSTM-ATT for some examples of Table 1.

Obligation and prohibition extraction is a kind of deontic sentence (or clause) classification (O’Neill et al., 2017). Different firms may use different or finer deontic classes (e.g., distinguishing between payment and delivery obligations), but obligations and prohibitions are the most common coarse deontic classes. Using similar classes, O’ Neill et al. (2017) reported that a bidirectional LSTM (BILSTM) classifier (Graves et al., 2013) outperformed several others (including logistic regression, SVM, AdaBoost, Random Forests) in legal sentence classification, possibly because long-term dependencies (e.g., modal verbs or negations interacting with distant dependents) are common and crucial in legal texts, and LSTMs can cope with long-term dependencies better than methods relying on fixed-size context windows.

We improve upon the work of O’ Neill et al. (2017) in four ways. First, we show that self-attention (Yang et al., 2016) improves the performance of the BILSTM classifier, by allowing the system to focus on indicative words (Fig 1). Second, we introduce a hierarchical BILSTM, where a first BILSTM processes each sentence word by
Table 1: Examples of sentences and clauses, with human annotations of classes. Terms that are highly indicative of the classes are shown in bold and underlined here, but are not marked by the annotators.

Table 2: Sentences/clauses after sentence splitting.

2 Data

We experimented with a dataset containing 6,385 training, 1,595 development, and 1,420 test sections (articles) from the main bodies (excluding introductions, covers, recitals) of 100 randomly selected English service agreements. The sections were preprocessed by a sentence splitter, which in clause lists (Examples 4–6 in Table 1) treats the introductory clause and each nested clause as separate sentences, since each nested clause may belong in a different class.\(^2\)

The splitter produced 31,545 training, 8,036 development, and 5,563 test sentences/clauses. Table 2 shows their distribution in the six gold (correct) classes. Each section was annotated by a single law student (5 students in total). All the annotations were checked and corrected by a single paralegal expert, who produces annotations of this kind on a daily basis, based on strict guidelines of the firm that provided the data.

We used pre-trained 200-dimensional word embeddings and pre-trained 25-dimensional POS tag embeddings, obtained by applying \texttt{word2vec} (Mikolov et al., 2013) to approx. 750k and 50k English contracts, respectively, as in our previous work (Chalkidis et al., 2017). We also pre-trained 5-dimensional token shape embeddings (e.g., all capitals, first letter capital, all digits), obtained as in our previous work (Chalkidis and Androutsopoulos, 2017). Each token is represented by the concatenation of its word, POS, shape embeddings (Fig. 2, bottom). Unknown tokens are mapped to

\(^1\)The splitting of the dataset into training, development, and test subsets was performed by first agglomeratively clustering all sections (articles) based on Levenshtein distance, and then assigning entire clusters to the training, development, or test subset, to avoid having similar sections (e.g., based on boilerplate clauses) in different subsets.

\(^2\)We use NLTK’s splitter (http://www.nltk.org/), with additional post-processing based on regular expressions.

\(^3\)There are at most 15 sentences/clauses per section in the training set. We hope to make the dataset, or a similar anonymized one, publicly available in the near future, but the dataset is currently not available due to confidentiality issues.

<table>
<thead>
<tr>
<th>No.</th>
<th>Gold Class</th>
<th>Sentences/Clauses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Obligation</td>
<td>The Supplier is obliged to meet and comply with the Approved Requirements. Details shall be determined in the individual contracts.</td>
</tr>
<tr>
<td>2</td>
<td>Prohibition</td>
<td>No Provider staff will provide services to any Customer Competitor. Provider will take such measures to prevent these actions.</td>
</tr>
<tr>
<td>3</td>
<td>Prohibition</td>
<td>Provider is not entitled to suspend this Agreement prior to the lapse of the fifth year.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gold Class</th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>15,401</td>
<td>3,905</td>
<td>4,141</td>
</tr>
<tr>
<td>Obligation</td>
<td>11,003</td>
<td>2,880</td>
<td>970</td>
</tr>
<tr>
<td>Prohibition</td>
<td>1,172</td>
<td>314</td>
<td>108</td>
</tr>
<tr>
<td>Obligation List Intro</td>
<td>8,285</td>
<td>203</td>
<td>70</td>
</tr>
<tr>
<td>Obligation List Item</td>
<td>2888</td>
<td>726</td>
<td>255</td>
</tr>
<tr>
<td>Prohibition List Item</td>
<td>251</td>
<td>28</td>
<td>19</td>
</tr>
<tr>
<td>Total</td>
<td>31,545</td>
<td>8,036</td>
<td>5,563</td>
</tr>
</tbody>
</table>

The splitting of the dataset into training, development, and test subsets was performed by first agglomeratively clustering all sections (articles) based on Levenshtein distance,
pre-trained POS-specific ‘unk’ embeddings (e.g., ‘unk-n’, ‘unk-vb’). The dataset of Table 2 has no overlap with the corpus of contracts that was used to pre-train the embeddings.

3 Methods

**BILSTM:** The first classifier we considered processes a single sentence (or clause) at a time. It feeds the concatenated word, POS, shape embeddings ($e_1, \ldots, e_n \in \mathbb{R}^{2\times300}$) of the tokens $w_1, w_2, \ldots, w_n$ of the sentence to a forward LSTM, and (in reverse order) to a backward LSTM, obtaining the forward and backward hidden states ($\overrightarrow{h}_1, \ldots, \overrightarrow{h}_n \in \mathbb{R}^{300}$ and $\overleftarrow{h}_1, \ldots, \overleftarrow{h}_n \in \mathbb{R}^{300}$). The concatenation of the last states ($h = [\overrightarrow{h}_n; \overleftarrow{h}_1]$) is fed to a multinomial Logistic Regression (LR) layer, which produces a probability per class.

![Figure 2: BILSTM with self-attention (ATT) nodes used on its own (BILSTM-ATT) or as the sentence encoder of the hierarchical BILSTM (H-BILSTM-ATT, Fig. 3). In X-BILSTM-ATT, the two LSTM chains also consider the words of surrounding sentences. The red dashed line is a drop-out layer.](image)

**BILSTM-ATT:** When self-attention is added (Fig. 2), the sentence (or clause) is represented by the weighted sum ($h$) of the hidden states ($h_t = [\overrightarrow{h}_t; \overleftarrow{h}_t] \in \mathbb{R}^{600}$) of the BILSTM, where $a_1, \ldots, a_n \in \mathbb{R}$ are attention scores, $v \in \mathbb{R}^{600}$, $b \in \mathbb{R}$:

\[
\begin{align*}
    h &= a_1 h_1 + \cdots + a_n h_n \quad (1) \\
    a'_t &= \tanh(v^T h_t + b) \quad (2) \\
    a_t &= \text{softmax}(a'_t; a'_1, \ldots, a'_n) \quad (3)
\end{align*}
\]

Again, $h$ is then fed to a multinomial LR layer. Figure 1 visualizes the attention scores ($a_1, \ldots, a_n$) of BILSTM-ATT when reading some of the sentences (or clauses) of Table 1. The attention scores are higher for modals, negations, words that indicate obligations or prohibitions (e.g., ‘obliged’, ‘only’), and tokens indicating nested clauses (e.g., ‘(a), ’; ‘;’), which allows BILSTM-ATT to focus more on these tokens (the corresponding states) when computing the sentence representation ($h$).

**X-BILSTM-ATT:** In an extension of BILSTM-ATT, called X-BILSTM-ATT, the BILSTM chain is fed with the token embeddings ($e_i$) not only of the sentence being classified, but also of the previous (and following) tokens (faded parts of Fig. 2), up to 150 previous (and 150 following) tokens, 150 being the maximum sentence length in the dataset. This might allow the BILSTM chain to ‘remember’ key parts of the surrounding sentences (e.g., a previous clause ending with ‘shall not:’) when producing the context-aware embeddings (states $h_t$) of the current sentence. The self-attention mechanism still considers the states ($h_t$) of the tokens of the current sentence only, and the sentence representation ($h$) is still computed as in Eq. 1.

**H-BILSTM-ATT:** The hierarchical BILSTM classifier, H-BILSTM-ATT, considers all the sentences (or clauses) of an entire section. Each sentence (or clause) is first turned into a sentence embedding ($h \in \mathbb{R}^{600}$), as in BILSTM-ATT (Fig. 2). The sequence of sentence embeddings is then fed to a second BILSTM (Fig. 3), whose hidden states ($h^{(2)}_t = [\overrightarrow{h}^{(2)}_t; \overleftarrow{h}^{(2)}_t] \in \mathbb{R}^{600}$) are treated as context-aware sentence embeddings. The latter are passed on to a multinomial LR layer, producing a probability per class, for each sentence (or clause) of the section. We hypothesized that H-BILSTM-ATT would perform better, because it considers an entire section at a time, and salient information about a sentence or clause (e.g., that the opening clause of a list contains a negation or modal) can be ‘condensed’ in its sentence embedding and interact with the sentence embeddings of distant sentences or clauses (e.g., a nested clause several clauses after the opening one) in the upper BILSTM (Fig. 3).

---

4Memory constraints did not allow including more tokens. We used a single NVIDIA 1080 GPU. All methods were implemented using KERAS (https://keras.io/) with a TENSORFLOW backend (https://www.tensorflow.org/). We padded each sentence to the maximum length.
The hierarchical H-BILSTM-ATT clearly outperforms the other three methods, supporting the hypothesis that considering entire sections and allowing the sentence embeddings to interact in the upper BILSTM (Fig. 3) is beneficial. Notice that the three flat methods (BILSTM, BILSTM-ATT, X-BILSTM-ATT) obtain particularly lower F1 and AUC scores, compared to H-BILSTM-ATT, in the classes that correspond to nested clauses (obligation list item, prohibition list item). This is due to the fact that the flat methods have no (or only limited, in the case of X-BILSTM-ATT) view of the previous sentences, which often indicate if a nested clause is an obligation or prohibition (see, for example, examples 4–6 in Table 1).

H-BILSTM-ATT is also much faster to train than BILSTM and BILSTM-ATT (Table 4), even though it has more parameters, because it converges faster (5-7 epochs vs. 12-15). X-BILSTM-ATT is particularly slow, because its BILSTM processes the same sentences multiple times, when they are classified and when they are neighboring sentences.

Table 4: Training times and parameters to learn.

<table>
<thead>
<tr>
<th>Network</th>
<th>Training Time</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>BILSTM</td>
<td>2h 30m</td>
<td>1.278M</td>
</tr>
<tr>
<td>BILSTM-ATT</td>
<td>2h 30m</td>
<td>1.293M</td>
</tr>
<tr>
<td>X-BILSTM-ATT</td>
<td>2h 45m</td>
<td>1.299M</td>
</tr>
<tr>
<td>H-BILSTM-ATT</td>
<td>2h 30m</td>
<td>1.873M</td>
</tr>
</tbody>
</table>

5 We resample the drop-out mask at each time-step.
Kiyavitskaya et al. (2008) used grammars, word lists, and heuristics to extract rights, obligations, exceptions, and other constraints from US and Italian regulations.

Asooja et al. (2015) employed SVMs with $n$-gram and manually crafted features to classify paragraphs of money laundering regulations into five classes (e.g., enforcement, monitoring, reporting), experimenting with 212 paragraphs.

In previous work (Chalkidis et al., 2017; Chalkidis and Androutsopoulous, 2017) we focused on extracting contract elements (e.g., contractor names, legislation references, start and end dates, amounts), a task which is similar to named entity recognition. The best results were obtained by stacked BILSTMs (Irsoy and Cardie, 2014) or stacked BILSTM-CRF models (Ma and Hovy, 2016); hierarchical BILSTMs were not considered. By contrast, in this paper we considered obligation and prohibition extraction, treating it as a sentence (or clause) classification task, and showing the benefits of employing a hierarchical BILSTM model that considers both the sequence of words in each sentence and the sequence of sentences.

Yang et al. (2016) proposed a hierarchical RNN with self-attention to classify texts. A first bidirectional RNN turns the words of each sentence to a sentence embedding, and a second one turns the sentence embeddings to a document embedding, which is fed to an LR layer. Yang et al. use self-attention in both RNNs, to assign attention scores to words and sentences. We classify sentences (or clauses), not entire texts, hence our second BILSTM does not produce a document embedding and does not use self-attention. Also, Yang et al. experimented with reviews and community question answering logs, whereas we considered legal texts.

Hierarchical RNNs have also been developed for multilingual text classification (Pappas and Popescu-Belis, 2017), language modeling (Lin et al., 2015), and dialogue breakdown detection (Xie and Ling, 2017).

6 Conclusions and Future Work

We presented the legal text analytics task of detecting contractual obligations and prohibitions. We showed that self-attention improves the performance of a BILSTM classifier, the previous state of the art in this task, by allowing the BILSTM to focus on indicative tokens. We also introduced a hierarchical BILSTM (also using attention), which converts each sentence to an embedding, and then processes the sentence embeddings to classify each sentence. Apart from being faster to train, the hierarchical BILSTM outperforms the flat one, even when the latter considers the surrounding sentences, because the hierarchical model has a broader view of the discourse.

Further performance improvements may be possible by considering deeper self-attention mechanisms (Pavlopoulos et al., 2017), stacking BILSTMs (Irsoy and Cardie, 2014), or pre-training the BILSTMs with auxiliary tasks (Ramachandran et al., 2017). The hierarchical BILSTM with attention of this paper may also be useful in other sentence, clause, or utterance classification tasks, for example in dialogue turn classification (Xie and Ling, 2017), detecting abusive user comments in on-line discussions (Pavlopoulos et al., 2017), and discourse segmentation (Hearst, 1997). We would also like to investigate replacing its BILSTMs with sequence-labeling CNNs (Bai et al., 2018), which may lead to efficiency improvements.
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Abstract

We present a paper abstract writing system based on an attentive neural sequence-to-sequence model that can take a title as input and automatically generate an abstract. We design a novel Writing-editing Network that can attend to both the title and the previously generated abstract drafts and then iteratively revise and polish the abstract. With two series of Turing tests, where the human judges are asked to distinguish the system-generated abstracts from human-written ones, our system passes Turing tests by junior domain experts at a rate up to 30% and by non-expert at a rate up to 80%.

1 Introduction

Routine writing, such as writing scientific papers or patents, is a very common exercise. It can be traced back to the “Eight legged essay”, an austere writing style in the Ming-Qing dynasty. We explore automated routine writing, with paper abstract writing as a case study. Given a title, we aim to automatically generate a paper abstract. We hope our approach can serve as an assistive technology for human to write paper abstracts more efficiently and professionally, by generating an initial draft for humans further editing, correction and enrichment.

A scientific paper abstract should always focus on the topics specified in the title. However, a typical recurrent neural network (RNN) based approach easily loses focus. Given the title “An effective method of using Web based information for Relation Extraction” from Keong and Su (2008), we compare the human written abstract and system generated abstracts in Table 1. The LSTM_LM baseline generated abstract misses the key term “Web” mentioned in the paper title. We introduce a title attention (Bahdanau et al., 2015; Luong et al., 2015) into a sequence-to-sequence model (Sutskever et al., 2014; Cho et al., 2014) to guide the generation process so the abstract is topically relevant to the given title, as shown in the “Seq2seq with attention” row of Table 1.

Previous work usually models natural language generation as a one-way decision problem, where models generate a sequence of tokens as output and then moves on, never coming back to modify or improve the output. However, human writers usually start with a draft and keep polishing and revising it. As C. J. Cherryh once said, “it is perfectly okay to write garbage - as long as you edit brilliantly.” We model abstract generation as a conditioned, iterative text generation problem and design a new Writing-editing Network with an Attentive Revision Gate to iteratively examine, improve, and edit the abstract with guidance from the paper title as well as the previously generated abstract. A result of the Writing-editing Network is shown in Table 1, where we can see that the initial draft contains more topically relevant and richer concepts than the title, such as the term ‘IE’. By adding this initial draft as feedback and guidance, it eases the next generation iteration, allowing the model to focus on a more limited learning space, and generate more concise and coherent abstracts.

∗Qingyun Wang and Zhihao Zhou contributed equally to this work.

1https://www.goodreads.com/quotes/398754-it-is-perfectly-okay-to-write-garbage–as-long-as-you
An effective method of using Web based information for Relation Extraction (Keong and Su, 2008)

Table 1: Human and system generated abstracts for the same title.

<table>
<thead>
<tr>
<th>Title</th>
<th>Human written abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td>Draft</td>
<td>An effective method of using Web based information for Relation Extraction (Keong and Su, 2008)</td>
</tr>
<tr>
<td>LSTM LM</td>
<td>We propose a method that incorporates paraphrase information from the Web to boost the performance of a supervised relation extraction system. Contextual information is extracted from the Web using a semi-supervised process, and summarized by skip-bigram overlap measures over the entire extract. This allows the capture of local contextual information as well as more distant associations. We observe a statistically significant boost in relation extraction performance.</td>
</tr>
<tr>
<td>Seq2seq with attention (Initial Draft)</td>
<td>This paper proposes a method for automatic extraction of salient information from an original text. Our method shows promising results in which a noun clustering is employed. The relation is then be applied to the relation extraction task.</td>
</tr>
<tr>
<td>Writing-editing Networks (Final Draft)</td>
<td>In this paper we focus on the task of extracting the most commonly used Web pages in named entity recognition (IE) information from a large corpus of news articles. In particular, we propose a new kernel method that can be applied to a large collection of Web pages by automatic detection of labeled and unlabeled data. Our method is very simple and because the related method of using the data to be used as a guide as a source of information for the topic detection and classification can be applied, but often fail at improving the performance by combining relations and previous methods. In this method, the co-occurrence counts and the occurrences of each relation are not statistically significant, but also that it is possible to contribute to entity relations with a term in a variety of topics.</td>
</tr>
</tbody>
</table>

2 Approach

In this section, we describe our “Writing-editing Network” (Figure 1). The writing network takes a title as input and generates the first abstract draft. The editing network takes both the title and previous draft as input to iteratively proof-read, improve, and generate new versions.

2.1 Writing Network

Our Writing Network is based on an attentive sequence-to-sequence model. We use a bi-directional gated recurrent unit (GRU) (Cho et al., 2014) as an encoder, which takes a title \( T = \{w_1, \ldots, w_K\} \) as input. For each token, \( w_k \), the encoder produces a hidden state, \( h_{w_k}. \)

We employ a GRU as our decoder to generate the draft abstract \( X^{(0)} = \{x^{(0)}_1, \ldots, x^{(0)}_N\}. \) To capture the correlation between the title, \( T \), and the abstract draft, \( X^{(0)} \), we adopt a soft-alignment attention mechanism (Bahdanau et al., 2015), which enables the decoder to focus on the most relevant words from the title. At the \( n^{th} \) decoder step, we apply the soft attention to the encoder hidden states to obtain an attentive title context vector, \( \tau_n. \)

\[
\tau_n = \sum_{k=1}^{K} \alpha_{n,k} h_{w_k} \tag{1}
\]

\[
\alpha_{n,k} = \text{softmax} \left( f \left( s_{n-1}, h_{w_k} \right) \right)
\]

where \( s_{n-1} \) is the \( n-1^{th} \) hidden state, \( s_0 = h_{w_K} \) which is the last hidden state of the encoder, and \( f \) is a function that measures the relatedness of word \( w_k \) in the title and word \( x^{(0)}_{n-1} \) in the output abstract.
The decoder then generates the $n^{th}$ hidden state, $s_n$, which is given by:

$$s_n = \text{GRU}(x_{n-1}^{(0)}, s_{n-1}, \tau_n)$$

$$p(x_n | x_{1..n-1}, w_1:k) = g(s_{n-1}, s_n, \tau_n)$$

(2)

where the function $g$ is a softmax classifier, which is used to find the next word, $x_n^{(0)}$, by selecting the word of maximum probability.

### 2.2 Editing Network

The concepts contained in the titles are usually limited, so the learning space for the generator is huge, which hinders the quality of the generated abstract. Compared to the title, the generated abstracts contain more topically relevant concepts, and can provide better guidance. Therefore, we design an Editing Network, which, besides the title, also takes the previously generated abstract as input and iteratively refines the generated abstract. The Editing Network follows an architecture similar to the Writing Network.

Given an initial draft, $X^{(0)}$, from the Writing Network, we use a separate bi-directional GRU encoder, to encode each input and iteratively refines the generated abstract.

At the $n^{th}$ decoder step, we compute an attentive draft context vector, $c_t$, by applying the same soft attention function from Eq. (1) to the encoded draft representations, $\{h_{x_n^{(0)}}, \ldots, h_{x_n^{(0)}}\}$, using decoder state $s_{n-1}$. We also recompute the attentive title context vector, $\tau_n$, with the same soft attention, though these attentions do not share weights. Intuitively, this attention mechanism allows the model to proofread the previously generated abstract and improve it by better capturing long-term dependency and relevance to the title. We incorporate $c_t$ into the model through a novel **Attentive Revision Gate** that adaptively attends to the title and the previous draft at each generation step:

$$r_n = \sigma(W_{r,c}c_n + W_{r,\tau}\tau_n + b_r)$$

(3)

$$z_n = \sigma(W_{z,c}c_n + W_{z,\tau}\tau_n + b_z)$$

(4)

$$\rho_n = \tanh (W_{r,c}c_n + z_n \odot (W_{\rho,\tau}\tau_n + b_p))$$

(5)

$$a_n = r_n \odot c_n + (1 - r_n) \odot \rho_n$$

(6)

where all $W$ and $b$ are learned parameters. With the attention vector, $a_n$, we compute the $n^{th}$ token with the same decoder as in section 2.1, yielding another draft $X^{(1)} = \{x_1^{(1)}, \ldots, x_T^{(1)}\}$. We repeat this process for $d$ iterations. In our experiments, we set $d$ to 2 and found it to work best.

### 3 Experiments

#### 3.1 Data and Hyperparameters

We select NLP as our test domain because we have easy access to data and domain experts for human judges. We collected a data set of 10,874 paper title and abstract pairs from the ACL Anthology Network (until 2016) for our experiments. We randomly dividing them into training (80%), validation (10%), and testing (10%) sets. On average, each title and abstract include 9 and 116 words, respectively. Our model has 512 dimensional word embeddings, 512 encoder hidden units, and 1,024 decoder hidden units.

#### 3.2 Method Comparison

<table>
<thead>
<tr>
<th>Method</th>
<th>METEOR</th>
<th>ROUGE-L</th>
<th>HUMAN PREFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-LM</td>
<td>8.7</td>
<td>15.1</td>
<td>0</td>
</tr>
<tr>
<td>Seq2seq</td>
<td>13.5</td>
<td>19.2</td>
<td>22</td>
</tr>
<tr>
<td>ED(1)</td>
<td>13.3</td>
<td>20.3</td>
<td>30</td>
</tr>
<tr>
<td>ED(2)</td>
<td>14.0</td>
<td>19.8</td>
<td>48</td>
</tr>
</tbody>
</table>

Table 2: Method Comparison (%).

<table>
<thead>
<tr>
<th>System</th>
<th>Overall</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLP</td>
<td>98.2</td>
<td>78.6</td>
<td>62.2</td>
<td>42.2</td>
<td>17.9</td>
<td>7.7</td>
<td>4.1</td>
</tr>
<tr>
<td>Human</td>
<td>94.4</td>
<td>94.4</td>
<td>76.3</td>
<td>67.3</td>
<td>50.0</td>
<td>13.9</td>
<td>6.6</td>
</tr>
</tbody>
</table>

Table 3: Plagiarism Check: Percentage (%) of n-grams in test abstracts generated by system/human which appeared in training data.

We include an LSTM Language Model (Sundermeyer et al., 2012) (LSTM-LM) and a Seq2seq with Attention (Seq2seq) model as our baselines and compare them with the first (ED(1)) and second revised draft (ED(2)) produced by the Writing-editing Network.

Table 2 presents METEOR (Denkowski and Lavie, 2014) and ROUGE-L (Lin, 2004) scores for each method, where we can see score gains on

4https://github.com/EagleW/ACL_titles_abstracts_dataset
5http://clair.eecs.umich.edu/aan/index.php
both metrics from the Editing Mechanism. Additionally, 10 NLP researchers manually assess the quality of each method. We randomly selected 50 titles and applied each model to generate an abstract. We then asked human judges to choose the best generated abstract for each title and computed the overall percentage of each model being preferred by human, which we record as Human Preference. The criteria the human judges adopt include topical relevance, logical coherence, and conciseness. Table 2 shows that the human judges strongly favor the abstracts from our ED(2) method.

We also conduct a plagiarism check in Table 3, which shows that 93.4% of 6-grams generated by ED(2) did not appear in the training data, indicating that our model is not simply copying. The 6-grams borrowed by both our model and human include “word sense disambiguation (wsd)”, “support vector machines (svm)”, “show that our approach is feasible”, and “we present a machine learning approach”. However, human writing is still more creative. The uni-grams and bi-grams that appear in human written test abstracts but not in the training set include “android”, “ascii”, “p2p”, “embellish”, “supervision bottleneck”, “medical image”, “online behaviors”, and “1,000 languages”.

### 3.3 Impact of Editing Mechanism

<table>
<thead>
<tr>
<th>n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>METEOR</td>
<td>13.3</td>
<td>14.0</td>
<td>13.6</td>
<td>13.9</td>
<td>13.8</td>
<td>13.5</td>
</tr>
<tr>
<td>ROUGE-L</td>
<td>20.3</td>
<td>19.8</td>
<td>18.6</td>
<td>19.2</td>
<td>18.9</td>
<td>18.8</td>
</tr>
</tbody>
</table>

Table 5: Iteration comparison (%)

We trained and evaluated our editing approach with 1-6 iterations and the experimental results (Table 5) showed that the second iteration produced the best results. The reason may be as follows. The attentive revision gate incorporates the knowledge from the paper title and the previous generated abstract. As the editing process iterates, the knowledge pool will diverge since in each iteration the generated abstract may introduce some irrelevant information. Empirically the second iteration achieved a good trade-off between good quality of generated abstract and relevance with topics in the title.

### 3.4 Turing Test

We carried out two series of Turing tests, where the human judges were asked to distinguish the fake (system-generated) abstracts from the real (human-written) ones. (1) Abstracts for different titles. We asked the human judges to identify the fake abstract from a set of \( N - 1 \) real ones (i.e., \( N \) choose 1 question). A test is passed when a human judge mistakenly chooses a real abstract. (2) Abstracts for the same title. We asked the human judges to choose the real abstract from a set of \( N - 1 \) fake ones. A test is passed when a human judge mistakenly chooses a fake abstract.

As expected, Table 4 shows that people with less domain knowledge are more easily deceived. Specifically, non-CS human judges fail at more than half of the 1-to-1 sets for the same titles, which suggests that most of our system generated abstracts follow correct grammar and consistent writing style. Domain experts fail on 1 or 2 sets, mostly because the human written abstracts in those sets don’t seem very topically relevant. Additionally, the more abstracts that we provided to human judges, the easier it is to conceal the system generated abstract amongst human generated ones.

A human is still more intelligent than the machine on this task from many reasons: (1) Machines lack knowledge of the deep connections among scientific knowledge elements and thus produce some fluent but scientifically incorrect concepts like “...a translation system to generate a parallel corpus...” and “...automatic generation of English verbs...”. (2) Humans know better about what terms are more important than others in a title. For example, if a language name ap-
pears in the title, it must appear in the abstract. We have an automatic term labeling approach, but, unfortunately, its performance (75% F-score) is not good enough to help the abstract generation. (3) Human written abstracts are generally more specific, concise, and engaging, often containing specific lab names, author names (e.g., “Collins proposed...”), system abbreviations, and terminologies (e.g., “Italian complex nominals (cnx) of the type n+p+n”). In contrast, our system occasionally generates too general descriptions like “Topic modeling is a research topic in Natural Language Processing.” (4) Machines lack common sense knowledge, so a system generated abstract may mention three areas/steps, but only outline two of them. (5) Machines lack logical coherence. A system generated abstract may contain “The two languages...” and not state which languages. (6) We are not asking the system to perform scientific experiments, and thus the system generated “experimental results” are often invalid, such as “Our system ranked first out of the participating teams in the field of providing such a distribution.”.

4 Related work

Deep neural networks are widely applied to text generation tasks such as poetry creation (Greene et al., 2010; Ghazvininejad et al., 2016; Zhang et al., 2017), recipe generation (Kiddon et al., 2016), abstractive summarization (Gu et al., 2016; Wang and Ling, 2016; See et al., 2017), and biography generation (Lebret et al., 2016; Liu et al., 2018). We introduce a new task of generating paper abstracts from the given titles. We design a Writing-editing Network which shares ideas with Curriculum Learning (Bengio et al., 2009), where training on a data point from coarse to fine-grained can lead to better convergence (Krueger and Dayan, 2009). Our model is different from previous theme-rewriting (Polozov et al., 2015; Koncel-Kedziorski et al., 2016) approach which has been applied to math word problems but more similar to the Feedback Network (Zamir et al., 2017) by using previous generated outputs as feedback to guide subsequent generation. Moreover, our Writing-editing Network treats previous drafts as independent observations and does not propagate errors to previous draft generation stages. This property is vital for training feedback architectures for discrete data. Another similar approach is the deliberation network used for Machine Translation (Xia et al., 2017). Instead of directly concatenating the output of the encoder and writing network, we use the learnable Attentive Revision Gate to control their integration.

5 Conclusions and Future Work

We propose a new paper abstract generation task, present a novel Writing-editing Network architecture based on an Editing Mechanism, and demonstrate its effectiveness through both automatic and human evaluations. In the future we plan to extend the scope to generate a full paper by taking additional knowledge bases as input.
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Abstract

We explore recently introduced definition modeling technique that provided the tool for evaluation of different distributed vector representations of words through modeling dictionary definitions of words. In this work, we study the problem of word ambiguities in definition modeling and propose a possible solution by employing latent variable modeling and soft attention mechanisms. Our quantitative and qualitative evaluation and analysis of the model shows that taking into account words ambiguity and polysemy leads to performance improvement.

1 Introduction

Continuous representations of words are used in many natural language processing (NLP) applications. Using pre-trained high-quality word embeddings are most effective if not millions of training examples are available, which is true for most tasks in NLP (Kumar et al., 2016; Karpathy and Fei-Fei, 2015). Recently, several unsupervised methods were introduced to learn word vectors from large corpora of texts (Mikolov et al., 2013; Pennington et al., 2014; Joulin et al., 2016). Learned vector representations have been shown to have useful and interesting properties. For example, Mikolov et al. (2013) showed that vector operations such as subtraction or addition reflect semantic relations between words. Despite all these properties it is hard to precisely evaluate embeddings because analogy relation or word similarity tasks measure learned information indirectly.

Quite recently Noraset et al. (2017) introduced a more direct way for word embeddings evaluation. Authors suggested considering definition modeling as the evaluation task. In definition modeling vector representations of words are used for conditional generation of corresponding word definitions. The primary motivation is that high-quality word embedding should contain all useful information to reconstruct the definition. The important drawback of Noraset et al. (2017) definition models is that they cannot take into account words with several different meanings. These problems are related to word disambiguation task, which is a common problem in natural language processing. Such examples of polysemic words as “bank“ or “spring“ whose meanings can only be disambiguated using their contexts. In such cases, proposed models tend to generate definitions based on the most frequent meaning of the corresponding word. Therefore, building models that incorporate word sense disambiguation is an important research direction in natural language processing.

In this work, we study the problem of word ambiguity in definition modeling task. We propose several models which can be possible solutions to it. One of them is based on recently proposed Adaptive Skip Gram model (Bartunov et al., 2016), the generalized version of the original SkipGram Word2Vec, which can differ word meanings using word context. The second one is the attention-based model that uses the context of a word being defined to determine components of embedding referring to relevant word meaning. Our contributions are as follows: (1) we introduce two models based on recurrent neural network (RNN) language models, (2) we collect new dataset of definitions, which is larger in number of unique words than proposed in Noraset et al. (2017) and also supplement it with examples of the word usage (3) finally, in the experiment section we show that our models outperform previously proposed models and have the ability to generate
definitions depending on the meaning of words.

2 Related Work

2.1 Constructing Embeddings Using Dictionary Definitions

Several works utilize word definitions to learn embeddings. For example, Hill et al. (2016) use definitions to construct sentence embeddings. Authors propose to train recurrent neural network producing an embedding of the dictionary definition that is close to an embedding of the corresponding word. The model is evaluated with the reverse dictionary task. Bahdanau et al. (2017) suggest using definitions to compute embeddings for out-of-vocabulary words. In comparison to Hill et al. (2016) work, dictionary reader network is trained end-to-end for a specific task.

2.2 Definition Modeling

Definition modeling was introduced in Noraset et al. (2016) work. The goal of the definition model \( p(D|w^*) \) is to predict the probability of words in the definition \( D = \{w_1, \ldots, w_T\} \) given the word being defined \( w^* \). The joint probability is decomposed into separate conditional probabilities, each of which is modeled using the recurrent neural network with soft-max activation, applied to its logits.

\[
p(D|w^*) = \prod_{t=1}^{T} p(w_t|w_{1:t-1}, w^*) \tag{1}
\]

Authors of definition modeling consider following conditional models and their combinations:
- Seed (S) - providing word being defined at the first step of the RNN,
- Input (I) - concatenation of embedding for word being defined with embedding of word on corresponding time step of the RNN,
- Gated (G), which is the modification of GRU cell.

Authors use a character-level convolutional neural network (CNN) to provide character-level information about the word being defined, this feature vector is denoted as (CH). One more type of conditioning referred to as (HE), is hypernym relations between words, extracted using Hearst-like patterns.

3 Word Embeddings

Many natural language processing applications treat words as atomic units and represent them as continuous vectors for further use in machine learning models. Therefore, learning high-quality vector representations is the important task.

3.1 Skip-gram

One of the most popular and frequently used vector representations is Skip-gram model. The original Skip-gram model consists of grouped word prediction tasks. Each task is formulated as a prediction of the word \( v \) given word \( u \) using their input and output representations:

\[
p(v|u, \theta) = \frac{\exp(in_{u}^{T}out_{v})}{\sum_{\nu'=1}^{V} \exp(in_{u}^{T}out_{\nu'})} \tag{2}
\]

where \( \theta \) and \( V \) stand for the set of input and output word representations, and dictionary size respectively. These individual prediction tasks are grouped in a way to independently predict all adjacent (with some sliding window) words \( y = \{y_1, \ldots, y_C\} \) given the central word \( x \):

\[
p(y|x, \theta) = \prod_{j} p(y_j|x, \theta) \tag{3}
\]

The joint probability of the model is written as follows:

\[
p(Y|X, \theta) = \prod_{i=1}^{N} p(y_i|x_i, \theta) \tag{4}
\]

where \( (X, Y) = \{x_i, y_i\}_{i=1}^{N} \) are training pairs of words and corresponding contexts and \( \theta \) stands for trainable parameters.

Also, optimization of the original Skip-gram objective can be changed to a negative sampling procedure as described in the original paper or hierarchical soft-max prediction model (Mnih and Hinton, 2009) can be used instead of (2) to deal with computational costs of the denominator. After training, the input representations are treated as word vectors.

3.2 Adaptive Skip-gram

Skip-gram model maintains only one vector representation per word that leads to mixing of meanings for polysemantic words. Bartunov et al. (2016) propose a solution to the described problem using latent variable modeling. They extend Skip-gram to Adaptive Skip-gram (AdaGram) in a way to automatically learn the required number of vector representations for each word using Bayesian nonparametric approach. In comparison
with Skip-gram AdaGram assumes several meanings for each word and therefore keeps several vectors representations for each word. They introduce latent variable $z$ that encodes the index of meaning and extend (2) to $p(v|z, w, \theta)$. They use hierarchical soft-max approach rather than negative sampling to overcome computing denominator.

$$p(v|z = k, w, \theta) = \prod_{n \in \text{path}(v)} \sigma(ch(n)in_{w,k}^Tout_n)$$

(5)

Here $in_{w,k}$ stands for input representation of word $w$ with meaning index $k$ and output representations are associated with nodes in a binary tree, where leaves are all possible words in model vocabulary with unique paths from the root to the corresponding leaf. $ch(n)$ is a function which returns 1 or -1 to each node in the path(·) depending on whether $n$ is a left or a right child of the previous node in the path. Huffman tree is often used for computational efficiency.

To automatically determine the number of meanings for each word authors use the constructive definition of Dirichlet process via stick-breaking representation ($p(z = k|w, \beta)$), which is commonly used prior distribution on discrete latent variables when the number of possible values is unknown (e.g. infinite mixtures).

$$p(z = k|w, \beta) = \beta_{wk} \prod_{r=1}^{k-1}(1 - \beta_{wr})$$

(6)

$$p(\beta_{wk}|\alpha) = \text{Beta}(\beta_{wk} | 1, \alpha)$$

This model assumes that an infinite number of meanings for each word may exist. Providing that we have a finite amount of data, it can be shown that only several meanings for each word will have non-zero prior probabilities.

Finally, the joint probability of all variables in AdaGram model has the following form:

$$p(Y, Z, X, \alpha, \theta) = \prod_{w=1}^{V} \prod_{k=1}^{\infty} p(\beta_{wk}|\alpha) \cdot \prod_{i=1}^{N} \prod_{x_i|z_i, \beta} p(y_{ij}|z_i, x_i, \theta)$$

(7)

Model is trained by optimizing Evidence Lower Bound using stochastic variational inference (Hoffman et al., 2013) with fully factorized variational approximation of the posterior distribution $p(Z, \beta|X, Y, \alpha, \theta) \approx q(Z)q(\beta)$.

One important property of the model is an ability to disambiguate words using context. More formally, after training on data $D = \{x_i, y_i\}_{i=1}^{N}$ we can compute the posterior probability of word meaning given context and take the word vector with the highest probability:

$$p(z = k|x, y, \theta) \propto \int p(z = k|\beta, x)q(\beta)d\beta$$

(8)

This knowledge about word meaning will be further utilized in one of our models as disambiguation($x|y$).

4 Models

In this section, we describe our extension to original definition model. The goal of the extended definition model is to predict the probability of a definition $D = \{w_1, \ldots, w_T\}$ given a word being defined $w^*$ and its context $C = \{c_1, \ldots, c_m\}$ (e.g. example of use of this word). As it was motivated earlier, the context will provide proper information about word meaning. The joint probability is also decomposed in the conditional probabilities, each of which is provided with the information about context:

$$p(D|w^*, C) = \prod_{t=1}^{T} p(w_t|w_{i<t}, w^*, C)$$

(9)

4.1 AdaGram based

Our first model is based on original Input (I) conditioned on Adaptive Skip-gram vector representations. To determine which word embedding to provide as Input (I) we disambiguate word being defined using its context words $C$. More formally our Input (I) conditioning is turning in:

$$h_t = g([v^*; v_t], h_{t-1})$$

$$v^* = \text{disambiguation}(w^*|C)$$

(10)

where $g$ is the recurrent cell, $[a; b]$ denotes vector concatenation, $v^*$ and $v_t$ are embedding of word being defined $w$ and embedding of word $w_t$ respectively. We refer to this model as Input Adaptive (I-Adaptive).

4.2 Attention based

Adaptive Skip-gram model is very sensitive to the choice of concentration parameter in Dirichlet process. The improper setting will cause many
similar vectors representations with smoothed meanings due to theoretical guarantees on a number of learned components. To overcome this problem and to get rid of careful tuning of this hyper-parameter we introduce following model:

$$h_t = g([a^*; v_t], h_{t-1})$$

$$a^* = v^* \odot \text{mask}$$

$$\text{mask} = \sigma(W \sum_{i=1}^m \text{ANN}(c_i) + b)$$

where \(\odot\) is an element-wise product, \(\sigma\) is a logistic sigmoid function and \(\text{ANN}\) is attention neural network, which is a feed-forward neural network. We motivate these updates by the fact, that after learning Skip-gram model on a large corpus, vector representation for each word will absorb information about every meaning of the word. Using soft binary mask dependent on word context we extract components of word embedding relevant to corresponding meaning. We refer to this model as Input Attention (I-Attention).

### 4.3 Attention SkipGram

For attention-based model, we use different embeddings for context words. Because of that, we pre-train attention block containing embeddings, attention neural network and linear layer weights by optimizing a negative sampling loss function in the same manner as the original Skip-gram model:

$$\log \sigma(v_{w_d}^T v_{w_f})$$

$$+ \sum_{i=1}^k \mathbb{E}_{w_i \sim \mathcal{P}_H(w)} [\log \sigma(-v_{w_i}^T v_{w_f})]$$

where \(v_{w_d}\), \(v_{w_f}\) and \(v_{w_i}^f\) are vector representation of “positive” example, anchor word and negative example respectively. Vector \(v_{w_f}\) is computed using embedding of \(w_f\) and attention mechanism proposed in previous section.

### 5 Experiments

#### 5.1 Data

We collected new dataset of definitions using [OxfordDictionaries.com](https://www.oxforddictionaries.com) API. Each entry is a triplet, containing the word, its definition and example of the use of this word in the given meaning. It is important to note that in our data set words can have one or more meanings, depending on the corresponding entry in the Oxford Dictionary. Table 1 shows basic statistics of the new dataset.

<table>
<thead>
<tr>
<th>Split</th>
<th>train</th>
<th>val</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Words</td>
<td>33,128</td>
<td>8,867</td>
<td>8,850</td>
</tr>
<tr>
<td>#Entries</td>
<td>97,855</td>
<td>12,232</td>
<td>12,232</td>
</tr>
<tr>
<td>#Tokens</td>
<td>1,078,828</td>
<td>134,486</td>
<td>133,987</td>
</tr>
<tr>
<td>Avg length</td>
<td>11.03</td>
<td>10.99</td>
<td>10.95</td>
</tr>
</tbody>
</table>

**Table 1: Statistics of new dataset**

Figure 1: Perplexities of *S+I Attention* model for the case of pre-training (solid lines) and for the case when the model is trained from scratch (dashed lines).

#### 5.2 Pre-training

It is well-known that good language model can often improve metrics such as BLEU for a particular NLP task (Jozefowicz et al., 2016). According to this, we decided to pre-train our models. For this purpose, WikiText-103 dataset (Merity et al., 2016) was chosen. During pre-training we set \(v^*\) (eq. 10) to zero vector to make our models purely unconditional. Embeddings for these language models were initialized by Google Word2Vec vectors\(^1\) and were fine-tuned. Figure 1 shows that this procedure helps to decrease perplexity and prevents over-fitting. Attention Skip-gram vectors were also trained on the WikiText-103.

#### 5.3 Results

Both our models are LSTM networks (Hochreiter and Schmidhuber, 1997) with an embedding layer. The attention-based model has own embedding layer, mapping context words to vector representations. Firstly, we pre-train our models using the procedure, described above. Then, we train them on the collected dataset maximizing log-likelihood objective using Adam (Kingma and Ba, 2014). Also, we anneal learning rate by

\(^1\)https://code.google.com/archive/p/word2vec/
<table>
<thead>
<tr>
<th>Word</th>
<th>Context</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>star</td>
<td>she got star treatment</td>
<td>a person who is very important</td>
</tr>
<tr>
<td>star</td>
<td>bright star in the sky</td>
<td>a small circle of a celestial object or planet that is seen in a circle</td>
</tr>
<tr>
<td>sentence</td>
<td>sentence in prison</td>
<td>an act of restraining someone or something</td>
</tr>
<tr>
<td>sentence</td>
<td>write up the sentence</td>
<td>a piece of text written to be printed</td>
</tr>
<tr>
<td>head</td>
<td>the head of a man</td>
<td>the upper part of a human body</td>
</tr>
<tr>
<td>head</td>
<td>he will be the head of the office</td>
<td>the chief part of an organization, institution, etc</td>
</tr>
<tr>
<td>reprint</td>
<td>they never reprinted the famous treatise</td>
<td>a written or printed version of a book or other publication</td>
</tr>
<tr>
<td>rape</td>
<td>the woman was raped on her way home at night</td>
<td>the act of killing</td>
</tr>
<tr>
<td>invisible</td>
<td>he pushed the string through an inconspicuous hole</td>
<td>not able to be seen</td>
</tr>
<tr>
<td>shake</td>
<td>my faith has been shaken</td>
<td>cause to be unable to think clearly</td>
</tr>
<tr>
<td>nickname</td>
<td>the nickname for the u.s. constitution is 'old ironsides'</td>
<td>a name for a person or thing that is not genuine</td>
</tr>
</tbody>
</table>

Table 2: Examples of definitions generated by $S + I$-Attention model for the words and contexts from the test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>PPL</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S + G + CH + HE$ (1)</td>
<td>45.62</td>
<td>11.62 ± 0.05</td>
</tr>
<tr>
<td>$S + G + CH + HE$ (2)</td>
<td>46.12</td>
<td>-</td>
</tr>
<tr>
<td>$S + G + CH + HE$ (3)</td>
<td>46.80</td>
<td>-</td>
</tr>
<tr>
<td>$S + I$-Adaptive (2)</td>
<td>46.08</td>
<td>11.53 ± 0.03</td>
</tr>
<tr>
<td>$S + I$-Adaptive (3)</td>
<td>46.93</td>
<td>-</td>
</tr>
<tr>
<td>$S + I$-Attention (2)</td>
<td><strong>43.54</strong></td>
<td><strong>12.08 ± 0.02</strong></td>
</tr>
<tr>
<td>$S + I$-Attention (3)</td>
<td>44.9</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Performance comparison between best model proposed by Noraset et al. (2017) and our models on the test set. Number in brackets means number of LSTM layers. BLEU is averaged across 3 trials.

a factor of 10 if validation loss doesn’t decrease per epochs. We use original Adaptive Skip-gram vectors as inputs to $S + I$-Adaptive, which were obtained from the official repository². We compare different models using perplexity and BLEU score on the test set. BLEU score is computed only for models with the lowest perplexity and only on the test words that have multiple meanings. The results are presented in Table 3. We see that both models that utilize knowledge about meaning of the word have better performance than the competing one. We generated definitions using $S + I$-Attention model with simple temperature sampling algorithm ($\tau = 0.1$). Table 2 shows the examples. The source code and dataset will be freely available³.

6 Conclusion

In the paper, we proposed two definition models which can work with polysemantic words. We evaluate them using perplexity and measure the definition generation accuracy with BLEU score. Obtained results show that incorporating information about word senses leads to improved metrics. Moreover, generated definitions show that even implicit word context can help to differ word meanings. In future work, we plan to explore individual components of word embedding and the mask produced by our attention-based model to get a deeper understanding of vectors representations of words.
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Abstract

The task of Question Answering is at the very core of machine comprehension. In this paper, we propose a Convolutional Neural Network (CNN) model for text-based multiple choice question answering where questions are based on a particular article. Given an article and a multiple choice question, our model assigns a score to each question-option tuple and chooses the final option accordingly. We test our model on Textbook Question Answering (TQA) and SciQ dataset. Our model outperforms several LSTM-based baseline models on the two datasets.

1 Introduction

Answering questions based on a particular text requires a diverse skill set. It requires look-up ability, ability to deduce, ability to perform simple mathematical operations (e.g. to answer questions like how many times did the following word occur?), ability to merge information contained in multiple sentences. This diverse skill set makes question answering a challenging task.

Question Answering (QA) has seen a great surge of more challenging datasets and novel architectures in recent times. Question Answering task may require the system to reason over few sentences (Weston et al., 2015), table (Pasupat and Liang, 2015), Wikipedia passage (Rajpurkar et al., 2016; Yang et al., 2015), lesson (Kembhavi et al., 2017). Increase in the size of the datasets has allowed researchers to explore different neural network architectures (Chen et al., 2016; Cui et al., 2016; Xiong et al., 2016; Trischler et al., 2016) for this task. Given a question based on a text, the model needs to attend to a specific portion of the text in order to answer the question. Hence, the use of attention mechanism (Bahdanau et al., 2014) is common in these architectures.

Convolutional Neural Networks (CNN) have been shown to be effective for various natural language processing tasks such as sentiment analysis, question classification etc. (Kim, 2014). However for the task of question answering, Long Short Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) based methods are the most common. In this paper we build a CNN based model for multiple choice question answering. We show the effectiveness of the proposed model by comparing it with several LSTM-based baselines.

The main contributions of this paper are (i) The proposed CNN model performs comparatively or better than LSTM-based baselines on two different datasets. (Kembhavi et al., 2017; Welbl et al., 2017) (ii) Our model takes question-option tuple to generate a score for the concerned option. We argue that this is a better strategy than considering questions and options separately for multiple choice question answering. For example, consider the question “The color of the ball is” with three options: red, green and yellow. If the model generates a vector which is to be compared with the three option embeddings, then this might lead to error since the three option embeddings are close to each other. (iii) We have devised a simple but effective strategy to deal with questions having options like none of the above, two of the above, all of the above, both (a) and (b) etc. which was not done before. (iv) Instead of attending on words present in the text, our model attends at sentence level. This helps the model for answering look-up questions since the necessary information required to answer such questions will often be contained in a single sentence.

1The code is available at https://github.com/akshay107/CNN-QA
2 Method

Given a question based on an article, usually a small portion of article is needed to answer the concerned question. Hence it is not fruitful to give the entire article as input to the neural network. To select the most relevant paragraph in the article, we take both the question and the options into consideration instead of taking just the question into account for the same. The rationale behind this approach is to get the most relevant paragraphs in cases where the question is very general in nature. For example, consider that the article is about the topic carbon and the question is “Which of the following statements is true about carbon?” In such a scenario, it is not possible to choose the most relevant paragraph by just looking at the question. We select the most relevant paragraph by word2vec based query expansion (Kuzi et al., 2016) followed by tf-idf score (Foundation, 2011).

2.1 Neural Network Architecture

We use word embeddings (Mikolov et al., 2013) to encode the words present in question, option and the most relevant paragraph. As a result, each word is assigned a fixed d-dimensional representation. The proposed model architecture is shown in Figure 1. Let \( q, o_i \) denote the word embeddings of words present in the question and the \( i \)th option respectively. Thus, \( q \in \mathbb{R}^{d \times l_q} \) and \( o_i \in \mathbb{R}^{d \times l_o} \) where \( l_q \) and \( l_o \) represent the number of words in the question and option respectively. The question-option tuple \((q, o_i)\) is embedded using Convolutional Neural Network (CNN) with a convolution layer followed average pooling. The convolution layer has three types of filters of sizes \( f_j \times d \) \( \forall j = 1, 2, 3 \) with size of output channel of \( k \). Each filter type \( j \) produces a feature map of shape \((l_q + l_o - f_j + 1) \times k\) which is average pooled to generate a \( k\)-dimensional vector. The three \( k\)-dimensional vectors are concatenated to form \( 3k\)-dimensional vector. Note that Kim (2014) used max pooling but we use average pooling to ensure different embedding for different question-option tuples. Hence,

\[
h_i = CNN([q; o_i]) \quad \forall i = 1, 2, ..., n_q
\]

where \( n_q \) is the number of options, \( h_i \) is the output of CNN and \( [q; o_i] \) denotes the concatenation of \( q \) and \( o_i \) i.e. \([q; o_i] \in \mathbb{R}^{d \times (l_q + l_o)}\). The sentences in the most relevant paragraph are embedded using the same CNN. Let \( s_j \) denote the word embeddings of words present in the \( j \)th sentence i.e. \( s_j \in \mathbb{R}^{d \times l_s} \) where \( l_s \) is the number of words in the sentence. Then,

\[
d_j = CNN(s_j) \quad \forall j = 1, 2, ..., n_{sents}
\]

where \( n_{sents} \) is the number of sentences in the most relevant paragraph and \( d_j \) is the output of CNN. The rationale behind using the same CNN for embedding question-option tuple and sentences in the most relevant paragraph is to ensure similar embeddings for similar question-option tuple and sentences. Next, we use \( h_i \) to attend on the sentence embeddings. Formally,

\[
a_{ij} = \frac{h_i \cdot d_j}{||h_i|| \cdot ||d_j||}
\]

\[
r_{ij} = \frac{\exp(a_{ij})}{\sum_{j=1}^{n_{sents}} \exp(a_{ij})}
\]

\[
m_i = \sum_{j=1}^{n_{sents}} r_{ij}d_j
\]

where \( ||.|| \) signifies the \( l^2 \) norm, \( \exp(x) = e^x \) and \( h_i \cdot d_j \) is the dot product between the two vectors. Since \( a_{ij} \) is the cosine similarity between \( h_i \) and \( d_j \), the attention weights \( r_{ij} \) give more weighting to those sentences which are more relevant to the question. The attended vector \( m_i \) can be thought of as the evidence in favor of the \( i \)th option. Hence, to give a score to the \( i \)th option, we take the cosine similarity between \( h_i \) and \( m_i \) i.e.

\[
score_{e_i} = \frac{h_i \cdot m_i}{||h_i|| \cdot ||m_i||}
\]

Finally, the scores are normalized using softmax to get the final probability distribution.

\[
p_i = \frac{\exp(score_{e_i})}{\sum_{i=1}^{n_q} \exp(score_{e_i})}
\]

where \( p_i \) denotes the probability for the \( i \)th option.

2.2 Dealing with forbidden options

We refer to options like none of the above, two of the above, all of the above, both (a) and (b) as forbidden options. During training, the questions
having a forbidden option as the correct option were not considered. Furthermore, if a question had a forbidden option, that particular question-option tuple was not taken into consideration. Let $S = \{score_i \left| i^{th}\right.\text{ option not in forbidden options}\}$ and $|S| = k$. During prediction, the questions having one of the forbidden options as an option are dealt with as follows:

1. **Questions with none of the above/all of the above option:** If the $\max(S) - \min(S) < threshold$ then the final option is the concerned forbidden option. Else, the final option is $\arg\max(p_i)$.

2. **Questions with two of the above option:** If the $S_{(k)} - S_{(k-1)} < threshold$ where $S_{(n)}$ denotes the $n^{th}$ order statistic, then the final option is the concerned forbidden option. Else, the final option is $\arg\max(p_i)$.

3. **Questions with both (a) and (b) type option:** For these type of questions, let the corresponding scores for the two options be $score_{i1}$ and $score_{i2}$. If the $|score_{i1} - score_{i2}| < threshold$ then the final option is the concerned forbidden option. Else, the final option is $\arg\max(p_i)$.

4. **Questions with any of the above option:** Very few questions had this option. In this case, we always choose the concerned forbidden option.

We tried different threshold values ranging from 0.0 to 1.0. Finally, the threshold was set to a value gave the highest accuracy on the training set for these kind of questions.

![Figure 1: Architecture of our proposed model. Attention layer attends on sentence embeddings $d_j$'s using question-option tuple embeddings $h_i$'s. Score Calculation layer calculates the cosine similarity between $m_i$ and $h_i$ which is passed through softmax to get the final probability distribution.](image-url)

### 2.3 Training Details

We tried two different CNN models, one having $f_j$’s equal to 3,4,5 and other having $f_j$’s equal to 2,3,4. We refer to two models as $CNN_{3,4,5}$ and $CNN_{2,3,4}$ respectively. The values of hyperparameters used are: $d = 300$, $k = 100$. The other hyperparameters vary from dataset to dataset. Since the number of options vary from question to question, our model generates the probability distribution over the set of available options. Similarly, the number of sentences in the most relevant paragraph can vary from question to question, so we set $a_{ij} = -\infty$ whenever $d_j$ was a zero vector. Cross entropy loss function was minimized during training.

### 3 Results and Discussion

The accuracy of our proposed model on validation set of TQA and SciQ dataset (Kembhavi et al., 2017; Welbl et al., 2017) is given in Table 1 and Table 2. $GRU_{la}$ refers to the model where CNN is replaced by Gated Recurrent Unit (GRU) (Cho et al., 2014) to embed question-option tuples and the sentences. The size of GRU cell was 100.

For SciQ dataset, we used the associated passage provided with the question. AS Reader (Kadlec et al., 2016) which models the question and the paragraph using GRU followed by attention mechanism got 74.1% accuracy on the SciQ test set. However, for a question, they used a different corpus to extract the text passage. Hence it is not judicious to compare the two models. As
Table 1: Accuracy for true-false and multiple choice questions on validation set of TQA dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>True-False (Correct/Total)</th>
<th>Multiple Choice (Correct/Total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRUbl</td>
<td>536/994 (53.9%)</td>
<td>529/1530 (34.6%)</td>
</tr>
<tr>
<td>CNN3,4,5</td>
<td>531/994 (52.4%)</td>
<td>531/1530 (34.7%)</td>
</tr>
<tr>
<td>CNN2,3,4</td>
<td>537/994 (54.0%)</td>
<td>543/1530 (35.5%)</td>
</tr>
</tbody>
</table>

Table can be seen from the Tables 1 and 2, CNN2,3,4 gives the best performance on the validation set of both the datasets so we evaluate it on the test sets. Note that GRUbl highly overfits on the SciQ dataset which shows that CNN-based models work better for those datasets where long-term dependency is not a major concern. This rationale is also supported by the fact that CNN2,3,4 performed better than CNN3,4,5 on the two datasets.

### Baselines for TQA dataset:
Three baselines models are mentioned in Kembhavi (2017). These baseline models rely on word-level attention and encoding question and options separately. The baseline models are random model, Text-Only model and BiDAF Model (Seo et al., 2016). Text-Only model is a variant of Memory network (Weston et al., 2014) where the paragraph, question and options are embedded separately using LSTM followed by attention mechanism. In BiDAF Model, character and word level embedding is used to encode the question and the text followed by bidirectional attention mechanism. This model predicts the subtext within the text containing the answer. Hence, the predicted subtext is compared with each of the options to select the final option.

Note that the result of the baseline models given in Kembhavi (2017) were on test set but the authors had used a different data split than the publicly released split. As per the suggestion of the authors, we evaluate CNN2,3,4 model by combining validation and test set. The comparison with the baseline models is given in Table 3.

Table 2: Accuracy of the models on SciQ dataset. The first three accuracies are on validation set. The last accuracy is of CNN2,3,4 model on the test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRUbl</td>
<td>68.2%</td>
</tr>
<tr>
<td>CNN3,4,5</td>
<td>87.1%</td>
</tr>
<tr>
<td>CNN2,3,4</td>
<td>87.8%</td>
</tr>
<tr>
<td>CNN2,3,4</td>
<td>84.7% (test-set)</td>
</tr>
</tbody>
</table>

Table 3: Accuracy of different models for true-false and multiple choice questions. Results marked with (*) are taken from Kembhavi (2017) and are on test set obtained using a different data split. Result of our proposed model is on publicly released validation and test set combined.

As can be seen from Table 3, CNN2,3,4 model shows significant improvement over the baseline models. We argue that our proposed model outperforms the Text-Only model because of three reasons (i) sentence level attention, (ii) question-option tuple as input, and (iii) ability to tackle forbidden options. Sentence level attention leads to better attention weights, especially in cases where a single sentence suffices to answer the question. If question is given as input to the model, then the model has to extract the embedding of the answer whereas giving question-option tuple as input simplifies the task to comparison between the two embeddings.

SciQ dataset didn’t have any questions with forbidden options. However, in the validation set of TQA, 433 out of 1530 multiple choice questions had forbidden options. Using the proposed threshold strategy for tackling forbidden options, CNN2,3,4 gets 188 out of 433 questions correct. Without using this strategy and giving every question-option tuple as input, CNN2,3,4 gets 109 out of 433 questions correct.

### 4 Conclusions and Future Work

In this paper, we proposed a CNN based model for multiple choice question answering and showed its effectiveness in comparison with several LSTM-based baselines. We also proposed a strategy for dealing with forbidden options. Using question-option tuple as input gave significant advantage to our model. However, there is a lot of scope for future work. Our proposed model doesn’t work well in cases where complex deductive reasoning is needed to answer the question. For example, suppose the question is "How much percent of parent isotope remains after two half-lives?" and the
lesson is on carbon dating which contains the definition of half-life. Answering this question using the definition requires understanding the definition and transforming the question into a numerical problem. Our proposed model lacks such skills and will have near random performance for such questions.
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Abstract

Story comprehension requires a deep semantic understanding of the narrative, making it a challenging task. Inspired by previous studies on ROC Story Cloze Test, we propose a novel method, tracking various semantic aspects with external neural memory chains while encouraging each to focus on a particular semantic aspect. Evaluated on the task of story ending prediction, our model demonstrates superior performance to a collection of competitive baselines, setting a new state of the art.

1 Introduction

Story narrative comprehension has been a longstanding challenge in artificial intelligence (Winograd, 1972; Turner, 1994; Schubert and Hwang, 2000). The difficulties of this task arise from the necessity for understanding not only narratives, but also commonsense and normative social behaviour (Charniak, 1972). Of particular interest in this paper is the work by Mostafazadeh et al. (2016) on understanding commonsense stories in the form of a Story Cloze Test: given a short story, we must predict the most coherent sentential ending from two options (e.g. see Figure 1).

Many attempts have been made to solve this problem, based either on linear classifiers with handcrafted features (Schwartz et al., 2017; Chaturvedi et al., 2017), or representation learning via deep learning models (Mihaylov and Frank, 2017; Bugert et al., 2017; Mostafazadeh et al., 2017). Another widely used component of competitive systems is language model-based features, which require training on large corpora in the story domain.

The current state-of-the-art approach of Chaturvedi et al. (2017) is based on understanding the context from three perspectives: (1) event sequence, (2) sentiment trajectory, and (3) topic consistency. Chaturvedi et al. (2017) adopt external tools to recognise relevant aspect-triggering words, and manually design features to incorporate them into the classifier. While identifying triggers has been made easy by the use of various linguistic resources, crafting such features is time consuming and requires domain-specific knowledge along with repeated experimentation.

Inspired by the argument for tracking the dynamics of events, sentiment and topic, we propose to address the issues identified above with multiple external memory chains, each responsible for a single aspect. Building on Recurrent Entity Networks (EntNets), a superior framework to LSTMs demonstrated by Henaff et al. (2017) for reasoning-focused question answering and cloze-style reading comprehension, we introduce a novel multi-task learning objective, encouraging each chain to focus on a particular aspect. While still making use of external linguistic resources, we do not extract or design features from them but rather utilise such tools to generate labels. The generated labels are then used to guide training so that each chain focuses on tracking a particular aspect. At test time, our model is free of feature engineering such that, once trained, it can be easily deployed to unseen data without preprocessing. Moreover, our

Figure 1: Story Cloze Test example.

Context: Sam loved his old belt. He matched it with everything. Unfortunately he gained too much weight. It became too small.

Coherent Ending: Sam went on a diet.

Incoherent Ending: Sam was happy.
approach also differs in the lack of a ROC Stories language model component, eliminating the need for large, domain-specific training corpora.

Evaluated on the task of Story Cloze Test, our model outperforms a collection of competitive baselines, achieving state-of-the-art performance under more modest data requirements.

2 Methodology

In the story cloze test, given a story of length \( L \), consisting of a sequence of context sentences \( \mathbf{c} = \{c_1, c_2, \ldots, c_L\} \), we are interested in predicting the coherent ending to the story out of two ending options \( o_1 \) and \( o_2 \). Following previous studies (Schwartz et al., 2017), we frame this problem as a binary classification task. Assuming \( o_1 \) and \( o_2 \) are the logical and inconsistent endings respectively with their associated labels being \( y_1 \) and \( y_2 \), we assign \( y_1 = 1 \) and \( y_2 = 0 \). At test time, given a pair of possible endings, the system returns the one with the higher score as the prediction. In this section, we first describe the model architecture and then detail how we identify aspect-triggering words in text and incorporate them in training.

2.1 Proposed Model

First, to take neighbouring contexts into account, we process context sentences and ending options at the word level with a bi-directional gated recurrent unit (“Bi-GRU”: Chung et al. (2014)): \( \mathbf{h}_1 = \text{GRU}(w_j, \mathbf{h}_{i-1}) \) where \( w_j \) is the embedding of the \( i \)-th word in the story or ending option. The backward hidden representation \( \mathbf{h}_i \) is computed analogously but with a different set of GRU parameters. We simply take the sum \( \mathbf{h}_i = \mathbf{h}_i + \mathbf{h}_i \) as the representation at time \( i \). An ending option, denoted \( \phi \), is represented by taking the sum of the final states of the same Bi-GRU over the ending option word sequence.

This representation is then taken as input to a Recurrent Entity Network (“EntNet”: Henaff et al. (2017)), capable of tracking the state of the world with external memory. Developed in the context of machine reading comprehension, EntNet maintains a number of “memory chains” — one for each entity — and dynamically updates the representations of them as it progresses through a story. Here, we borrow the concept of “entity” and use each chain to track a unique aspect. An illustration of EntNet is provided in Figure 2.

Figure 2: Illustration of EntNet with a single memory chain at time \( i \). \( \phi \) and \( \sigma \) represent Equations 1 and 2, while circled nodes \( L, C, \odot \) and + depict the location, content terms, Hadamard product, and addition, resp.

Memory update candidate. At every time step \( i \), the internal memory update candidate \( \mathbf{m}_i^j \) for the \( j \)-th memory chain is computed as:

\[
\mathbf{m}_i^j = \phi(\mathbf{U}_i \mathbf{m}_{i-1}^j + \mathbf{V}_i \mathbf{k}_i + \mathbf{W}_i \mathbf{h}_i) \tag{1}
\]

where \( \mathbf{k}_i \) is the embedding for the \( j \)-th entity (key), \( \mathbf{U}_i, \mathbf{V}_i \) and \( \mathbf{W}_i \) are trainable parameters, and \( \phi \) is the parametric ReLU (He et al., 2015).

Memory update. The update of each memory chain is controlled by a gating mechanism:

\[
\mathbf{g}_i^j = \sigma(h_i \cdot k_i^j + h_i \cdot \mathbf{m}_{i-1}^j) \tag{2}
\]

\[
\mathbf{m}_i^j = \mathbf{m}_{i-1}^j + \mathbf{g}_i^j \odot \mathbf{m}_i^j \tag{3}
\]

where \( \odot \) denotes Hadamard product (resulting in the unnormalised memory representation \( \mathbf{m}_i^j \)), and \( \sigma \) is the sigmoid function. The gate \( \mathbf{g}_i^j \) controls how much the memory chain should be updated, a decision factoring in two elements: (1) the “location” term, quantifying how related the current input \( h_i \) (the output of the Bi-GRU at time \( i \)) is to the key \( k_i \) of the entity being tracked; and (2) the “content” term, measuring the similarity between the input and the current state \( \mathbf{m}_{i-1}^j \) of the entity tracked by the \( j \)-th memory chain.

Normalisation. We normalise each memory representation: \( \mathbf{\tilde{m}}_i^j = \mathbf{m}_i^j / \|\mathbf{m}_i^j\| \) where \( \|\mathbf{m}_i^j\| \) denotes the Euclidean norm of \( \mathbf{m}_i^j \). In doing so, we allow the model to forget in the sense that, as \( \mathbf{m}_i^j \) is constrained to be lying on the surface of the unit sphere, adding new information carried by \( \mathbf{m}_i^j \) and then performing normalisation inevitably causes forgetting in that the cosine distance between the original and updated memory decreases.
Bi-directionality. In contrast to EntNet, we apply the above steps in both directions, scanning a story both forward and backward, with arrows denoting the processing direction. \( \tilde{m}_i^j \) is computed analogously to \( m_i^j \) but with a different set of parameters, and \( m_i^j = \tilde{m}_i^j + \tilde{m}^{-i}_i^j \). We further define \( g_i^j \) to be the average of the gate values of both directions at time \( i \) for the \( j \)-th chain:

\[
g_i^j = (\tilde{g}_i^j + \tilde{g}^{-i}_i^j)/2
\]

which will be used for semantic supervision.

Final classifier. The final prediction \( \hat{y} \) to an ending option given its context story is performed by incorporating the last states of all memory chains in the form of a weighted sum \( u \):

\[
p^j = \text{softmax}((k^j)^\top W_{alt} o)
\]

\[
u = \sum_j p^j m_i^j
\]

where \( T \) denotes the total number of words in a story and \( W_{alt} \) is a trainable weight matrix. We then transform \( u \) to get the final prediction:

\[
\hat{y} = \sigma(R\phi(H\mu + o))
\]

where \( R \) and \( H \) are trainable weight matrices.

2.2 Semantically Motivated Memory Chains

In order to encourage each chain to focus on a particular aspect, we supervise the activation of each update gate (Equation 2) with binary labels. Intuitively, for the sentiment chain, a sentiment-bearing word (e.g. amazing) receives a label of 1, allowing the model to open the gate and therefore change the internal state relevant to this aspect, while a neutral one (e.g. school) should not trigger the activation with an assigned label of 0. To achieve this, we use three memory chains to independently track each of: (1) event sequence, (2) sentiment trajectory, and (3) topical consistency. To supervise the memory update gates of these chains, we design three sequences of binary labels: \( \mathcal{L} = \{l^1, l^2, \ldots, l^3\} \) for \( j \in [1, 3] \) representing event, sentiment, and topic, and \( l^j_i \in \{0, 1\} \). The label at time \( i \) for the \( j \)-th aspect is only assigned a value of 1 if the word is a trigger for that particular aspect; \( l^j_i = 1 \); otherwise \( l^j_i = 0 \). During training, we utilise such sequences of binary labels to supervise the memory update gate activations of each chain. Specifically, each chain is encouraged to open its gate only when it sees a trigger bearing information semantically sensitive to that particular aspect. Note that at test time, we do not apply such supervision. This effectively becomes a binary tagging task for each memory chain independently and results in individual memory chains being sensitive to only a specific set of triggers bearing one of the three types of signals.

While largely inspired by Chaturvedi et al. (2017), our approach differs in how we extract and use such features. Also note that, while still making use of external linguistic resources to detect trigger words, our approach lets the memory chains decide how such words should influence the final prediction, as opposed to the handcrafted conditional probability features of Chaturvedi et al. (2017).

To identify the trigger words, we use external linguistic tools, and mark trigger words for each aspect with a label of 1. An example is presented in Table 1, noting that the same word can act as trigger for multiple aspects.

<table>
<thead>
<tr>
<th>Event</th>
<th>Sentiment</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ricky fell while hiking in the woods</td>
<td>0 1 0 1 0 0 1</td>
<td>0 1 0 0 0 0 0</td>
</tr>
</tbody>
</table>

Table 1: An example of the linguistically motivated memory chain supervision binary labels.

Event sequence. We parse each sentence into its FrameNet representation with SEMAFOR (Das et al., 2010), and identify each frame target (word or phrase tokens evoking a frame).

Sentiment trajectory. Following Chaturvedi et al. (2017), we utilise a pre-compiled list of sentiment words (Liu et al., 2005). To take negation into account, we parse each sentence with the Stanford Core NLP dependency parser (Manning et al., 2014; Chen and Manning, 2014) and include negation words as trigger words.

Topical consistency. We process each sentence with the Stanford Core NLP POS tagger and identify nouns and verbs, following Chaturvedi et al. (2017).

2.3 Training Loss

In addition to the cross entropy loss of the final prediction of right/wrong endings, we also take into account the memory update gate supervision.
of each chain by adding the second term. More formally, the model is trained to minimise the loss:

\[ L = \text{XEntropy}(y, \hat{y}) + \alpha \sum_{i,j} \text{XEntropy}(l_i^j, g_i^j) \]

where \( \hat{y} \) and \( g_i^j \) are defined in Equations 7 and 4 respectively, \( y \) is the gold label for the current ending option \( \alpha \), and \( l_i^j \) is the semantic supervision binary label at time \( i \) for the \( j \)-th memory chain. In our experiments, we empirically set \( \alpha \) to 0.5 based on development data.

3 Experiments

3.1 Experimental Setup

Dataset. To test the effectiveness of our model, we employ the Story Cloze Test dataset of Mostafazadeh et al. (2016). The development and test set each consist of 1,871 4-sentence stories, each with a pair of ending options. Consistent with previous studies, we split the development set into a training and validation set (for early stopping), resulting in 1,683 and 188 in each set, resp. Note that while most current approaches make use of the much larger training set, comprised of 100K 5-sentence ROC stories (with coherent endings only, also released as part of the dataset) to train a language model, we make no use of this data.

Model configuration. We initialise our model with word2vec embeddings (300-D, pre-trained on 100B Google News articles, not updated during training: Mikolov et al. (2013a,b)). In addition to the three supervised chains, we also add a “free” chain, unconstrained to any semantic aspect.

Training is carried out over 200 epochs with the FTRL optimiser (McMahan et al., 2013) and a batch size of 128 and learning rate of 0.1. We use the following hyper-parameters for weight matrices in both directions: \( R \in \mathbb{R}^{300 \times 1} \), \( H, U, V, W \) are all matrices of size \( \mathbb{R}^{300 \times 300} \), and hidden size of the Bi-GRU is 300. Dropout is applied to the output of \( \phi \) in the final classifier (Equation 7) with a rate of 0.2. Moreover, we employ the technique introduced by Gal and Ghahramani (2016) where the same dropout mask is applied at every step to the input \( w_i \) to the Bi-GRU and the input \( h_i \) to the memory chains with rates of 0.5 and 0.2 respectively. Lastly, to curb overfitting, we regularise the last layer (Equation 7) with an \( L_2 \) penalty on its weights: \( \lambda \| R \| \) where \( \lambda = 0.001 \).

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc.</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSSM</td>
<td>58.5</td>
<td>—</td>
</tr>
<tr>
<td>TBMIHAYLOV</td>
<td>72.8</td>
<td>—</td>
</tr>
<tr>
<td>MSAP</td>
<td>75.2</td>
<td>—</td>
</tr>
<tr>
<td>HCM</td>
<td>77.6</td>
<td>—</td>
</tr>
<tr>
<td>EntNet †</td>
<td>77.6</td>
<td>±0.5</td>
</tr>
<tr>
<td>Our model†</td>
<td>78.5</td>
<td>±0.5</td>
</tr>
</tbody>
</table>

Table 2: Performance on the Story Cloze test set. Bold = best performance, † = ave. accuracy over 5 runs, SD = standard deviation, “—” = not reported.

Evaluation. Following previous studies, we evaluate the performance in terms of coherent ending prediction accuracy: \#correct / \#total. Here, we report the average accuracy over 5 runs with different random seeds. Echoing Melis et al. (2018), we also observe some variance in model performance even if training is carried out with the same random seed, which is largely due to the non-deterministic ordering of floating-point operations in our environment (Tensorflow (Abadi et al., 2015) with a single GPU). Therefore, to account for the randomness, we further train our model 5 times for each random seed and select the model with the best validation performance.

We benchmark against a collection of strong baselines, including the top-3 systems of the 2017 LSDSem workshop shared task (Mostafazadeh et al., 2017): MSAP (Schwartz et al., 2017), HCM (Chaturvedi et al., 2017)2, and TBMIHAYLOV (Mihaylov and Frank, 2017). The first two primarily rely on a simple logistic regression classifier, both taking linguistic and probability features from a ROC Stories domain-specific neural language model. TBMIHAYLOV is LSTM-based; we also include DSSM (Mostafazadeh et al., 2016). We additionally implement a bi-directional EntNet (Henaff et al., 2017) with the same hyper-parameter settings as our model and no semantic supervision.3

3.2 Results and Discussion

The experimental results are shown in Table 2.

State-of-the-art results. Our model outperforms a collection of strong baselines, setting a new state of the art. Note that this is achieved with-

---

2 We take the performance reported in a subsequent paper, 3.2% better than the original submission to the shared task.
3 EntNet is also subject to the same model selection criterion described above.
out any external linguistic resources at test time or domain-specific language model-based probability features, highlighting the effectiveness of the proposed model.

**EntNet vs. our model.** We see clear improvements of the proposed method over EntNet, an absolute gain of 0.9% in accuracy. This validates the hypothesis that encouraging each memory chain to focus on a unique, well-defined aspect is beneficial.

**Discussion.** To better understand the benefits of the proposed method, we visualise the learned word representations (output representation of the Bi-GRU, $h_i$) and keys between EntNet and our model in Figure 3. With EntNet, while sentiment words form a loose cluster, words bearing event and topic signal are placed in close proximity and are largely indistinguishable. With our model, on the other hand, the degree of separation is much clearer. The intersection of a small portion of the event and topic groups is largely due to the fact that both aspects include verbs. Another interesting perspective is the location of the automatically learned keys (displayed as diamonds): while all the keys with EntNet end up overlapping, indicating little difference among them, the keys learned by our method demonstrate semantic diversity, with each placed within its respective cluster. Note that the free key is learned to complement the event key, a difficult challenge given the two disjoint clusters.

**Ablation study.** We further perform an ablation study to analyse the utility of each component in Table 3. The uni-directional variant, with its performance down to 77.8, is inferior to its bi-directional cousin. Removing all semantic supervision (resulting in 4 free memory chains) is also damaging to the accuracy (dropping to 77.6). Among the different types of semantic supervision, we see various degrees of performance degradation, with removing sentiment trajectory being the most detrimental, reflecting its value to the task. Interestingly, we observe improvement when removing event sequence supervision from consideration. We suspect that this is mainly due to the noise introduced by the rather inaccurate FrameNet representation output of SEMAFOR ($F_1 = 61.4\%$ in frame identification as reported in Das et al. (2010)). While it is possible that replacing SEMAFOR with the SemLM approach (with the extended frame definition to include explicit discourse markers, e.g. *but*) in Peng and Roth (2016) and Chaturvedi et al. (2017) may potentially reduce the amount of noise, we leave this exercise for future work.

4 Conclusion

In this paper, we have proposed a novel model for tracking various semantic aspects with external memory chains. While requiring less domain-specific training data, our model achieves state-of-the-art performance on the task of ROC Story Cloze ending prediction, beating a collection of strong baselines.
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Abstract

Effectively using full syntactic parsing information in Neural Networks (NNs) to solve relational tasks, e.g., question similarity, is still an open problem. In this paper, we propose to inject structural representations in NNs by (i) learning an SVM model using Tree Kernels (TKs) on relatively few pairs of questions (few thousands) as gold standard (GS) training data is typically scarce, (ii) predicting labels on a very large corpus of question pairs, and (iii) pre-training NNs on such large corpus. The results on Quora and SemEval question similarity datasets show that NNs trained with our approach can learn more accurate models, especially after fine tuning on GS.

1 Introduction

Recent years have seen an exponential growth and use of web forums, where users can exchange and find information just asking questions in natural language. Clearly, the possibility of reusing previously asked questions makes forums much more useful. Thus, many tasks have been proposed to build automatic systems for detecting duplicate questions. These were both organized in academia, e.g., SemEval (Nakov et al., 2016, 2017), or companies, e.g., Quora 1. An interesting outcome of the SemEval challenge was that syntactic information is essential to achieve high accuracy in question reranking tasks. Indeed, the top-systems were built using Support Vector Machines (SVMs) trained with Tree Kernels (TKs), which were applied to a syntactic representation of question text (Filice et al., 2016, 2017; Barrón-Cedeño et al., 2016).

In contrast, NNs-based models struggled to get good accuracy as (i) large training sets are typically not available 2, and (ii) effectively exploiting full-syntactic parse information in NNs is still an open issue. Indeed, despite Das et al. (2016) showed that NNs are very effective to manage lexical variability, no neural model encoding syntactic information has shown a clear improvement. Indeed, also NNs directly exploiting syntactic information, such as the Recursive Neural Networks by Socher et al. (2013) or the Tree-LSTM by Tai et al. (2015), have been shown to be outperformed by well-trained sequential models (Li et al., 2015).

Finally, such tree-based approaches depend on sentence structure, thus are difficult to optimize and parallelize. This is a shame as NNs are very flexible in general and enable an easy system deployment in real applications, while TK models require syntactic parsing and longer testing time.

In this paper, we propose an approach that aims at injecting syntactic information in NNs, still keeping them simple. It consists of the following steps: (i) train a TK-based model on a few thousands training examples; (ii) apply such classifier to a much larger set of unlabeled training examples to generate automatic annotation; (iii) pre-train NNs on the automatic data; and (iv) fine-tune NNs on the smaller GS data.

Our experiments on two different datasets, i.e., Quora and Qatar Living (QL) from SemEval, show that (i) when NNs are pre-trained on the predicted data, they achieve accuracy higher than the one of TK models and (ii) NNs can be further boosted by fine-tuning them on the available GS data. This suggests that the TK properties are captured by NNs, which can exploit syntactic information even more effectively, thanks to their well-known generalization ability.

1https://www.kaggle.com/c/quora-question-pairs

2SQuAD by Rajpurkar et al. (2016) is an exception, also possible because dealing with a simpler factoid QA task.
In contrast to other semi-supervised approaches, e.g., self-training, we show that the improvement of our approach is obtained only when a very different classifier, i.e., TK-based, is used to label a large portion of the data. Indeed, using the same NNs in a self-training fashion (or another NN in a co-training approach) to label the semi-supervised data does not provide any improvement. Similarly, when SVMs using standard similarity lexical features are applied to label data, no improvement is observed in NNs.

One evident consideration is the fact that TK-based models mainly exploit syntactic information to classify data. Although, assessing that NNs specifically learn such syntax should require further investigation, our results show that only the transfer from TKs produces improvement: this is a significant evidence that makes it worth to further investigate the main claim of our paper. In any case, our approach increases the accuracy of NNs, when small datasets are available to learn high-level semantic task such as question similarity. It consists in (i) using heavier syntactic/semantic models, e.g., based on TKs, to produce training data; and (ii) exploit the latter to learn a neural model, which can then be fine-tuned on the small available GS data.

2 Tasks and Baseline Models

We introduce our question similarity tasks along with two of the most competitive models for their solutions.

2.1 Question Matching and Ranking

Question similarity in forums can be set in different ways, e.g., detecting if two questions are semantically similar or ranking a set of retrieved questions in terms of their similarity with the original question. We describe the two methods below:

The Quora task regards detecting if two questions are duplicate or not, or, in other words, if they have the same intent. The associated dataset (Wang et al., 2017) contains over 404,348 pairs of questions, posted by users on the Quora website, labelled as duplicate pair or not. For example, How do you start a bakery? and How can one start a bakery business? are duplicated while What are natural numbers? and What is a least natural number? are not. The ground-truth labels contain some amount of noise.

In the QL task at SemEval-2016 (Nakov et al., 2016) users were provided with a new (original) question $q_o$ and a set of related questions $(q_1, q_2, ..., q_n)$ from the QL forum retrieved by a search engine, i.e., Google. The goal is to rank question candidates, $q_i$, by their similarity with respect to $q_o$, $q_i$ were manually annotated as PerfectMatch, Relevant or Irrelevant, depending on their similarity with $q_o$. PerfectMatch and Relevant are considered as relevant. A question is composed of a subject, a body and a unique identifier.

2.2 Support Vector machines

A top-performing model in the SemEval challenge is built with SVMs, which learn a classification function, $f : Q \times Q \rightarrow \{0, 1\}$, on the relevant vs. irrelevant questions belonging to the question set, $Q$. The classifier score is used to rerank a set of candidate questions $q_i$ provided in the dataset with respect to an original question $q_o$. Three main representations were proposed: (i) vectors of similarity features derived between two questions; (ii) a TK function applied to the syntactic structure of question pairs; or (iii) a combination of both.

Feature Vectors (FV) are built for question pairs, $(q_1, q_2)$, using a set of text similarity features that capture the relations between two questions. More specifically, we compute 20 similarities $sim(q_1, q_2)$ using word $n$-grams ($n = [1, \ldots, 4]$), after stopword removal, greedy string tiling (Wise, 1996), longest common subsequences (Allison and Dix, 1986), Jaccard coefficient (Jaccard, 1901), word containment (Lyon et al., 2001), and cosine similarity.

Tree Kernels (TKs) measure the similarity between the syntactic structures of two questions. Following (Filice et al., 2016), we build two macro-trees, one for each question in the pair, containing the syntactic trees of the sentences composing a question. In addition, we link two macro-trees by connecting the phrases, e.g., NP, VP, PP, etc., when there is a lexical match between the phrases of two questions. We apply the following kernel to two pairs of question trees: $K(\langle q_1, q_2 \rangle, \langle q'_1, q'_2 \rangle) = TK(t(q_1, q_2), t(q'_1, q'_2)) + TK(t(q_2, q_1), t(q'_2, q'_1))$, where $t(x, y)$ extracts the syntactic tree from the text $x$, enriching it with relational tags (REL) derived by matching the lexical between $x$ and $y$.  

http://www.qatarliving.com/forum
3 Injecting Structures in NNs

We inject TK knowledge in two well-known and state-of-the-art networks for question similarity, enriching them with relational information.

3.1 NNs for question similarity

We implemented the Convolutional NN (CNN) model proposed by (Severyn and Moschitti, 2016). This learns \( f \), using two separate sentence encoders \( f_{q_1} : Q \rightarrow \mathbb{R}^n \) and \( f_{q_2} : Q \rightarrow \mathbb{R}^n \), which map each question into a fixed size dense vector of dimension \( n \). The resulting vectors are concatenated and passed to a Multi Layer Perceptron that performs the final classification. Each question is encoded into a fixed size vector using an embedding layer, a convolution operation and a global max pooling function. The embedding layer transforms the input question, i.e., a sequence of token, \( X_q = [x_{q_1}, \ldots, x_{q_i}, \ldots, x_{q_n}] \), into a sentence matrix, \( S_q \in \mathbb{R}^{m \times n} \), by concatenating the word embeddings \( w_i \) corresponding to the tokens \( x_{q_i} \) in the input sentence.

Additionally, we implemented a Bidirectional (BiLSTM), using the standard LSTM by Hochreiter and Schmidhuber (1997). An LSTM iterates over the sentence one word at the time by creating a new word representation \( h_i \) by composing the representation of the previews word and the current word vector \( h_i = LSTM(w_i, h_{i-1}) \). A BiLSTM iterates over the sentence in both directions and the final representation is a concatenation of the hidden representations, \( h_N \), obtained after processing the whole sentence. We apply two sentence models (with different weights), one for each question, then we concatenate the two fixed-size representations and fed them to a Multi-Layer Perceptron.

3.2 Relational Information

Severyn and Moschitti (2016) showed that relational information encoded in terms of overlapping words between two pairs of text can highly improve accuracy. Thus, for both networks above, we mark each word with a binary feature indicating if a word from a question appears in the other pair question. This feature is encoded with a fixed size vector (in the same way it is done for words).

3.3 Learning NNs with structure

To inject structured information in the network, we use a weak supervision technique: (i) an SVM with TK is trained on the GS data; (ii) this model classifies an additional unlabelled dataset, creating automatic data; and (iii) a neural network is trained on the latter data.

The pre-trained network can be fine-tuned on the GS data, using a smaller learning rate \( \gamma \). This prevents catastrophic forgetting (Goodfellow et al., 2013), which may occur with a larger learning rate.

4 Experiments

We experiment with two datasets comparing models trained on gold and automatic data and their combination, before and after fine tuning.

4.1 Data

Quora dataset contains 384,358 pairs in the training set and 10,000 pairs both in the dev. and test sets. The latter two contain the same number of positive and negative examples. QL dataset contains 3,869 question pairs divided in 2,669, 500 and 700 pairs in the training, dev. and test sets. We created 93k\(^4\) unlabelled pairs from the QL dump, retrieving 10 candidates with Lucene for 9,300 query questions.

4.2 NN setup

We pre-initialize our word embeddings with skip-gram embeddings of dimensionality 50 jointly trained on the English Wikipedia dump (Mikolov et al., 2013) and the jacana corpus\(^5\). The input sentences are encoded with fixed-sized vectors using a CNN with the following parameters: a window of size 5, an output of 100 dimensions, followed by a global max pooling. We use a single non-linear hidden layer, whose size is equal to the size of the sentence embeddings, i.e., 100. The word overlap embeddings is set to 5 dimensions. The activation function for both convolution and hidden layers is ReLU. During training the model optimizes the binary cross-entropy loss. We used SGD with Adam update rule, setting the learning rate to \( \gamma \) to \( 10^{-4} \) and \( 10^{-5} \) for the pre-training and fine tuning phases, respectively.

4.3 Results on Quora

Table 1 reports our different models, FV, TK, CNN and LSTM described in the previous section, where the suffix, -10k or -5k, indicates the amount of GS data used to train them, and the name in

---

\(^4\)Note that we will release the 400k automatically labelled pairs from Quora as well as the new 93k pairs of QL along with their automatic labels for research purposes.

\(^5\)Embeddings are available in the repository: https://github.com/aseveryn/deep-qa
<table>
<thead>
<tr>
<th>Model</th>
<th>Automatic data</th>
<th>GS data</th>
<th>DEV</th>
<th>TEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>FV-10k</td>
<td>–</td>
<td>10k</td>
<td>0.7046</td>
<td>0.7023</td>
</tr>
<tr>
<td>TK-10k</td>
<td>–</td>
<td>10k</td>
<td>0.7405</td>
<td>0.7337</td>
</tr>
<tr>
<td>CNN-10k</td>
<td>–</td>
<td>10k</td>
<td>0.7646</td>
<td>0.7569</td>
</tr>
<tr>
<td>LSTM-10k</td>
<td>–</td>
<td>10k</td>
<td>0.7521</td>
<td>0.7450</td>
</tr>
<tr>
<td>CNN(CNN-10k)</td>
<td>50k</td>
<td>–</td>
<td>0.7666</td>
<td>0.7619</td>
</tr>
<tr>
<td>CNN(CNN-10k)*</td>
<td>50k</td>
<td>10k</td>
<td>0.7601</td>
<td>0.7598</td>
</tr>
<tr>
<td>CNN(FV-10k)</td>
<td>50k</td>
<td>–</td>
<td>0.6960</td>
<td>0.6931</td>
</tr>
<tr>
<td>CNN(FV-10k)*</td>
<td>50k</td>
<td>10k</td>
<td>0.7681</td>
<td>0.7565</td>
</tr>
<tr>
<td>CNN(TK-10k)</td>
<td>50k</td>
<td>–</td>
<td>0.7446</td>
<td>0.7370</td>
</tr>
<tr>
<td>CNN(TK-10k)*</td>
<td>50k</td>
<td>10k</td>
<td>0.7748</td>
<td>0.7652</td>
</tr>
<tr>
<td>LSTM(TK-10k)</td>
<td>50k</td>
<td>–</td>
<td>0.7478</td>
<td>0.7371</td>
</tr>
<tr>
<td>LSTM(TK-10k)*</td>
<td>50k</td>
<td>10k</td>
<td>0.7706</td>
<td>0.7505</td>
</tr>
<tr>
<td>TK-5k</td>
<td>–</td>
<td>5k</td>
<td>0.6859</td>
<td>0.6774</td>
</tr>
<tr>
<td>CNN-5k</td>
<td>–</td>
<td>5k</td>
<td>0.7532</td>
<td>0.7450</td>
</tr>
<tr>
<td>CNN(TK-5k)</td>
<td>50k</td>
<td>–</td>
<td>0.7239</td>
<td>0.7208</td>
</tr>
<tr>
<td>CNN(TK-5k)*</td>
<td>50k</td>
<td>5k</td>
<td>0.7574</td>
<td>0.7493</td>
</tr>
<tr>
<td>CNN(TK-10k)</td>
<td>375k</td>
<td>–</td>
<td>0.7524</td>
<td>0.7471</td>
</tr>
<tr>
<td>CNN(TK-10k)*</td>
<td>375k</td>
<td>10k</td>
<td>0.7796</td>
<td>0.7728</td>
</tr>
<tr>
<td>Voting(TK+CNN)</td>
<td>–</td>
<td>10k</td>
<td>0.7838</td>
<td>0.7792</td>
</tr>
</tbody>
</table>

Table 1: Accuracy on the Quora dataset.

parenthesis indicates the model used for generating automatic data, e.g., CNN(TK-10k) means that a CNN has been pre-trained with the data labelled by a TK model trained on 10k GS data. The amount of automatic data for pre-training is in the second column, while the amount of GS data for training or fine-tuning (indicated by *) is in the third column. Finally, the results on the dev. and test sets are in the fourth and fifth columns.

We note that: first, NNs trained on 10k of GS data obtain higher accuracy than FV and TK on both dev. and test sets (see the first four lines).

Second, CNNs pre-trained with the data generated by FV or in a self-training setting, i.e., CNN(CNN-10k), and also fine-tuned do not improve on the baseline model, i.e., CNN-10K, (see the second part of the table).

Third, when CNNs and LSTMs are trained on the data labelled by the TK model, match the TK model accuracy (third part of the table). Most importantly, when they are fine-tuned on GS data, they obtain better results than the original models trained on the same amount of data, e.g., 1% accuracy over CNN-10k.

Next, the fourth part of the table shows that the improvement given by our method is still present when training TK (and fine tuning the NNs) on less GS data, i.e., only 5k.

Additionally, the fifth section of the table shows a high improvement by training NNs on all available Quora data annotated by TK-10k (trained on just 10k). This suggests that NNs require more data to learn complex relational syntactic patterns expressed by TKS. However, the plot in Figure 1 shows that the improvement reaches a plateau around 100k examples.

Finally, in the last row of the table, we report the result of a voting approach using a combination of the normalized scores of TK-10k and CNN-10k. The accuracy is almost the same than CNN(TK-10k)*. This shows that NNs completely learn the combination of a TK model, mainly exploiting syntax, and a CNN, only using lexical information. Note that the voting model is heavy to deploy as it uses syntactic parsing and the kernel algorithm, which has a time complexity quadratic in the number of support vectors.

4.4 Results on Qatar Living

Table 2 reports the results when applying our technique to a smaller and different dataset such as QL. Here, CNNs have lower performance than TK models as 2,669 pairs are not enough to train their parameters, and the text is also noisy, i.e., there are a lot of spelling errors. Despite this problem, the results show that CNNs can approximate the

---

6The improvement of 0.5 is not statistically significant.
TK models well, when using a large set of automatic data. For example, the CNN trained on 93k automatically annotated examples and then fine tuned exhibits 0.4% accuracy improvement on the dev. set and almost 3% on the test set over TK models. On the other hand, using too much automatically labeled data may hurt the performance on the test set. This may be due to the fact the quality of information contained in the gold labeled data deteriorates. In other words, using the right amount of weekly-supervision is an important hyper-parameter that needs to be carefully chosen.

5 Related Work

Determining question similarity is one of the main challenges in building systems that answer real user questions (Agichtein et al., 2015, 2016) in community QA, thus different approaches have been proposed. Jeon et al. (2005) used a language model based on word translation table to compute the probability of generating a query question, given a target/related question. Zhou et al. (2011) showed the effectiveness of phrase-based translation models on Yahoo! Answers. Cao et al. (2009); Duan et al. (2008) proposed a similarity between two questions based on a language model that exploits the category structure of Yahoo! Answers. Wang et al. (2009) proposed a model to find semantically related questions by computing similarity between syntactic trees representing questions. Ji et al. (2012) and Zhang et al. (2014) used latent semantic topics that generate question/answer pairs.

Regarding the use of automatically labelled data, Blum and Mitchell (1998) applied semi-supervised approaches, such as self-training and co-training to non-neural models. The main point of our paper is the use standard weakly-supervised methods to inject syntactic information in NNs.

Hu et al. (2016) tried to combine symbolic representations with NNs by transferring structured information of logic rules into the weights of NNs. Our work is rather different as we inject syntactic, and not logic, information in NNs.

The work most similar to ours is the one by Croce et al. (2017), who use Nystrom methods to compact the TK representation in embedding vectors and use the latter to train a feed forward NNs. In contrast, we present a simpler approach, where NNs learn syntactic properties directly from data.

To our knowledge, ours is the first work trying to use NNs to learn structural information from data labelled by TK-based models. Finally, no systems of the SemEval challenges used NNs trained on syntactic information.

6 Conclusion

In this work, we have trained TK-based models, which make use of structural information, on relatively small data and applied them to new data to produce a much larger automatically labeled dataset. Our experiments show that NNs trained on the automatic data improve their accuracy. We may speculate that NNs learn relational structural information as (i) TK models mainly use syntactic structures to label data and (ii) other advanced models based on similarity feature vectors do not produce any improvement. Indeed, the latter only exploit lexical similarity measures, which are typically also generated by NNs. However, even if our conjecture were wrong, the bottom line would be that, thanks to our approach, we can have NN models comparable to TK-based approaches, by also avoiding to use syntactic parsing and expensive TK processing at deployment time.

<table>
<thead>
<tr>
<th>Model</th>
<th>Automatic Data</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>0.7000</td>
<td>0.7514</td>
<td></td>
</tr>
<tr>
<td>TK</td>
<td>0.7340</td>
<td>0.7686</td>
<td></td>
</tr>
<tr>
<td>CNN(TK)</td>
<td>0.5580</td>
<td>0.5428</td>
<td></td>
</tr>
<tr>
<td>CNN(TK)*</td>
<td>0.7160</td>
<td>0.7814</td>
<td></td>
</tr>
<tr>
<td>CNN(TK)</td>
<td>0.7000</td>
<td>0.6957</td>
<td></td>
</tr>
<tr>
<td>CNN(TK)*</td>
<td>0.7380</td>
<td>0.7614</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Accuracy on QL using all available GS data.
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Abstract

We offer a simple and effective method to seek a better balance between model confidence and length preference for Neural Machine Translation (NMT). Unlike the popular length normalization and coverage models, our model does not require training nor reranking the limited \(n\)-best outputs. Moreover, it is robust to large beam sizes, which is not well studied in previous work. On the Chinese-English and English-German translation tasks, our approach yields \(+0.4 \sim 1.5\) BLEU improvements over the state-of-the-art baselines.

1 Introduction

In the past few years, Neural Machine Translation (NMT) has achieved state-of-the-art performance in many translation tasks. It models the translation problem using neural networks with no assumption of the hidden structures between two languages, and learns the model parameters from bilingual texts in an end-to-end fashion (Kalchbrenner and Blunsom, 2013; Sutskever et al., 2014; Cho et al., 2014). In such systems, target words are generated over a sequence of time steps. The model score is simply defined as the sum of the log-scale word probabilities:

\[
\log P(y|x) = \sum_{j=1}^{|
\end{equation}

where \(x\) and \(y\) are the source and target sentences, and \(P(y_j|y_{<j}, x)\) is the probability of generating the \(j\)-th word \(y_j\) given the previously-generated words \(y_{<j}\) and the source sentence \(x\).

However, the straightforward implementation of this model suffers from many problems, the most obvious one being the bias that the system tends to choose shorter translations because the log-probability is added over time steps. The situation is worse when we use beam search where the shorter translations have more chances to beat the longer ones. It is in general to normalize the model score by translation length (say length normalization) to eliminate this system bias (Wu et al., 2016).

Though widely used, length normalization is not a perfect solution. NMT systems still have under-translation and over-translation problem even with a normalized model. It is due to the lack of the coverage model that indicates the degree a source word is translated. As an extreme case, a source word might be translated for several times, which results in many duplicated target words. Several research groups have proposed solutions to this bad case (Tu et al., 2016; Mi et al., 2016). E.g., Tu et al. (2016) developed a coverage-based model to measure the fractional count that a source word is translated during decoding. It can be jointly learned with the NMT model. Alternatively, one can rerank the \(n\)-best outputs by coverage-sensitive models, but this method just affects the final output list which has a very limited scope (Wu et al., 2016).

In this paper we present a simple and effective approach by introducing a coverage-based feature into NMT. Unlike previous studies, we do not resort to developing extra models nor reranking the limited \(n\)-best translations. Instead, we develop a coverage score and apply it to each decoding step. Our approach has several benefits,

- Our approach does not require to train a huge neural network and is easy to implement.
- Our approach works on beam search for each target position and thus can access more translation hypotheses.
- Our approach works consistently well under different sized beam search and sentence lengths contrary to what is observed in other systems (Koehn and Knowles, 2017).
We test our approach on the NIST Chinese-English and WMT English-German translation tasks, and it outperforms several state-of-the-art baselines by 0.4~1.5 BLEU points.

2 The Coverage Score

Given a word sequence, a coverage vector indicates whether the word of each position is translated. This is trivial for statistical machine translation (Koehn, 2009) because there is no overlap between the translation units of a hypothesis, i.e., we have a 0-1 coverage vector.

However, it is not the case for NMT where the coverage is modeled in a soft way. In NMT, no explicit translation units or rules are used. The attention mechanism is used instead to model the correspondence between a source position and a target position (Bahdanau et al., 2015). For a given target position \( j \), the attention-based NMT computes attention score \( a_{ij} \) for each source position \( i \). \( a_{ij} \) can be regarded as the measure of the correspondence strength between \( i \) and \( j \), and is normalized over all source positions (i.e., \( \sum_i |x_i| a_{ij} = 1 \)).

Here, we present a coverage score (CS) to describe to what extent the source words are translated. In principle, the coverage score should be high if the translation covers most words in source sentence, and low if it covers only a few of them. Given a source position \( i \), we define its coverage as the sum of the past attention probabilities \( c_i = \sum_{j} |y_j| a_{ij} \) (Wu et al., 2016; Tu et al., 2016). Then, the coverage score of the sentence pair \((x, y)\) is defined as the sum of the truncated coverage over all positions (See Figure 1 for an illustration):

\[
c(x, y) = \sum_i |x_i| \log \max(\sum_j |y_j| a_{ij}, \beta) = \log 0.8 + \log 1.2 \ldots = 1.5
\]

where \( \beta \) is a parameter that can be tuned on a development set. This model has two properties:

- **Non-linearity** Eq. (2) is a log-linear model. It is desirable because this model does not benefit too much from the received attention when the coverage of a source word is high. This can prevent the cases that the system puts too much attention on a few words while others only receive a little attention to have relatively high scores. Beyond this, the log-scale scoring fits into the NMT model where word probabilities are represented in the logarithm manner (See Eq. (1)).

- **Truncation** At the early stage of decoding, the coverage of the most source words is close to 0. This may result in a negative infinity value after the logarithm function, and discard hypotheses with sharp attention distributions, which is not necessarily bad. The truncation with the lowest value \( \beta \) can ensure that the coverage score has a reasonable value. Here \( \beta \) is similar to model warm-up, which makes the model easy to run in the first few decoding steps. Note that our way of truncation is different from Wu et al. (2016)’s, where they clip the coverage into [0, 1] and ignore the fact that a source word may be translated into multiple target words and its coverage should be of a value larger than 1.

For decoding, we incorporate the coverage score into beam search via linear combination with the NMT model score as below,
\[ s(x, y) = (1 - \alpha) \cdot \log P(y|x) + \alpha \cdot c(x, y) \quad (3) \]

where \( y \) is a partial translation generated during decoding, \( \log P(y|x) \) is the model score, and \( \alpha \) is the coefficient for linear interpolation.

In standard implementation of NMT systems, once a hypothesis is finished, it is removed from the beam and the beam shrinks accordingly. Here we choose a different decoding strategy. We keep the finished hypotheses in the beam until the decoding completes, which means that we compare the finished hypotheses with partial translations at each step. This method helps because it can dynamically determine whether a finished hypothesis is kept in beam through the entire decoding process, and thus reduce search errors. It enables the decoder to throw away finished hypotheses if they have very low coverage but are of high likelihood values.

3 Experiments

3.1 Setup

We evaluated our approach on Chinese-English and German-English translation tasks. We used 1.8M sentence Chinese-English bitext provided within NIST12 OpenMT and 4.5M sentence German-English bitext provided within WMT16. For Chinese-English translation, we chose the evaluation data of NIST MT06 as the development set, and MT08 as the test set. All Chinese sentences were word segmented using the tool provided within NiuTrans. For German-English translation, we chose newstest2013 as the development set and newstest2014 as the test set.

Our baseline systems were based on the open-source implementation of the NMT model presented in Luong et al. (2017). The model was consisted of a 4-layer bi-directional LSTM encoder and 4-layer LSTM decoder. The size of the embedding and hidden layers was set to 1024. We applied the additive attention model on top of the multi-layer LSTMs (Bahdanau et al., 2015). For training, we used the Adam optimizer (Kingma and Ba, 2015) where the learning rate and batch size were set to 0.001 and 128. We selected the top

Table 1: BLEU results of NMT systems. base = base system, LN = length normalization, CP = coverage penalty, and CS = our coverage score.

<table>
<thead>
<tr>
<th>Entry</th>
<th>Zh-En</th>
<th>En-De</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dev</td>
<td>test</td>
</tr>
<tr>
<td></td>
<td>b=10</td>
<td></td>
</tr>
<tr>
<td>base</td>
<td>37.55</td>
<td>30.91</td>
</tr>
<tr>
<td>LN</td>
<td>38.85</td>
<td>32.32</td>
</tr>
<tr>
<td>CP</td>
<td>38.68</td>
<td>31.84</td>
</tr>
<tr>
<td>CP†</td>
<td>35.93</td>
<td>29.98</td>
</tr>
<tr>
<td>LN+CP</td>
<td>39.07</td>
<td>32.47</td>
</tr>
<tr>
<td>CS</td>
<td>39.13</td>
<td>32.24</td>
</tr>
<tr>
<td>CS†</td>
<td>38.76</td>
<td>32.18</td>
</tr>
<tr>
<td>LN+CS</td>
<td>39.59</td>
<td>32.73</td>
</tr>
<tr>
<td>LN+CP+CS</td>
<td>39.62</td>
<td>32.75</td>
</tr>
<tr>
<td></td>
<td>b=100</td>
<td></td>
</tr>
<tr>
<td>base</td>
<td>35.17</td>
<td>28.48</td>
</tr>
<tr>
<td>LN</td>
<td>38.60</td>
<td>31.97</td>
</tr>
<tr>
<td>CP</td>
<td>37.64</td>
<td>30.82</td>
</tr>
<tr>
<td>CP†</td>
<td>34.77</td>
<td>27.45</td>
</tr>
<tr>
<td>LN+CP</td>
<td>38.93</td>
<td>32.39</td>
</tr>
<tr>
<td>CS</td>
<td>39.60</td>
<td>32.71</td>
</tr>
<tr>
<td>CS†</td>
<td>37.79</td>
<td>31.57</td>
</tr>
<tr>
<td>LN+CS</td>
<td>39.88</td>
<td>33.20</td>
</tr>
<tr>
<td>LN+CP+CS</td>
<td>39.90</td>
<td>33.23</td>
</tr>
<tr>
<td></td>
<td>b=500</td>
<td></td>
</tr>
<tr>
<td>base</td>
<td>23.40</td>
<td>17.95</td>
</tr>
<tr>
<td>LN</td>
<td>37.60</td>
<td>30.81</td>
</tr>
<tr>
<td>CP</td>
<td>34.81</td>
<td>28.82</td>
</tr>
<tr>
<td>CP†</td>
<td>32.23</td>
<td>25.09</td>
</tr>
<tr>
<td>LN+CP</td>
<td>37.88</td>
<td>31.46</td>
</tr>
<tr>
<td>CS</td>
<td>39.50</td>
<td>32.77</td>
</tr>
<tr>
<td>CS†</td>
<td>35.89</td>
<td>29.92</td>
</tr>
<tr>
<td>LN+CS</td>
<td>39.77</td>
<td>32.89</td>
</tr>
<tr>
<td>LN+CP+CS</td>
<td>39.73</td>
<td>32.85</td>
</tr>
</tbody>
</table>

3.2 Results

Table 1 shows the BLEU scores of the systems under different beam sizes (10, 100, and 500). We see, first of all, that our method outperforms
four of the baselines, and the improvement is the largest when the beam size is 500. For a clear presentation, we plotted the BLEU curves by varying beam size. Figure 2 shows that our method has a consistent improvement as the beam size becomes larger, while others start to decline when the beam size is around 50, which indicates that integrating our coverage score into decoding is beneficial to prune out undesirable hypotheses when we search in a larger hypothesis space. We also see that the model gives even better results (+0.5 BLEU) after combining all these methods, which implies that our method doesn’t overlap with the others. More interestingly, it is observed that the improvement on the En-De task is smaller than that on the Zh-En task. A possible reason is that there are relatively good word correspondences between English and German, and it is not so difficult for the base model to learn word deletions and insertions in En-De translation. Hence, the baseline system generates translations with proper lengths and does not benefit too much from the coverage model.

An interesting phenomenon in Table 1 is that using large beam size 100 rather than standard beam size (around 10) could give considerable improvements, e.g., 0.5 BLEU for Zh-En and 0.2 for En-De, yet the extremely large beam size 500 does not help much. This might result from the fact that our method is applied to each decoding step, thus helps model to search in a larger space and select better hypotheses, while a much larger beam size does not provide more benefits because the model already generates sufficiently good translations with a small beam size.

We also compared CP with our method by applying CP to each decoding step (Line CP†) and our method only to reranking (Line CS†) in Table 1. We noted that model performance dropped in most cases when CP was applied to each decoding step, and our method was helpful in reranking and obtained even better results as well when it is employed by beam search. This implies that the way of truncation is essential to enable the effective utilization of coverage inside beam search to achieve more significant improvements.

Then, Figure 3 shows that our method has a relatively better ability to handle longer sentences. It obtains a significant improvement over the baselines when we translate sentences of more than 50 words. This is expectable because the coverage provides rich information from the past, which helps to address the long term dependency issue.

Another interesting question is whether the NMT systems can generate translations with appropriate lengths. To seek its answer, we studied the length difference between the MT output and the shortest reference. Table 2 shows that our method helps on both tasks. It generates translations whose lengths are closer to those of their references, which agrees with the BLEU results in Table 1. This is reasonable because our method encourages the hypotheses with higher coverage scores and thus higher recall. It means that our method can help the model to preserve the meaning of source words, which alleviates the under-translation problem.

Sensitivity analysis on α and β in Table 3 shows that the two tasks have different optimal choices of these values, which might be due to the natural need of length preference for different languages.
4 Related Work

The length preference and coverage problems have been discussed for years since the rise of statistical machine translation (Koehn, 2009). In NMT, several good methods have been developed. The simplest of these is length normalization which penalizes short translations in decoding (Wu et al., 2016). More sophisticated methods focus on modeling the coverage problem with extra sub-modules in NMT and require a training process (Tu et al., 2016; Mi et al., 2016).

Perhaps the most related work to this paper is Wu et al. (2016). In their work, the coverage problem can be interpreted in a probability story. However, it fails to account for the cases that one source word is translated into multiple target words and is thus of a total attention score > 1. To address this issue, we remove the probability constraint and make the coverage score interpretable for different cases. Another difference lies in that our coverage model is applied to every beam search step, while Wu et al. (2016)’s model affects only a small number of translation outputs.

Previous work have pointed out that BLEU scores of NMT systems drop as beam size increases (Britz et al., 2017; Tu et al., 2017; Koehn and Knowles, 2017), and the existing length normalization and coverage models can alleviate this problem to some extent. In this work we show that our method can do this much better. Almost no BLEU drop is observed even when beam size is set to 500.

5 Conclusion

We have described a coverage score and integrated it into a state-of-the-art NMT system. Our method is easy to implement and does not need training for additional models. Also, it performs well in searching with large beam sizes. On Chinese-English and English-German translation tasks, it outperforms several baselines significantly.
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Abstract

Traditional Neural machine translation (NMT) involves a fixed training procedure where each sentence is sampled once during each epoch. In reality, some sentences are well-learned during the initial few epochs; however, using this approach, the well-learned sentences would continue to be trained along with those sentences that were not well learned for 10-30 epochs, which results in a wastage of time. Here, we propose an efficient method to dynamically sample the sentences in order to accelerate the NMT training. In this approach, a weight is assigned to each sentence based on the measured difference between the training costs of two iterations. Further, in each epoch, a certain percentage of sentences are dynamically sampled according to their weights. Empirical results based on the NIST Chinese-to-English and the WMT English-to-German tasks show that the proposed method can significantly accelerate the NMT training and improve the NMT performance.

1 Introduction

Recently neural machine translation (NMT) has been prominently used to perform various translation tasks (Luong and Manning, 2015; Bojar et al., 2017). However, NMT is much more time-consuming than traditional phrase-based statistical machine translation (PBSMT) due to its deep neural network structure. To improve the efficiency of NMT training, most of the studies focus on reducing the number of parameters in the model (See et al., 2016; Crego et al., 2016; Hubara et al., 2016) and implementing parallelism in the data or in the model (Wu et al., 2016; Kalchbrenner et al., 2016; Gehring et al., 2017; Vaswani et al., 2017).

Although these technologies have been adopted, deep networks have to be improved to achieve state-of-the-art performance in order to handle very large datasets and several training iterations. Therefore, some researchers have proposed to accelerate the NMT training by resampling a smaller subset of the data that makes a relatively high contribution, to improve the training efficiency of NMT. Specifically, Kocmi and Bojar (2017) empirically investigated curriculum learning based on the sentence length and word rank. Wang et al. (2017a) proposed a static sentence-selection method for domain adaptation using the internal sentence embedding of NMT. They also proposed a sentence weighting method with dynamic weight adjustment (Wang et al., 2017b). Wees et al. (2017) used domain-based cross-entropy as a criterion to gradually fine-tune the NMT training in a dynamical manner. All of these criteria (Wang et al., 2017a,b; Wees et al., 2017) are calculated before performing the NMT training based on the domain information and are fixed while performing the complete procedure. Zhang et al. (2017) adopted the sentence-level training cost as a dynamic criterion to gradually fine-tune the NMT training. This approach was developed based on the idea that the training cost is a useful measure to determine the translation quality of a sentence. However, some of the sentences that can be potentially improved by training may be deleted using this method. In addition, all of the above works primarily focused on NMT translation performance, instead of training efficiency.

In this study, we propose a method of dynamic sentence sampling (DSS) to improve the NMT training efficiency. First, the differences between...
the training costs of two iterations, which is a measure of whether the translation quality of a sentence can be potentially improved, is measured to be the criterion. We further proposed two sentence resampling strategies, i.e., weighted sampling and review mechanism to help NMT focus on the not well-learned sentences as well as remember the knowledge from the well-learned sentences.

The remainder of this paper is organized as follows. In Section 2, we introduce the dynamic sentence sampling method. Experiments are described and analyzed in Section 3. We discussed some other effects of the proposed methods in Section 4. We conclude our paper in the last section.

2 Dynamic Sentence Sampling (DSS)

2.1 NMT Background

An attention-based NMT system uses a bidirectional RNN as an encoder and a decoder that emulates the search through a source sentence during the decoding process (Bahdanau et al., 2015; Luong et al., 2015). The training objective function to be minimized can be formulated as:

\[ J = \sum_{\langle x, y \rangle \in D} -\log P(y|x, \theta), \]  

where \( \langle x, y \rangle \) is the parallel sentence pair from the training corpus \( D \), \( P(y|x) \) is the translation probability, and \( \theta \) is the neural network parameters.

2.2 Criteria

The key to perform sentence sampling is to measure the criteria. As we know, the NMT system continually alters throughout the training procedure. However, most of the criteria described in the introduction remain constant during the NMT training process. Zhang et al. (2017) adopted the sentence-level training cost to be a dynamic criterion; further, the training cost of a sentence pair \( \langle x, y \rangle \) during the \( i \)th iteration can be calculated as:

\[ \text{cost}^i_{\langle x, y \rangle} = -\log P(y|x, \theta). \]  

Directly adopting training cost as the criterion to select the top-ranked sentences that represent the largest training costs has two drawbacks: 1) The translation qualities of sentences with small training costs may be further improved during the succeeding epochs. 2) If the training corpus become smaller after each iteration, the knowledge associated with the removed sentences may be lost over the course of the NMT process.

Therefore, we adopt the ratio of differences \( \text{dif}^i_{\langle x, y \rangle} \) between training costs of two training iterations to be the criterion,

\[ \text{dif}^i_{\langle x, y \rangle} = \frac{\text{cost}^{i-1}_{\langle x, y \rangle} - \text{cost}^i_{\langle x, y \rangle}}{\text{cost}^{i-1}_{\langle x, y \rangle}}. \]  

It should be noted that some of \( \text{dif}^i_{\langle x, y \rangle} \) are negative. That is, the costs of some sentence pairs even increase after one epoch training. Therefore, the difference is normalized into \([0, 1]\) as the final criterion:

\[ \text{criterion}^i_{\langle x, y \rangle} = \frac{\text{dif}^i_{\langle x, y \rangle} - \min(\text{dif}^i)}{\max(\text{dif}^i) - \min(\text{dif}^i)}. \]  

This criterion indicates the likelihood of a sentence to be further improved in the next iteration; low values indicate that the training cost of a sentence is unlikely to change and that it would not significantly contribute to the NMT training even if the sentence was trained further.

2.3 Dynamic Sampling

As we know, the NMT performance improves significantly during the initial several epochs and less significantly thereafter. This is partially because that some of the sentences have been learned sufficiently (i.e., low \( \text{criterion}^i_{\langle x, y \rangle} \) values). However, they are kept further training with the ones which have not been learned enough (i.e., high \( \text{criterion}^i_{\langle x, y \rangle} \) values). Therefore, in this approach, these sentences are deleted for the subsequent iterations. To ensure that knowledge from the deleted sentences is retained, we propose two mechanisms for dynamic sampling, which are described in the succeeding sections.

2.3.1 Weighted Sampling (WS)

We assign a normalized weight to each sentence according to the criterion that can be given as:

\[ \text{weight}^i_{\langle x, y \rangle} = \frac{\text{criterion}^i_{\langle x, y \rangle}}{\sum_{\langle x, y \rangle \in D} \text{criterion}^i_{\langle x, y \rangle}}. \]  

Further, weighted sampling without any replacement was used to select a small subset,
such as 80%\(^1\) of the entire corpus, as the corpus \(D_{ws}^{i+1}\) to perform the subsequent iteration. The updated objective function using weighted sampling \(J_{ws}\) can be formulated as follows:

\[
J_{ws} = \sum_{(x,y) \in D_{ws}} -\log P(y|x, \theta). \tag{6}
\]

Thus only 80% of the entire corpus is used to perform the NMT training during each iteration (for the first two iteration, all of the sentences should be sampled). Because the criterion continually changes, the sentence selection procedure also changes during the NMT training. Those that are not selected in an epoch still have a chance to be selected in the subsequent epoch\(^2\).

### 2.3.2 Review Mechanism (RM)

We further propose an alternate sentence sampling mechanism. After performing an iteration during training, 80% of the top-ranked sentences are selected to act as the training data for the subsequent iteration. Each sentence that is not selected is classified into the low-criterion group \(D_{low}\) and does not have a chance to be sampled again. In this case, the \(D_{low}\) will become larger and larger, and \(D_{high}\) will becomes smaller and smaller. To prevent the loss of the knowledge that was obtained from the \(D_{low}\) group during NMT, a small percentage \(\lambda\), such as 10%, of the \(D_{low}\) group is sampled as the knowledge to be reviewed. The updated NMT objective function is formalized as follows,

\[
J_{rm} = \sum_{(x,y) \in D_{high}} -\log P(y|x, \theta) + \sum_{(x,y) \in \lambda D_{low}} -\log P(y|x, \theta). \tag{7}
\]

## 3 Experiments

### 3.1 Datasets

The proposed methods were applied to perform 1) the NIST Chinese (ZH) to English (EN) translation task that contained a training dataset of 1.42 million bilingual sentence pairs from LDC 4.43 million bilingual sentence pairs from the WMT-14 dataset\(^4\) was used as the training data. The newstest2012 and newstest2013-2015 datasets were used as development and test datasets, respectively.

### 3.2 Baselines and Settings

Beside the PBSMT (Koehn et al., 2007) and vanilla NMT, three typical existing approaches described in the introduction were empirically compared: 1) Curriculum learning using the source sentence length as the criterion (Kocmi and Bojar, 2017). 2) Gradual fine-tuning using language model-based cross-entropy (Wees et al., 2017)\(^5\). 3) NMT boosting method by eliminating 20% of the training data with the lowest training cost after performing every iteration (Zhang et al., 2017).

For the proposed DSS method, we adopted one epoch as one iteration for the EN-DE task and three epochs as one iteration for the ZH-EN task, because the corpus size of the EN-DE task is approximately three times larger than that of the ZH-EN task.

### 3.3 NMT Systems

The proposed method was implemented in Nematus (Sennrich et al., 2017) with the following default settings: the word embedding dimension was 620, the size of each hidden layer was 1,000, the batch size was 80, the maximum sequence length was 50, and the beam size for the decoding was 10. A 30K-word vocabulary was created and data was shuffled before each epoch. Training was conducted on a single Tesla P100 GPU using default dropout and the ADAM optimizer (Zeiler, 2012) with default learning rate 0.0001. All of the systems were trained for 500K batches which took approximately 7 days.

---

\(^1\)Zhang et al. (2017) adopted 80% as the selection threshold and we follow their settings for fair comparison. Due to limited space, we will empirically investigate the effect of the thresholds as our future work.

\(^2\)For those 20% sentences who are not selected, their \(\text{criterion}^{i+1}(x,y) = \text{criterion}^{i}(x,y)\).

\(^3\)The NIST02 and NIST03-08 datasets were used as the development and test datasets, respectively.

\(^4\)https://nlp.stanford.edu/projects/nmt/data/wmt14.en-de/

\(^5\)Wees et al. (2017) also proposed a weighted sampling method; however, its performance was worse than that of the gradual fine-tuning. The method originally adopted by Wees et al. was based on the cross-entropy differences between two domains. Because no domain information is available for this task, the development data was used as the in-domain data by that method. In the method proposed in this study, the development data is not required.
Table 1: Results from the NIST ZH-to-EN translation task.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dev (NIST02)</th>
<th>NIST03</th>
<th>NIST04</th>
<th>NIST05</th>
<th>NIST06</th>
<th>NIST08</th>
<th>Test (all)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBSMT</td>
<td>33.15</td>
<td>31.02</td>
<td>33.78</td>
<td>30.33</td>
<td>29.62</td>
<td>23.53</td>
<td>29.66</td>
</tr>
<tr>
<td>Vanilla NMT</td>
<td>38.48</td>
<td>37.53</td>
<td>39.95</td>
<td>35.24</td>
<td>33.86</td>
<td>27.23</td>
<td>35.08</td>
</tr>
<tr>
<td>Random Sampling</td>
<td>38.35</td>
<td>36.45</td>
<td>40.01</td>
<td>34.27</td>
<td>33.70</td>
<td>26.37</td>
<td>34.62</td>
</tr>
<tr>
<td>Kocmi and Bojar (2017)</td>
<td>38.51</td>
<td>37.60</td>
<td>39.87</td>
<td>35.43</td>
<td>33.76</td>
<td>27.37</td>
<td>35.19</td>
</tr>
<tr>
<td>Wees et al. (2017)</td>
<td>39.16</td>
<td>38.09</td>
<td>40.30</td>
<td>35.59</td>
<td>34.14</td>
<td>27.46</td>
<td>35.62</td>
</tr>
<tr>
<td>Zhang et al. (2017)</td>
<td>39.08</td>
<td>38.27</td>
<td>40.37</td>
<td>35.32</td>
<td>33.57</td>
<td>27.87</td>
<td>35.57</td>
</tr>
<tr>
<td>DSS-WS</td>
<td>39.54+</td>
<td>39.23++</td>
<td>40.84+</td>
<td>35.98+</td>
<td>34.91++</td>
<td>28.42+</td>
<td>36.85++</td>
</tr>
<tr>
<td>DSS-RM</td>
<td>39.89++</td>
<td>39.90++</td>
<td>40.60</td>
<td>35.77+</td>
<td>35.45++</td>
<td>29.30++</td>
<td>37.33++</td>
</tr>
</tbody>
</table>

Table 2: Results from the WMT EN-to-DE translation task.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dev (newstest2012)</th>
<th>newstest2013</th>
<th>newstest2014</th>
<th>newstest2015</th>
<th>Test (all)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBSMT</td>
<td>14.89</td>
<td>16.75</td>
<td>15.19</td>
<td>16.84</td>
<td>16.35</td>
</tr>
<tr>
<td>Vanilla NMT</td>
<td>17.55</td>
<td>20.92</td>
<td>19.16</td>
<td>20.01</td>
<td>20.06</td>
</tr>
<tr>
<td>Random Sampling</td>
<td>17.39</td>
<td>20.32</td>
<td>18.36</td>
<td>20.30</td>
<td>19.61</td>
</tr>
<tr>
<td>Kocmi and Bojar (2017)</td>
<td>17.63</td>
<td>20.63</td>
<td>19.21</td>
<td>20.47</td>
<td>20.18</td>
</tr>
<tr>
<td>Wees et al. (2017)</td>
<td>17.69</td>
<td>20.81</td>
<td>19.21</td>
<td>20.24</td>
<td>20.19</td>
</tr>
<tr>
<td>Zhang et al. (2017)</td>
<td>17.67</td>
<td>20.80</td>
<td>19.37</td>
<td>20.42</td>
<td>20.30</td>
</tr>
<tr>
<td>DSS-RM</td>
<td>18.34+</td>
<td>21.76++</td>
<td>20.04++</td>
<td>21.02+</td>
<td>21.22++</td>
</tr>
</tbody>
</table>

Note: The translation performance was measured using the case-insensitive BLEU (Papineni et al., 2002) scores. Marks after the scores indicate that the proposed methods significantly (Koehn, 2004) outperformed the existing optimal baselines in bold (“++” denotes better at a significance level of \( \alpha = 0.01 \), whereas “+” denotes better at a significance level of \( \alpha = 0.05 \).)

3.4 Results and Analyses

3.4.1 Training Efficiency

The learning curve is depicted in Figure 1.

1) The BLEU score (ZH-EN as example) of vanilla NMT increased from 0 to 35 using approximately 200K training batches. Further, the BLEU increased from 35 to 38 using around 200K additional training batches. This is consistent with our hypothesis that the improvement in NMT shows decreasing significance as the training progresses.

2) For the baselines, the method developed by Kocmi and Bojar (2017) did not provide significant improvement in speed. The method proposed by Wees et al. (2017) and Zhang et al. (2017) slightly accelerated the NMT training.

3) The proposed DSS methods significantly accelerated the NMT training. The BLEU score (ZH-EN as example) reached 35 after using approximately 140K training batches; further, the BLEU score reached 38 after using approximately additional 120K training batches. This may be caused due to the fact that the amount of well-learned became larger and larger as the training kept going. If these sentences were continually trained, the performance would not increase significantly. In comparison, DSS methods eliminated these well-learned sentences; therefore, the performance kept improving significantly until all of the sentences become well-learned.

4) The performances of Kocmi and Bojar
Zhang et al. (2017) decreased significantly after reaching the highest BLEU. This is consistent with the hypothesis that NMT may forget the learned knowledge by directly removing corresponding sentences. In comparison, the performances of the proposed DSS methods did not decrease significantly, because the removed sentences still have chances to be sampled.

3.4.2 Translation Performance

For fair comparison, we evaluated the best performed (on dev data) model during 500K training batches on the test data. The results are shown in Tables 1 and 2.

1) The methods proposed by Wees et al. (2017) and Zhang et al. (2017) slightly improved performances. On Test(all), the proposed DSS methods significantly improved the BLEU score by approximately 1.2∼2.2 as compared to the vanilla NMT and by 0.9∼1.7 to the best performing baselines. As the well-learned sentences increases during NMT training, it did not only slow down NMT training, but also prevent NMT from learning knowledge from the sentences which were not well learned and cause the improvement stagnate.

2) Within the DSS methods, the review mechanism appears to be a slightly better mechanism than weighted sampling. This indicates that the review mechanism retained the learned knowledge in a better manner than the learned knowledge of the weighted sampling.

4 Discussions

During the response period, the comments and suggestions of reviewers inspired us a lot. Due to the limited time and space, we briefly discussed these suggestions in this paper. We will show the empirical results in our future work.

4.1 Effect on Extreme Large Data

For the large corpus, we have tested the WMT EN-FR task, which containing approximately 12M sentences. The NMT trained from large-scale corpus still gained slight BLEU improvement after several-epoch training. After 6 epochs training (1M batches), the proposed dynamic sentence sampling method outperformed the baseline by approximately 0.6 BLEU.

For the web-scale corpora which may be converged within one epoch, in our opinion, if a sentence pair is not well-learned enough, it is necessary to learn it once more. To accelerate this judging processing, we can adopt the sentence similarities between the untrained sentence with small-sized trained sentences as the criteria for sentence sampling.

4.2 Effect on Long-time Training

Similarly, for the WMT EN-DE and NIST ZH-EN, if we keep training for more than 1M batches which takes 2-3 weeks, the BLEU would increase by 1.0-1.5 and differences between baseline and the proposed method would slightly decrease by 0.5-0.7 BLEU. Because 7-10 days is a reasonable time for NMT training, we reported 500K batches training results in this paper.

4.3 Effect on Noisy Data

We added 20% noisy data, which is wrongly aligned, to the NIST ZH-EN corpus. Empirical result shows that the training cost of these noise data did not decrease significantly and even increase sometimes during the training processing. After the first-time time dynamic sampling training by the proposed method, the noise data ratio decreased from 20% to 13%. After the second-time dynamic sampling training, the noise data ratio decreased from 13% to 7%. This indicates that the proposed method can also detect the noisy data.

5 Conclusion

In this study, the sentences for which training costs of two iterations do not show any significant variation are defined as well-learned sentences. Using a dynamic sentence sampling method, these well-learned sentences are assigned a lower probability of being sampled during the subsequent epoch. The empirical results illustrated that the proposed method can significantly accelerate the NMT training and improve the NMT performances.
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Abstract
Neural machine translation (NMT) models are typically trained with fixed-size input and output vocabularies, which creates an important bottleneck on their accuracy and generalization capability. As a solution, various studies proposed segmenting words into sub-word units and performing translation at the sub-lexical level. However, statistical word segmentation methods have recently shown to be prone to morphological errors, which can lead to inaccurate translations. In this paper, we propose to overcome this problem by replacing the source-language embedding layer of NMT with a bi-directional recurrent neural network that generates compositional representations of the input at any desired level of granularity. We test our approach in a low-resource setting with five languages from different morphological typologies, and under different composition assumptions. By training NMT to compose word representations from character trigrams, our approach consistently outperforms (from 1.71 to 2.48 BLEU points) NMT learning embeddings of statistically generated sub-word units.

1 Introduction
An important problem in neural machine translation (NMT) is translating infrequent or unseen words. The reasons are twofold: the necessity of observing many examples of a word until its input representation (embedding) becomes reliable, and the computational requirement of limiting the input and output vocabularies to few tens of thousands of words. These requirements eventually lead to coverage issues when dealing with low-resource and/or morphologically-rich languages, due to their high lexical sparseness. To cope with this well-known problem, several approaches have been proposed redefining the model vocabulary in terms of interior orthographic units compounding the words, ranging from character n-grams (Ling et al., 2015b; Costa-jussà and Fonollosa, 2016; Lee et al., 2017; Luong and Manning, 2016) to statistically-learned sub-word units (Sennrich et al., 2016; Wu et al., 2016; Ataman et al., 2017). While the former provide an ideal open vocabulary solution, they mostly failed to achieve competitive results. This might be related to the semantic ambiguity caused by solely relying on input representations based on character n-grams which are generally learned by disregarding any morphological information. In fact, the second approach is now prominent and has established a pre-processing step for constructing a vocabulary of sub-word units before training the NMT model. However, several studies have shown that segmenting words into sub-word units without preserving morpheme boundaries can lead to loss of semantic and syntactic information and, thus, inaccurate translations (Niehues et al., 2016; Ataman et al., 2017; Pinnis et al., 2017; Huck et al., 2017; Tamchyna et al., 2017).

In this paper, we propose to improve the quality of input (source language) representations of rare words in NMT by augmenting its embedding layer with a bi-directional recurrent neural network (bi-RNN), which can learn compositional input representations at different levels of granularity. Compositional word embeddings have recently been applied in language modeling and obtained successful results (Vania and Lopez, 2017). The apparent advantage of our approach is that by feeding NMT with simple character n-grams, our bi-RNN can potentially learn the morphology necessary to create word-level representations of the in-
put language directly at training time, thus, avoiding the burden of a separate and sub-optimal word segmentation step. We compare our approach against conventional embedding-based representations learned from statistical word segmentation in a public evaluation benchmark, which provides low-resource training conditions by pairing English with five morphologically-rich languages: Arabic, Czech, German, Italian and Turkish, where each language represents a distinct morphological typology and language family. The experimental results show that our compositional input representations lead to significantly and consistently better translation quality in all language directions.

2 Neural Machine Translation

In this paper, we use the NMT model of Bahdanau et al. (2014). The model essentially estimates the conditional probability of translating a source sequence $x = (x_1, x_2, \ldots, x_m)$ into a target sequence $y = (y_1, y_2, \ldots, y_l)$, using the decomposition

$$p(y|x) = \prod_{i=1}^{l} p(y_j|y_{i-1}, \ldots, y_0, x_{m-1}, \ldots, x_1)$$

(1)

The model is trained by maximizing the log-likelihood of a parallel training set via stochastic gradient descent (Bottou, 2010) and the backpropagation through time (Werbos, 1990) algorithms.

The inputs of the network are one-hot vectors, which are binary vectors with a single bit set to 1 to identify a specific word in the vocabulary. Each one-hot vector is then mapped to an embedding, a distributed representation of the word in a lower dimension but a more dense continuous space. From this input, a representation of the whole input sequence is learned using a bi-RNN, the encoder, which maps $x$ into $m$ dense sentence vectors corresponding to its hidden states. Next, another RNN, the decoder, predicts each target token $y_i$ by sampling from a distribution computed from the previous target token $y_{i-1}$, the previous decoder hidden state, and the context vector. The latter is a linear combination of the encoder hidden states, whose weights are dynamically computed by a feed-forward neural network called attention model (Bahdanau et al., 2014). The probability of generating each target word $y_j$ is normalized via a softmax function.

Both the source and target vocabulary sizes play an important role in terms of defining the complexity of the model. In a standard architecture, like ours, the source and target embedding matrices actually account for the vast majority of the network parameters. The vocabulary size also plays an important role when translating from and to low-resource and morphologically-rich languages, due to the sparseness of the lexical distribution. Therefore, a conventional approach has now become to compose both the source and target vocabularies of sub-word units generated through statistical segmentation methods (Sennrich et al., 2016; Wu et al., 2016; Ataman et al., 2017), and performing NMT by directly learning embeddings of sub-word units. A popular one of these is the Byte-Pair Encoding (BPE) method (Gage, 1994; Sennrich et al., 2016), which finds the optimal description of a corpus vocabulary by iteratively merging the most frequent character sequences. A more recent approach is the Linguistically-Motivated Vocabulary Reduction (LMVR) method (Ataman et al., 2017), which similarly generates a new vocabulary by segmenting words into sub-lexical units based on their likeliness of being morphemes and their morphological categories. A drawback of these methods is that, as pre-processing steps to NMT, they are not optimized for the translation task. Moreover, they can suffer from morphological errors at different levels, which can lead to loss of semantic or syntactic information.

3 Learning Compositional Input Representations via bi-RNNs

In this paper, we propose to perform NMT from input representations learned by composing smaller symbols, such as character n-grams (Ling et al., 2015a), that can easily fit in the model vocabulary. This composition is essentially a function which can establish a mapping between combinations of orthographic units and lexical meaning, that is learned using the bilingual context so that it can produce representations that are optimized for machine translation.

In our model (Figure 1), the one-hot vectors, after being fed into the embedding layer, are processed by an additional composition layer, which computes the final input representations passed to the encoder to generate translations. For learning the composition function, we employ a bi-RNN. Hence, by encoding each interior unit inside the word, we hope to capture important cues about their functional role, i.e. semantic or syn-
tactic contribution to the word. We implement
the network using gated recurrent units (GRUs)
(Cho et al., 2014), which have shown comparable
performance to long-short-term-memory units
(Hochreiter and Schmidhuber, 1997), whereas
they provide much faster computation. As a min-
imal set of input symbols required to cope with
contextual ambiguities, we opt to use intersecting
sequences of character trigrams, as recently sug-
gested by Vania and Lopez (2017).

Given a bi-RNN with a forward \((f)\) and back-
ward \((b)\) layer, the input representation \(w\) of a to-
ken of \(t\) characters is computed from the hidden
states \(h^f_t\) and \(h^0_b\), i.e. the final outputs of the for-
ward and backward RNNs, as follows:

\[
w = W^f h^f_t + W^0 h^0_b + b \tag{2}\]

where \(W^f\) and \(W^0\) are weight matrices asso-
ciated to each RNN and \(b\) is a bias vector (Ling
et al., 2015a). These parameters are jointly learned
together with the internal parameters of the GRUs
and the input token embedding matrix while train-
ing the NMT model. For an input of \(m\) tokens, our
implementation increases the computational com-
plexity of the network by \(O(K t_{\text{max}} m)\), where \(K\)
is the bi-RNN cost and \(t_{\text{max}}\) is the maximum num-
ber of symbols per word. However, since computa-
tion of each input representation is independent,
a parallelised implementation could cut the over-
head down to \(O(K t_{\text{max}})\).

4 Experiments

We test our approach along with statistical word
segmentation based open vocabulary NMT meth-
ods in an evaluation benchmark simulating a low-
resource translation setting pairing English (\(En\))
with five languages from different language fam-
ilies and morphological typologies: Arabic (\(Ar\)),
Czech (\(Cs\)), German (\(De\)), Italian (\(It\)) and Turk-

\begin{table}[h]
\begin{tabular}{|c|c|c|}
\hline
Language & Morphological & Typology & Complexity \\
\hline
Turkish & Agglutinative & High \\
Arabic & Templatic & High \\
Czech & Fusional, Agglutinative & High \\
German & Fusional & Medium \\
Italian & Fusional & Low \\
\hline
\end{tabular}
\caption{The languages evaluated in our study and their morphological characteristics.}
\end{table}

\begin{table}[h]
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Language & # tokens & # types \\
\hline
Tr - En & 2.7M & 2.0M & 171K & 53K \\
Ar - En & 3.9M & 4.9M & 220K & 120K \\
Cs - En & 2.0M & 2.3M & 118K & 50K \\
De - En & 4.0M & 4.3M & 144K & 69K \\
It - En & 3.5M & 3.8M & 95K & 63K \\
\hline
\end{tabular}
\caption{Sizes of the training sets and vocabularies in the TED Talks benchmark. Development and test sets are on average 50K to 100K tokens. (\(M\): Million, \(K\): Thousand.)}
\end{table}

The simple NMT model constitutes the baseline
in our study and performs translation directly at
the level of sub-word units, which can be of four
different types: characters, character trigrams,
BPE sub-word units, and LMVR sub-word units.

\footnote{The International Workshop on Spoken Language Translation with shared tasks organized between 2003-2017.}
The compositional model, on the other hand, performs NMT with input representations composed from sub-lexical vocabulary units. In our study, we evaluate representations composed from character trigrams, BPE, and LMVR units. In order to choose the segmentation method to apply on the English side (the output of NMT decoder), we compare BPE and LMVR sub-word units by carrying out an evaluation on the official data sets of Morpho Challenge 2010\(^2\)(Kurimo et al., 2010). The results of this evaluation, as given in Table 3, suggest that LMVR seems to provide a segmentation that is more consistent with morpheme boundaries, which motivates us to use sub-word tokens generated by LMVR for the target side. This choice aids us in evaluating the morphological knowledge contained in input representations in terms of the translation accuracy in NMT.

The compositional bi-RNN layer is implemented in Theano (Team et al., 2016) and integrated into the Nematus NMT toolkit (Sennrich et al., 2017). In our experiments, we use a compositional bi-RNN with 256 hidden units, an NMT model with a one-layer bi-directional GRU encoder and one-layer GRU decoder of 512 hidden units, and an embedding dimension of 256 for both models. We use a highly restricted dictionary size of 30,000 for both source and target languages, and train the segmentation models (BPE and LMVR) to generate sub-word vocabularies of the same size. We train the NMT models using the Adagrad (Duchi et al., 2011) optimizer with a mini-batch size of 50, a learning rate of 0.01, and a dropout rate of 0.1 (in all layers and embeddings). In order to prevent over-fitting, we stop training if the perplexity on the validation does not decrease for 5 epochs, and use the best model to translate the test set. The model outputs are evaluated using the (case-sensitive) BLEU (Papineni et al., 2002) metric and the Multeval (Clark et al., 2011) significance test.


<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>(F_1) Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPE</td>
<td>52.87</td>
<td>24.44</td>
<td>33.43</td>
</tr>
<tr>
<td>LMVR</td>
<td>70.22</td>
<td>55.66</td>
<td>62.10</td>
</tr>
</tbody>
</table>

Table 3: The performance of different segmentation models trained on the English portion of our benchmark in the Morpho Challenge shared task.

5 Results

The performance of NMT models in translating each language using different vocabulary units and encoder input representations can be seen in Table 4. With the simple model, LMVR based units achieve the best accuracy in translating all languages, with improvements over BPE by 0.85 to 1.09 BLEU points in languages with high morphological complexity (Arabic, Czech and Turkish) and 0.32 to 0.53 BLEU points in languages with low to medium complexity (Italian and German). This confirms our previous results in (Ataman and Federico, 2018). Moreover, simple models using character trigrams as vocabulary units reach much higher translation accuracy compared to models using characters, indicating their superior performance in handling contextual ambiguity. In the Italian to English translation direction, the performance of simple models using character trigrams and BPE sub-word units as input representations are almost comparable, showing that character trigrams can even be sufficient as the stand-alone vocabulary units in languages with low lexical sparseness. These findings suggest that each type of sub-word unit used in the simple model is specifically convenient for a given morphological typology.

Using our compositional model improves the quality of input representations for each type of vocabulary unit, nevertheless, the best performance is obtained by using character trigrams as input symbols and words as input representations. The higher quality of these input representations compared to those obtained from sub-word units generated with LMVR suggest that our compositional model can learn morphology better than LMVR, which was found to provide comparable performance to morphological analyzers in Turkish to English NMT (Ataman et al., 2017). Moreover, sample outputs from both models show that the compositional model is also able to better capture syntactic information of input sentences. Figure 5 illustrates two example translations from Italian and Turkish. In Italian, the simple model fails to understand the common subject of different verbs in the sentence due to the repetition of the same in deflective suffix after segmentation. In Turkish, the genitive case "yerlerin fotoğraflarının" (the photographs of places) and the complex predicate "birleştirilmesiyle meydana geldi" (is composed of) are both incorrectly
Table 4: Experiment results. Best scores for each translation direction are in bold font. All improvements over the baseline (simple model with BPE) are statistically significant (p-value < 0.05).

<table>
<thead>
<tr>
<th>Model</th>
<th>Vocabulary Units</th>
<th>Input Representations</th>
<th>Tr-En</th>
<th>Ar-En</th>
<th>Cs-En</th>
<th>De-En</th>
<th>It-En</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>Characters</td>
<td>Characters</td>
<td>12.29</td>
<td>8.95</td>
<td>13.42</td>
<td>21.32</td>
<td>22.88</td>
</tr>
<tr>
<td></td>
<td>Char Trigrams</td>
<td>Char Trigrams</td>
<td>16.13</td>
<td>11.91</td>
<td>20.87</td>
<td>25.01</td>
<td>26.68</td>
</tr>
<tr>
<td></td>
<td>Subwords (BPE)</td>
<td>Subwords (BPE)</td>
<td>16.79</td>
<td>11.14</td>
<td>21.99</td>
<td>26.61</td>
<td>27.02</td>
</tr>
<tr>
<td>Subwords (LMVR)</td>
<td>Subwords (LMVR)</td>
<td>17.82</td>
<td>12.23</td>
<td>22.84</td>
<td>27.18</td>
<td>27.34</td>
<td></td>
</tr>
<tr>
<td>Compositional</td>
<td>Char Trigrams</td>
<td>Subwords (BPE)</td>
<td>15.40</td>
<td>11.50</td>
<td>21.67</td>
<td>27.05</td>
<td>27.80</td>
</tr>
<tr>
<td></td>
<td>Subwords (BPE)</td>
<td>Subwords (LMVR)</td>
<td>16.63</td>
<td>13.29</td>
<td>23.07</td>
<td>26.86</td>
<td>26.84</td>
</tr>
<tr>
<td></td>
<td>Char Trigrams</td>
<td>Words</td>
<td><strong>19.53</strong></td>
<td><strong>14.22</strong></td>
<td><strong>25.16</strong></td>
<td><strong>29.09</strong></td>
<td><strong>29.82</strong></td>
</tr>
<tr>
<td>Subwords (BPE)</td>
<td>Words</td>
<td></td>
<td>12.64</td>
<td>11.51</td>
<td>23.13</td>
<td>27.10</td>
<td>27.96</td>
</tr>
</tbody>
</table>

Table 5: Example translations with different approaches in Italian (above) and Turkish (below).

<table>
<thead>
<tr>
<th>Input (Simple Model)</th>
<th>NMT Output (Simple Model)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>e comunque, emigriamo, circoliamo e mescoliamo cosi tanto che non esiste piu’ isolamento necessario affinché avvenga un’ evoluzione.</td>
<td>and anyway , we repair, and we mix so much that there’s no longer the isolation that we need to happen to make an evolution .</td>
<td>and by the way , we immigrate and circulate and intermix so much that you can’t any longer have the isolation that is necessary for evolution to take place .</td>
</tr>
<tr>
<td>amo aslinda bu resim tamamen , farkli yerlerin fotograf@@ larinin birleştiri@@ il@@ @ meydana geldi .</td>
<td>but in fact , this picture came up with a completely different place of photographs .</td>
<td>but this image is actually entirely composed of photographs from different locations .</td>
</tr>
</tbody>
</table>

6 Conclusion

In this paper, we addressed the problem of translating infrequent words in NMT and proposed to solve it by replacing the conventional sub-word embeddings with input representations compositionally learned from character n-grams using a bi-RNN. Our approach showed significant and consistent improvements over a variety of languages, making it a competitive solution for NMT of low-resource and morphologically-rich languages. In the future, we plan to optimize our implementation and to test its scalability on larger data sets.
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Abstract

Every person speaks or writes their own flavor of their native language, influenced by a number of factors: the content they tend to talk about, their gender, their social status, or their geographical origin. When attempting to perform Machine Translation (MT), these variations have a significant effect on how the system should perform translation, but this is not captured well by standard one-size-fits-all models. In this paper, we propose a simple and parameter-efficient adaptation technique that only requires adapting the bias of the output softmax to each particular user of the MT system, either directly or through a factored approximation. Experiments on TED talks in three languages demonstrate improvements in translation accuracy, and better reflection of speaker traits in the target text.

1 Introduction

The production of language varies depending on the speaker or author, be it to reflect personal traits (e.g. job, gender, role, dialect) or the topics that tend to be discussed (e.g. technology, law, religion). Current Neural Machine Translation (NMT) systems do not incorporate any explicit information about the speaker, and this forces the model to learn these traits implicitly. This is a difficult and indirect way to capture inter-personal variations, and in some cases it is impossible without external context (Table 1, Mirkin et al. (2015)).

Recent work has incorporated side information about the author such as personality (Mirkin et al., 2015), gender (Rabinovich et al., 2017) or politeness (Sennrich et al., 2016a), but these methods can only handle phenomena where there are explicit labels for the traits. Our work investigates how we can efficiently model speaker-related variations to improve NMT models.

In particular, we are interested in improving our NMT system given few training examples for any particular speaker. We propose to approach this task as a domain adaptation problem with an extremely large number of domains and little data for each domain, a setting where we may expect traditional approaches to domain adaptation that adjust all model parameters to be sub-optimal (§2). Our proposed solution involves modeling the speaker-specific variations as an additional bias vector in the softmax layer, where we either learn this bias directly, or through a factored model that treats each user as a mixture of a few prototypical bias vectors (§3).

We construct a new dataset of Speaker Annotated TED talks (SATED, §4) to validate our approach. Adaptation experiments (§5) show that explicitly incorporating speaker information into the model improves translation quality and accuracy with respect to speaker traits.¹

<table>
<thead>
<tr>
<th>Source</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>I went home</td>
<td>[Man]: Je suis rentré à la maison</td>
</tr>
<tr>
<td>[Woman]: Je suis rentrée à la maison</td>
<td></td>
</tr>
<tr>
<td>I do drug testing</td>
<td>[Doctor]: Je teste des médicaments</td>
</tr>
<tr>
<td>[Police]: Je dépiste des drogues</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Examples where speaker information influences English-French translation.

1 Problem Formulation and Baselines

In the rest of this paper, we refer to the person producing the source sentence (speaker, author, ¹Data/code publicly available at http://www.cs.cmu.edu/~pmichel1/sated/ and https://github.com/neulab/extreme-adaptation-for-personalized-translation respectively.
etc...) generically as the speaker. We denote as $S$ the set of all speakers.

The usual objective of NMT is to find parameters $\theta$ of the conditional distribution $p(y \mid x; \theta)$ to maximize the empirical likelihood. We argue that personal variations in language warrant decomposing the empirical distribution into $|S|$ speaker specific domains $D_s$ and learning a different set of parameters $\theta_s$ for each. This setting exhibits specific traits that set it apart from common domain adaptation settings:

1. The number of speakers is very large. Our particular setting deals with $|S| \approx 1800$ but our approaches should be able to accommodate orders of magnitude more speakers.
2. There is very little data (even monolingual, let alone bilingual or parallel) for each speaker, compared to millions of sentences usually used in NMT.
3. As a consequence of 1, we can assume that many speakers share similar characteristics such as gender, social status, and as such may have similar associated domains.²

²Note that the speakers are still unique, and many might use very specific words (e.g. the name of their company or of a specific medical procedure that they are an expert on).

2.1 Baseline NMT model

All of our experiments are based on a standard neural sequence to sequence model. We use one layer LSTMs as the encoder and decoder and the concat attention mechanism described in Luong and Manning (2015). We share the parameters in the embedding and softmax matrix of the decoder as proposed in Press and Wolf (2017). All the layers have dimension 512 except for the attention layer (dimension 256). To make our baseline competitive, we apply several regularization techniques such as dropout (Srivastava et al., 2014) in the output layer and within the LSTM (using the variant presented in Gal and Ghahramani, 2016). We also drop words in the target sentence with probability 0.1 according to Iyyer et al. (2015) and implement label smoothing as proposed in Szegedy et al. (2016) with coefficient 0.1. Appendix A provides a more thorough description of the baseline model.

2.2 Baseline adaptation strategy

As mentioned in §2, our goal is to learn a separate conditional distribution $p(y \mid x, s)$ and parametrization $\theta_s$ to improve translation for speaker $s$. The usual way of adapting from general domain parameters $\theta$ to $\theta_s$ is to retrain the full model on the domain specific data (Luong and Manning, 2015). Naively applying this approach in the context of personalizing a model for each speaker however has two main drawbacks:

- **Parameter cost** Maintaining a set of model parameters for each speaker is expensive. For example, the model in §2.1 has $\approx 47$M parameters when the vocabulary size is 40k, as is the case in our experiments in §5. Assuming each parameter is stored as a 32bit float, every speaker-specific model costs $\approx 188$MB. In a production environment with thousands to billions of speakers, this is impractical.

- **Overfitting** Training each speaker model with very little data is a challenge, necessitating careful and heavy regularization (Miceli Barone et al., 2017) and an early stopping procedure.

2.3 Domain Token

A more efficient domain adaptation technique is the domain token idea used in Sennrich et al. (2016a); Chu et al. (2017): introduce an additional token marking the domain in the source and/or the target sentence. In experiments, we add a token indicating the speaker at the start of the target sentence for each speaker. We refer to this method as the spk_token method in the following.

Note that in this case there is now only an embedding vector (of dimension 512 in our experiments) for each speaker. However, the resulting domain embedding are non-trivial to interpret (i.e. it is not clear what they tell us about the domain or speaker itself).

3 Speaker-specific Vocabulary Bias

In NMT models, the final choice of which word to use in the next step $t$ of translation is generally performed by the following softmax equation

$$p_t = \text{softmax}(E_T o_t + b_T)$$ (1)

where $o_t$ is predicted in a context-sensitive manner by the NMT system and $E_T$ and $b_T$ are the weight matrix and bias vector parameters respectively. Importantly, $b_T$ governs the overall likelihood that the NMT model will choose particular vocabulary. In this section, we describe our proposed methods for making this bias term speaker-
3.1 Full speaker bias

We first propose to learn speaker-specific parameters for the bias term in the output softmax only. This means changing Eq. 1 to

\[ p_t = \text{softmax}(E_T o_t + b_T + b_s) \]  

(2)

for speaker \( s \). This only requires learning and storing a vector equal to the size of the vocabulary, which is a mere 0.09\% of the parameters in the full model in our experiments. In effect, this greatly reducing the parameter cost and concerns of overfitting cited in §2.2. This model is also easy to interpret as each coordinate of the bias vector corresponds to a log-probability on the target vocabulary. We refer to this variant as full bias.

3.2 Factored speaker bias

The biases for a set of speakers \( S \) on a vocabulary \( V \) can be represented as a matrix:

\[ B \in \mathbb{R}^{|S| \times |V|} \]

(3)

where each row of \( B \) is one speaker bias \( b_s \). In this formulation, the \( |S| \) rows are still linearly independent, meaning that \( B \) is high rank. In practical terms, this means that we cannot share information among users about how their vocabulary

\[ S = S \tilde{B}, \quad \tilde{B} \in \mathbb{R}^{r \times |V|} \]

(4)

where \( S \) is a matrix of speaker vectors of low dimension \( r \) and \( \tilde{B} \) is a matrix of \( r \) speaker independent biases. Here, the bias for each speaker is a mixture of \( r \) “centroid” biases \( \tilde{B} \) with \( r \) speaker “weights”. This reduces the total number of parameters allocated to speaker adaptation from \(|S| \times |V| \) to \( r \times (|S| + |V|) \). In our experiments, this corresponds to using between 99.38 and 99.45\% fewer parameters than the full bias model depending on the language pair, with \( r \) parameters per speaker. In this work, we will use \( r = 10 \).

We provide a graphical summary of our proposed approaches in figure 1.

4 Speaker Annotated TED Talks Dataset

In order to evaluate the effectiveness of our proposed methods, we construct a new dataset, Speaker Annotated TED (SATED) based on TED talks,\(^4\) with three language pairs, English-French (en-fr), English-German (en-de) and English-Spanish (en-es) and speaker annotation.

The dataset consists of transcripts directly collected from https://www.ted.com/talks, and contains roughly 271K sentences in each language distributed among 2324 talks. We pre-process the data by removing sentences that don’t have any translation or are longer than 60 words, lower-casing, and tokenizing (using the Moses tokenizer (Koehn et al., 2007)).

<table>
<thead>
<tr>
<th></th>
<th>en-fr</th>
<th>en-es</th>
<th>en-de</th>
</tr>
</thead>
<tbody>
<tr>
<td>#talks</td>
<td>1,887</td>
<td>1,922</td>
<td>1,670</td>
</tr>
<tr>
<td>#train</td>
<td>177,743</td>
<td>182,582</td>
<td>156,134</td>
</tr>
<tr>
<td>#dev</td>
<td>3,774</td>
<td>3,844</td>
<td>3,340</td>
</tr>
<tr>
<td>#test</td>
<td>3,774</td>
<td>3,844</td>
<td>3,340</td>
</tr>
<tr>
<td>avg. sent/talk</td>
<td>94.2</td>
<td>95.0</td>
<td>93.5</td>
</tr>
<tr>
<td>std dev</td>
<td>57.6</td>
<td>57.8</td>
<td>60.3</td>
</tr>
</tbody>
</table>

Table 2: Dataset statistics

\(^3\)Notably, while this limits the model to only handling word choice and does not explicitly allow it to model syntactic variations, favoring certain words over others can indirectly favor certain phenomena (e.g. favoring passive speech by increasing the probability of auxiliaries).

\(^4\)https://www.ted.com
Some talks are partially or not translated in some of the languages (in particular there are fewer translations in German than in French or Spanish), we therefore remove any talk with less than 10 translated sentences in each language pair.

The data is then partitioned into training, validation and test sets. We split the corpus such that the test and validation split each contain 2 sentence pairs from each talk, thus ensuring that all talks are present in every split. Each sentence pair is annotated with the name of the talk and the speaker. Table 2 lists statistics on the three language pairs.

This data is made available under the Creative Commons license, Attribution-Non Commercial-No Derivatives (or the CC BY-NC-ND 4.0 International, https://creativecommons.org/licenses/by-nc-nd/4.0/legalcode), all credit for the content goes to the TED organization and the respective authors of the talks. The data itself can be found at http://www.cs.cmu.edu/~pmichell/sated/.

5 Experiments

We run a set of experiments to validate the ability of our proposed approach to model speaker-induced variations in translation.

5.1 Experimental setup

We test three models: base (a baseline ignoring speaker labels), full_bias and fact_bias. During training, we limit our vocabulary to the 40,000 most frequent words. Additionally, we discard any word appearing less than 2 times. Any word that doesn’t satisfy these conditions is replaced with an UNK token.\(^5\)

All our models are implemented with the DyNet (Neubig et al., 2017) framework, and unless specified we use the default settings therein. We refer to appendix B for a detailed explanation of the training process. We translate the test set using beam search with beam size 5.

5.2 Does explicitly modeling speaker-related variation improve translation quality?

Table 3 shows final test scores for each model with statistical significance measured with paired boot-strap resampling (Koehn, 2004). As shown in the table, both proposed methods give significant improvements in BLEU score, with the biggest gains in English to French (+0.99) and smaller gains in German and Spanish (+0.74 and +0.40 respectively). Reducing the number of parameters with fact_bias gives slightly better (en-fr) or worse (en-de) BLEU score, but in those cases the results are still significantly better than the baseline.

However, BLEU is not a perfect evaluation metric. In particular, we are interested in evaluating how much of the personal traits of each speaker our models capture. To gain more insight into this aspect of the MT results, we devise a simple experiment. For every language pair, we train a classifier (continuous bag-of-n-grams; details in Appendix C) to predict the author of each sentence on the target language part of the training set. We then evaluate the classifier on the ground truth and the outputs from our 3 models (base, full_bias and fact_bias).

The results are reported in Figure 2. As can be seen from the figure, it is easier to predict the author of a sentence from the output of speaker-specific models than from the baseline. This demonstrates that explicitly incorporating information about the author of a sentence allows for better transfer of personal traits during translations, although the difference from the ground truth demonstrates that this problem is still far from solved. Appendix D shows qualitative examples of our model improving over the baseline.

5.3 Further experiments on the Europarl corpus

One of the quirks of the TED talks is that the speaker annotation correlates with the topic of their talk to a high degree. Although the topics that a speaker talks about can be considered as a manifestation of speaker traits, we also perform a control experiment on a different dataset to verify that our model is indeed learning more than just topical

<table>
<thead>
<tr>
<th></th>
<th>en-fr</th>
<th>en-es</th>
<th>en-de</th>
</tr>
</thead>
<tbody>
<tr>
<td>base</td>
<td>38.05</td>
<td>39.89</td>
<td>26.46</td>
</tr>
<tr>
<td>spk_token</td>
<td>38.85</td>
<td>40.04</td>
<td>26.52</td>
</tr>
<tr>
<td>full_bias</td>
<td>38.54</td>
<td>40.30</td>
<td>27.20</td>
</tr>
<tr>
<td>fact_bias</td>
<td>39.01</td>
<td>39.88</td>
<td>26.94</td>
</tr>
</tbody>
</table>

Table 3: Test BLEU. Scores significantly \((p < 0.05)\) better than the baseline are written in bold.

---

\(^5\)Recent NMT systems also commonly use sub-word units (Sennrich et al., 2016b). This may influence on the result, either negatively (less direct control over high-frequency words) or positively (more capacity to adapt to high-frequency words). We leave a careful examination of these effects for future work.
Figure 2: Speaker classification accuracy of our continuous bag-of-n-grams model.

information. Specifically, we train our models on a speaker annotated version of the Europarl corpus (Rabinovich et al., 2017), on the en-de language pair.

We use roughly the same training procedure as the one described in §5.1, with a random train/dev/test split since none is provided in the original dataset. Note that in this case, the number of speakers is much lower (747) whereas the total size of the dataset is bigger (≈300k).

We report the results in table 4. Although the difference is less salient than in the case of SATED, our factored bias model still performs significantly better than the baseline (+0.83 BLEU). This suggests that even outside the context of TED talks, our proposed method is capable of improvements over a speaker-agnostic model.

6 Related work

Domain adaptation techniques for MT often rely on data selection (Moore and Lewis, 2010; Li et al., 2010; Chen et al., 2017; Wang et al., 2017), tuning (Luong and Manning, 2015; Miceli Barone et al., 2017), or adding domain tags to NMT input (Chu et al., 2017). There are also methods that fine-tune parameters of the model on each sentence in the test set (Li et al., 2016), and methods that adapt based on human post-edits (Turchi et al., 2017), although these follow our baseline adaptation strategy of tuning all parameters. There are also partial update methods for transfer learning, albeit for the very different task of transfer between language pairs (Zoph et al., 2016).

Pioneering work by Mima et al. (1997) introduced ways to incorporate information about speaker role, rank, gender, and dialog domain for rule based MT systems. In the context of data-driven systems, previous work has treated specific traits such as politeness or gender as a “domain” in domain adaptation models and applied adaptation techniques such as adding a “politeness tag” to moderate politeness (Sennrich et al., 2016a), or doing data selection to create gender-specific corpora for training (Rabinovich et al., 2017). The aforementioned methods differ from ours in that they require explicit signal (gender, politeness…) for which labeling (manual or automatic) is needed, and also handle a limited number of “domains” (≈ 2), where our method only requires annotation of the speaker, and must scale to a much larger number of “domains” (≈ 1,800).

7 Conclusion

In this paper, we have explained and motivated the challenge of modeling the speaker explicitly in NMT systems, then proposed two models to do so in a parameter-efficient way. We cast this problem as an extreme form of domain adaptation and showed that, even when adapting a small proportion of parameters (the softmax bias, < 0.1% of all parameters), allowed the model to better reflect personal linguistic variations through translation.

We further showed that the number of parameters specific to any person could be reduced to as low as 10 while still retaining better scores than a baseline for some language pairs, making it viable in a real world application with potentially millions of different users.
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Table 4: Test BLEU on the Europarl corpus. Scores significantly (p < 0.05) better than the baseline are written in bold.

<table>
<thead>
<tr>
<th></th>
<th>en-de</th>
</tr>
</thead>
<tbody>
<tr>
<td>base</td>
<td>26.04</td>
</tr>
<tr>
<td>spk_token</td>
<td>26.49</td>
</tr>
<tr>
<td>full_bias</td>
<td>26.44</td>
</tr>
<tr>
<td>fact_bias</td>
<td>26.87</td>
</tr>
</tbody>
</table>
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Abstract

We explore strategies for incorporating target syntax into Neural Machine Translation. We specifically focus on syntax in ensembles containing multiple sentence representations. We formulate beam search over such ensembles using WFSTs, and describe a delayed SGD update training procedure that is especially effective for long representations like linearized syntax. Our approach gives state-of-the-art performance on a difficult Japanese-English task.

1 Introduction

Ensembles of multiple NMT models consistently and significantly improve over single models (Garmash and Monz, 2016). Previous work has observed that NMT models trained to generate target syntax can exhibit improved sentence structure (Aharoni and Goldberg, 2017; Eriguchi et al., 2017) relative to those trained on plain-text, while plain-text models produce shorter sequences and so may encode lexical information more easily (Nadejde et al., 2017). We hypothesize that an NMT ensemble would be strengthened if its component models were complementary in this way. However, ensembling often requires component models to make predictions relating to the same output sequence position at each time step. Models producing different sentence representations are necessarily synchronized to enable this. We propose an approach to decoding ensembles of models generating different representations, focusing on models generating syntax.

As part of our investigation we suggest strategies for practical NMT with very long target sequences. These long sequences may arise through the use of linearized constituency trees and can be much longer than their plain byte pair encoded (BPE) equivalent representations (Table 1). Long sequences make training more difficult (Bahdanau et al., 2015), which we address with an adjusted training procedure for the Transformer architecture (Vaswani et al., 2017), using delayed SGD updates which accumulate gradients over multiple batches. We also suggest a syntax representation which results in much shorter sequences.

1.1 Related Work

Nadejde et al. (2017) perform NMT with syntax annotation in the form of Combinatory Categorial Grammar (CCG) supertags. Aharoni and Goldberg (2017) translate from source BPE into target linearized parse trees,
but omit POS tags to reduce sequence length. They demonstrate improved target language reordering when producing syntax. Eriguchi et al. (2017) combine recurrent neural network grammar (RNNG) models (Dyer et al., 2016) with attention-based models to produce well-formed dependency trees. Wu et al. (2017) similarly produce both words and arc-standard algorithm actions (Nivre, 2004).

Previous approaches to ensembling diverse models focus on model inputs. Hokamp (2017) shows improvements in the quality estimation task using ensembles of NMT models with multiple input representations which share an output representation. Garmash and Monz (2016) show translation improvements with multi-source-language NMT ensembles.

2 Ensembles of Syntax Models

We wish to ensemble using models which generate linearized constituency trees but these representations can be very long and difficult to model. We therefore propose a derivation-based representation which is much more compact than a linearized parse tree (examples in Table 1). Our linearized derivation representation ((4) in Table 1) consists of the derivation’s right-hand side tokens with an end-of-rule marker, $<R>$, marking the last non-terminal in each rule. The original tree can be directly reproduced from the sequence, so that structure information is maintained. We map words to subwords as described in Section 3.

2.1 Delayed SGD Update Training for Long Sequences

We suggest a training strategy for the Transformer model (Vaswani et al., 2017) which gives improved performance for long sequences, like syntax representations, without requiring additional GPU memory. The Tensor2Tensor framework (Vaswani et al., 2018) defines batch size as the number of tokens per batch, so batches will contain fewer sequences if their average length increases. During NMT training, by default, the gradients used to update model parameters are calculated over individual batches. A possible consequence is that batches containing fewer sequences per update may have ‘noisier’ estimated gradients than batches with more sequences.

Previous research has used very large batches to improve training convergence while requiring fewer model updates (Smith et al., 2017; Neishi et al., 2017). However, with such large batches the model size may exceed available GPU memory. Training on multiple GPUs is one way to increase the amount of data used to estimate gradients, but it requires significant resources. Our strategy avoids this problem by using delayed SGD updates. We accumulate gradients over a fixed number of batches before using the accumulated gradients to update the model\textsuperscript{1}. This lets us effectively use very large batch sizes without requiring multiple GPUs.

2.2 Ensembling Representations

Table 1 shows several different representations of the same hypothesis. To formulate an ensembling decoder over pairs of these representations, we assume we have a transducer \( T \) that maps from one representation to the other representation. The complexity of the transduction depends on the representations. Mapping from word to BPE representations is straightforward, and mapping from (linearized) syntax to plain-text simply deletes non-terminals. Let \( P \) be the paths in \( T \) leading from the start state to any final state. A path

\textsuperscript{1}https://github.com/fstahlberg/tensor2tensor
Table 1: Examples for proposed representations. Lengths are for the first 1M WAT English training sentences with BPE subwords (Sennrich et al., 2016).

<table>
<thead>
<tr>
<th>Representation</th>
<th>Sample</th>
<th>Mean length</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Plain-text</td>
<td>No complications occurred</td>
<td>27.5</td>
</tr>
<tr>
<td>(2) Linearized tree</td>
<td>(ROOT (S (NP (DT No) (NNS complications)) (VP (VBD occurred))))</td>
<td>120.0</td>
</tr>
<tr>
<td>(3) Derivation</td>
<td>ROOT→S; S→NP VP; NP→DT NNS; DT→No; NNS→complications : VBD→VBD; VBD→occurred</td>
<td>-</td>
</tr>
<tr>
<td>(4) Linearized derivation</td>
<td>S&lt;&gt;/ NP VP&lt;&gt;/ DT NNS&lt;&gt;/ No complications VBD&lt;&gt;/ occurred</td>
<td>73.8</td>
</tr>
<tr>
<td>(5) POS/plain-text</td>
<td>DT No NNS complications VBD occurred</td>
<td>53.3</td>
</tr>
</tbody>
</table>

Figure 1: Transducer mapping internal to external representations. A partial hypothesis might be \(o(xy_2)\) in the external representation and \(i(xy_1y_2)\) in the internal representation.

\[ p \in \mathcal{P} \text{ maps an internal representation } i(p) \text{ to an external representation } o(p). \]

The ensembling decoder produces external representations. Two NMT systems are trained, one for each representation, giving models \(P_i\) and \(P_o\). An ideal equal-weight ensembling of \(P_i\) and \(P_o\) yields

\[ p^* = \arg\max_{p \in \mathcal{P}} P_i(i(p)) P_o(o(p)) \quad (1) \]

with \(o(p^*)\) as the external representation of the translation.

In practice, beam decoding is performed in the external representation, i.e. over projections of paths in \(\mathcal{P}^2\). Let \(h = h_1 \ldots h_j\) be a partial hypothesis in the output representation. The set of partial paths yielding \(h\) are:

\[ M(h) = \{(x,y) | x y z \in \mathcal{P}, o(x) = h_{<j}, o(xy) = h\} \quad (2) \]

Here \(z\) is the path suffix. The ensembled score of \(h\) is then:

\[ P(h_j|h_{<j}) = P_o(h_j|h_{<j}) \times \max_{(x,y) \in M(h)} P_i(i(y)|i(x)) \quad (3) \]

The max performed for each partial hypothesis \(h\) is itself approximated by a beam search. This leads to an outer beam search over external representations with inner beam searches for the best matching internal representations. As search proceeds, each model score is updated separately with its appropriate representation. Symbols in the internal representation are consumed as needed to stay synchronized with the external representation, as illustrated in Figure 1; epsilons are consumed with a probability of 1.

---

\(^2\)See the tokenization wrappers in https://github.com/ucam-smt/sgnmt
3 Experiments

We first explore the effect of our delayed SGD update training scheme on single models, contrasting updates every batch with accumulated updates every 8 batches. To compare target representations we train Transformer models with target representations (1), (2), (4) and (5) shown in Table 1, using delayed SGD updates every 8 batches. We decode with individual models and two-model ensembles, comparing results for single-representation and multi-representation ensembles. Each multi-representation ensemble consists of the plain BPE model and one other individual model.

All Transformer architectures are Tensor2Tensor’s base Transformer model (Vaswani et al., 2018) with a batch size of 4096. In all cases we decode using SGNMT (Stahlberg et al., 2017) with beam size 4, using the average of the final 20 checkpoints. For comparison with earlier target syntax work, we also train two RNN attention-based seq2seq models (Bahdanau et al., 2015) with normal SGD to produce plain BPE sequences and linearized derivations. For these models we use embedding size 400, a single BiLSTM layer of size 750, and batch size 80.

We report all experiments for Japanese-English, using the first 1M training sentences of the Japanese-English ASPEC data (Nakazawa et al., 2016). All models use plain BPE Japanese source sentences. English constituency trees are obtained using CKYlark (Oda et al., 2015), with words replaced by BPE subwords. We train separate Japanese (lowercased) and English (cased) BPE vocabularies on the plain-text, with 30K merges each. Non-terminals are included as separate tokens. The linearized derivation uses additional tokens for non-terminals with $<\!/R>$.

3.1 Results and Discussion

Our first results in Table 3 show that large batch training can significantly improve the performance of single Transformers, particularly when trained to produce longer sequences. Accumulating the gradient over 8 batches of size 4096 gives a 3 BLEU improvement for the linear derivation model. It has been suggested that decaying the learning rate can have a similar effect to large batch training (Smith et al., 2017), but reducing the initial learning rate by a factor of 8 alone did not give the same improvements.

<table>
<thead>
<tr>
<th>Representation</th>
<th>Batches / update</th>
<th>Learning rate</th>
<th>Test BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain BPE</td>
<td>1</td>
<td>0.025</td>
<td>27.5</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.2</td>
<td>28.9</td>
</tr>
<tr>
<td>Linearized derivation</td>
<td>1</td>
<td>0.025</td>
<td>25.6</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.2</td>
<td>28.7</td>
</tr>
</tbody>
</table>

Table 3: Single Transformers trained to convergence on 1M WAT Ja-En, batch size 4096

Our plain BPE baseline (Table 4) outperforms the current best system on WAT Ja-En, an 8-model ensemble (Morishita et al., 2017). Our syntax models achieve similar results despite producing much longer sequences. Table

---

Table 2: Sample generated translations from individual models

<table>
<thead>
<tr>
<th>Reference</th>
<th>Low energy electron microscope (LEEM) and photoelectron microscope (PEEM) were attracted attention as new surface electron microscope.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain BPE</td>
<td>Low energy electron microscope (LEEM) and photoelectron microscope (PEEM) are noticed as new surface electron microscope.</td>
</tr>
<tr>
<td>Linearized derivation</td>
<td>Low-energy electron microscopy (LEEM) and photoelectron microscopy (PEEM) are attracting attention as new surface electron microscopes.</td>
</tr>
</tbody>
</table>
Table 4: Single models on Ja-En. Previous evaluation result included for comparison.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Representation</th>
<th>Dev BLEU</th>
<th>Test BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2seq (8-model ensemble)</td>
<td>Best WAT17 result (Morishita et al., 2017)</td>
<td>-</td>
<td>28.4</td>
</tr>
<tr>
<td>Seq2seq</td>
<td>Plain BPE</td>
<td>21.6</td>
<td>21.2</td>
</tr>
<tr>
<td></td>
<td>Linearized derivation</td>
<td>21.9</td>
<td>21.2</td>
</tr>
<tr>
<td>Transformer</td>
<td>Plain BPE</td>
<td>28.0</td>
<td>28.9</td>
</tr>
<tr>
<td></td>
<td>Linearized tree</td>
<td>28.2</td>
<td>28.4</td>
</tr>
<tr>
<td></td>
<td>Linearized derivation</td>
<td>28.5</td>
<td>28.7</td>
</tr>
<tr>
<td></td>
<td>POS/BPE</td>
<td>28.5</td>
<td>29.1</td>
</tr>
</tbody>
</table>

Table 5: Ja-En Transformer ensembles: † marks significant improvement on plain BPE baseline shown in Table 4 ($p < 0.05$ using bootstrap resampling (Koehn et al., 2007)).

<table>
<thead>
<tr>
<th>External representation</th>
<th>Internal representation</th>
<th>Test BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain BPE</td>
<td>Plain BPE</td>
<td>29.2</td>
</tr>
<tr>
<td>Linearized derivation</td>
<td>Linearized derivation</td>
<td>28.8</td>
</tr>
<tr>
<td>Linearized tree</td>
<td>Plain BPE</td>
<td>28.9</td>
</tr>
<tr>
<td>Plain BPE</td>
<td>Linearized derivation</td>
<td>28.8</td>
</tr>
<tr>
<td>Linearized derivation</td>
<td>Plain BPE</td>
<td>29.4†</td>
</tr>
<tr>
<td>POS/BPE</td>
<td>Plain BPE</td>
<td>29.3†</td>
</tr>
<tr>
<td>Plain BPE</td>
<td>POS/BPE</td>
<td>29.4†</td>
</tr>
</tbody>
</table>

3 indicates that large batch training is instrumental in this.

We find that RNN-based syntax models can equal plain BPE models as in Aharoni and Goldberg (2017); Eriguchi et al. (2017) use syntax for a 1 BLEU improvement on this dataset, but over a much lower baseline. Our plain BPE Transformer outperforms all syntax models except POS/BPE. More compact syntax representations perform better, with POS/BPE outperforming linearized derivations, which outperform linearized trees.

Ensembles of two identical models trained with different seeds only slightly improve over the single model (Table 5). However, an ensemble of models producing plain BPE and linearized derivations improves by 0.5 BLEU over the plain BPE baseline.

By ensembling syntax and plain-text we hope to benefit from their complementary strengths. To highlight these, we examine hypotheses generated by the plain BPE and linearized derivation models. We find that the syntax model is often more grammatical, even when the plain BPE model may share more vocabulary with the reference (Table 2).

In ensembling plain-text with a syntax external representation we observed that in a small proportion of cases non-terminals were over-generated, due to the mismatch in target sequence lengths. Our solution was to penalise scores of non-terminals under the syntax model by a constant factor.

It is also possible to constrain decoding of linearized trees and derivations to well-formed outputs. However, we found that this gives little improvement in BLEU over unconstrained decoding although it remains an interesting line of research.

4 Conclusions

We report strong performance with individual models that meets or improves over the recent best WAT Ja-En ensemble results. We train these models using a delayed SGD update training procedure that is especially effective for the long representations that arise from including target language syntactic information in the output. We further improve on the individual results via a decoding strategy allowing ensembling of models producing different output representations, such as subword units and syntax. We propose these techniques as practical approaches to including target syntax in NMT.
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Abstract

We empirically investigate learning from partial feedback in neural machine translation (NMT), when partial feedback is collected by asking users to highlight a correct chunk of a translation. We propose a simple and effective way of utilizing such feedback in NMT training. We demonstrate how the common machine translation problem of domain mismatch between training and deployment can be reduced solely based on chunk-level user feedback. We conduct a series of simulation experiments to test the effectiveness of the proposed method. Our results show that chunk-level feedback outperforms sentence based feedback by up to 2.61% BLEU absolute.

1 Introduction

In recent years, machine translation (MT) quality improved rapidly, especially because of advances in neural machine translation (NMT). Most of remaining MT errors arguably come from domain, style, or terminology mismatch between the data on which the MT was trained on and data which it has to translate. It is hard to alleviate this mismatch since usually only limited amounts of relevant training data are available. Yet MT systems deployed on-line in e.g. e-commerce websites or social networks can benefit from user feedback for overcoming this mismatch. Whereas MT users are usually not bilingual, they likely have a good command of the target language and are able to spot severe MT errors in a given translated sentence, sometimes with the help of e.g. an accompanying image, video, or simply prior knowledge.

A common approach to get user feedback for MT is explicit ratings of translations on an n-point Likert scale. The main problem of such methods is that users are not qualified enough to provide reliable feedback for the whole sentence. Since different users do not adhere to a single set of guidelines, their ratings may be influenced by various factors, such as user expectations, user knowledge, or user satisfaction with the platform. In (Kreutzer et al., 2018), the authors investigate the reliability and validity of real user ratings by re-evaluating five-star ratings by three independent human annotators, however the inter-annotator agreement between experts was relatively low and no correlation to the averaged user rating was found.

Instead of providing a rating, a user might be asked to correct the generated translation, in a process called post-editing. Using corrected sentences for training an NMT system brings larger improvements, but this method requires significant effort and expertise from the user.

Alternatively, feedback can be collected by asking users to mark correct parts (chunks) of the translation (Marie and Max, 2015). It can be seen as the middle ground between quick sentence level rating and more expensive post-editing. We hypothesize that collecting feedback in this form implicitly forces guidelines on the user, making it less susceptible to various user-dependent factors. We expect marking of correct chunks in a translation to be simple enough for non-experts to do quickly and precisely and also be more intuitive than providing a numerical rating.

In this paper, we investigate the empirical hypothesis that NMT is able to learn from the good chunks of a noisy sentence and describe a simple way of utilizing such chunk-level feedback in NMT training. To the best of our knowledge, no dataset with human feedback recorded in this form is available, therefore we experiment with user feedback that was artificially created from parallel data.
The rest of this paper is structured as follows. In Section 2 we review related work. We describe our partial feedback approach in Section 3. Next we present our experimental results in Section 4, followed by the conclusion in Section 5.

2 Related work

Integrating user ratings in NMT has been studied in (Kreutzer et al., 2017), who view this as a bandit structured prediction task. They demonstrate how the user feedback can be integrated into NMT training and perform a series of experiments using GLEU (Wu et al., 2016) to simulate user feedback. Nguyen et al. (2017) have also studied this problem and adapted an actor-critic approach (Mnih et al., 2016) which has shown to be robust to skewed, high variance feedback from real users.

(Lam et al., 2018) extended the work of (Nguyen et al., 2017) by asking users to provide feedback for partial hypotheses to iteratively generate the translation, their goal is to minimize the required human involvement. They performed simulated experiments using chrF (Popovic, 2015) as simulated feedback.

In all previous works feedback needs to be generated on-line during the training process, however in this paper we focus on the case where there might be a significant time lag between generation of translation and acquiring of the feedback. Lawrence et al. (2017) have proposed a method to leverage user feedback that is available only for logged translated data for a phrase-based statistical machine translation system.

(Kreutzer et al., 2018) have experimented with sentence level star ratings collected from real users of an e-commerce site for logged translation data, but found the feedback to be too noisy to gain improvements. They also proposed using implicit word level task feedback based on query matching in an e-commerce application to improve both translation quality and task specific metrics.

Marie and Max (2015) have proposed an interactive framework which iteratively improves translation generated by the phrase-based system by asking users to select correct parts. Domingo et al. (2016) extended this idea to also include word deletions and substitutions with the goal of reducing human effort in translation.

Grangier and Auli (2017) have studied the task of paraphrasing an already generated translation by excluding words that the user has marked as incorrect. They modify NMT model to also accept the marked target sentence as input and train it to produce similar sentences that do not contain marked words.

(Chen et al., 2017; Wang et al., 2017) have proposed sentence level weighting method for domain adaptation in NMT.

3 Method

In this work we use the encoder-decoder NMT architecture with attention, proposed by (Bahdanau et al., 2014; Sutskever et al., 2014). NMT model is trained to maximize the conditional likelihood of a target sentence \(e_1^j : e_1, \ldots, e_I\) given a source sentence \(f_1^j : f_1, \ldots, f_J\) from a parallel dataset \(D\):

\[
L = \sum_{f_1^j, e_1^j \in D} \sum_{i=1}^I \log p(e_i | e_{i-1}^j, f_1^j). \tag{1}
\]

Training objective (1) is appropriate when the target sentence \(e_1^j\) comes from real data. However, we would like to benefit from model-generated sentences \(\tilde{e}_1^j\) by introducing partial feedback.

We assume that partial feedback for a sentence \(\tilde{e}_1^j\) is given as a sequence of binary values \(w_1^j : w_1, \ldots, w_I\), such that \(w_i = 1\) if the word \(\tilde{e}_i\) is marked as correct, \(w_i = 0\) if it is unrated or incorrect. We propose a simple modification to the loss in Equation (1):

\[
L_{PF} = \sum_{f_1^j, \tilde{e}_1^j, w_1^j \in D} \sum_{i=1}^I w_i \log p(\tilde{e}_i | e_{i-1}^j, f_1^j). \tag{2}
\]

Considering the definition of the binary partial feedback, the model would be trained to predict correct target words, while ignoring unrated and incorrect ones. However, incorrect words are still used as inputs to the model and influence the prediction context of correct words.

While partial feedback is gathered in a binary form (selected/not selected), word weights \(w_i\) can take any real value, depending on the weight assignment scheme.

Our training objective can be seen as a generalization of sentence level weighting method (Chen et al., 2017; Wang et al., 2017). The special case of sentence level weight can be expressed as \(w_i = w, \forall i\), where \(w\) is the weight for sentence \(\tilde{e}_1^j\).
We differentiate between two practical methods of obtaining the partial feedback data. First, gathering the feedback from humans, by presenting them with translations and asking to highlight correct words. This method is expected to produce high quality feedback, but is relatively expensive and, to the best of our knowledge, no such dataset is publicly available.

Another method is to generate partial feedback automatically using heuristics or statistical models. This type of feedback would be cheap to obtain, but is unlikely to be of high quality.

In this paper, to show the effectiveness of high quality chunk feedback, we generate artificial feedback by comparing model predictions to reference translations using heuristic methods. This approach is cheap, produces high quality feedback, but is not practically useful, because it requires access to reference human translation.

We have experimented with several methods of extracting artificial feedback. A simple matching method assigns \( w_i = 1 \) if predicted word \( \tilde{e}_i \) is present in reference translation at any position, and \( w_i = 0 \) otherwise. A slightly more sophisticated method is to find the longest common substring (LCS) between the predicted and reference translations and set the weights for words which belong to the LCS to 1, and to 0 otherwise. In our experiments we have found the latter method to perform slightly better.

4 Experiments

In this section, we conduct a series of experiments to study how well an NMT system is able to learn only from partial user feedback when this feedback is given for in-domain translations, whereas the baseline system is trained on out-of-domain data.

4.1 Datasets

We report results on two datasets: WMT 2017 German to English news translation task (Bojar et al., 2017) and an in-house English to Spanish dataset in the e-commerce domain. On all data we apply byte-pair encoding (Sennrich et al., 2016) with 40,000 merge operations learned separately for each language.

For each dataset we separate the larger out-of-domain and smaller in-domain training data. For De-En we use 1.8M sentence pairs randomly sampled from available parallel corpora as out-of-domain data and 800K sentence pairs sampled from back-translated monolingual and unused parallel corpora as in-domain data. For En-Es we have 2.7M out-of-domain and 1.5M in-domain sentence pairs. We evaluate our models on newstest2016 (2999 sentence pairs) for the De-En task and an in-house test set of 1000 sentence pairs for the En-Es task using case-insensitive BLEU (Papineni et al., 2002) and TER (Snover et al., 2006).

We have implemented our NMT model using TensorFlow (Abadi et al., 2015) library. Our encoder is a bidirectional LSTM with a layer size of 512; our decoder is an LSTM with 2 layers of the same size. We also use embedding size of 512 and MLP attention layer. We train our networks using SGD with a learning rate schedule that starts gradually decaying to 0.01 after the initial 4 epochs. As regularization we use dropout on the RNN inputs with dropping probability of 0.2.

4.2 Results

We pre-train baseline NMT models on parallel out-of-domain data for 15 epochs. We then use the pre-trained model to generate translations from the source side of parallel in-domain corpus. Using heuristics described in Section 3 and the reference target side of the in-domain corpus we generate artificial partial feedback to simulate real user input. Then we continue training with a small learning rate for another 10 epochs on in-domain data with or without user feedback.

In Table 1, we show the effect of different types of feedback on translation performance. First, we see that even using no feedback slightly improves the model due to self-training on automatically translated in-domain data.

Introducing sentence level feedback improves De-En and En-Es models by at most 0.2% and 0.6% absolute BLEU, respectively. Sentence level feedback is artificially generated from parallel corpora using heuristics, similar to the ones described in Section 3, but \( w_i, \forall i \) are set to the same sentence weight \( w \). For example, we have tried using sentence BLEU (sBLEU) and a binary rule, which outputs 1 if more than 33% of predicted words were marked as correct, and 0 otherwise (binary). We have also experimented with other heuristics, but did not achieve better results.

Finally, chunk-based feedback approach based on LCS improves on top of sentence level feedback by another 0.7% and 2.6% BLEU for De-
<table>
<thead>
<tr>
<th></th>
<th>De-En</th>
<th>En-Es</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU [%]</td>
<td>TER [%]</td>
</tr>
<tr>
<td>Baseline</td>
<td>30.6</td>
<td>49.6</td>
</tr>
<tr>
<td>+self-training</td>
<td>31.4</td>
<td>48.1</td>
</tr>
<tr>
<td>+sent-sBLEU</td>
<td>31.4</td>
<td>48.1</td>
</tr>
<tr>
<td>+sent-binary</td>
<td>31.6</td>
<td>47.8</td>
</tr>
<tr>
<td>+chunk-match</td>
<td>32.2</td>
<td>47.0</td>
</tr>
<tr>
<td>+chunk-lcs</td>
<td><strong>32.3</strong></td>
<td><strong>46.5</strong></td>
</tr>
</tbody>
</table>

Table 1: Chunk-level feedback compared to sentence-level feedback. *Self-training* is equivalent to having no feedback or setting all $w_i = 1, \forall i$ in the training objective in Eq. (2). *sent-sBLEU* and *sent-binary* are sentence-level methods with sentence BLEU and binary weighting rules, defined as in Section 4.2. *chunk-match* and *chunk-lcs*-level feedback refers to assigning $w_i$ using simple matching or LCS method described in Section 3.

En and En-Es, respectively. We also note a significant improvement of 1.3% and 3.1% in TER. Chunk-based approach based on simple matching also outperforms sentence level methods, but not by as much as lcs-based, which suggests that this method benefits more from consecutive segments, rather than single correct words.

We believe that the success of the partial feedback approach can be explained by the fact that often a sentence can be split into chunks which can be translated independently of the context. Reinforcement of the correct translation of such a chunk in one training example seems to positively affect translations of such chunks in other, different sentences. By focusing on the good and masking out erroneous chunks, partial feedback acts as a precise noise reduction method.

We have also trained the models using fine-tuning (Luong and Manning, 2015) on the reference target in-domain data, which further improved translation by 2% and 3.8% BLEU on De-En and En-Es compared to using chunk-based feedback. We note that by using partial feedback we are able to recover between 30% and 45% of improvements that come from in-domain adaptation.

### 4.3 Robustness

The proposed artificially generated partial feedback is very precise as it does not introduce any type of noise in marking of good chunks. For example, on the En-Es dataset artificial methods mark 40% of all words as correct. However, a user might not mark all the correct words in a sentence, but select only a few.

Furthermore, artificially generated partial feedback does not contain noise, given that the reference translation is adequate. However, users may make mistakes in selection. We differentiate two types of errors that a user can make: under selection, when a correct word was not marked; and incorrect selection, when an incorrect word was marked as correct.

To anticipate the impact of these mistakes we experiment with deliberately impairing the feedback in Table 2. We see that randomly dropping 25% of the selection has very little effect on the model, while dropping 50% and more decreases the translation performance significantly, yet still performing at the same level or better than self-training system.

When selection contains noise, the impact already becomes noticeable at 10%. Increasing the amount of noise up to 25% decreases the perfor-
mance by 1.6% BLEU in En-Es task. At 50% noise level, which is similar to random selection, there is no improvement from using feedback at all. While we expect users to provide mostly clean feedback, this result indicates the necessity of cleaning user feedback data, e.g. by aggregating feedback from multiple users.

We have also experimented with replacing unslected words by random noise and saw only small decrease in translation performance, which suggests that our approach is able to benefit from very poor translations, as long as the selected chunk is correct.

4.4 Example
An example where the NMT system with chunk-based feedback yields a better translation in comparison to other systems is the German sentence “Die Krise ist vorüber.” (“The crisis is over.”). The German word “vorüber” is rare and ambiguous, especially after the BPE-based splitting. The system with self-training translates the sentence as “The crisis is above all.,” whereas the system with chunk-based feedback exactly matches the reference translation. We have analyzed the feedback training set: in that data, out of nine occurrences of the word “vorüber” with the reference translation “over”, the baseline system got it right three times, getting rewards for the chunks “is over ...”, “is over”, “is over.”

5 Conclusion and future work
In this work, we have proposed a simple way to integrate partial chunk-based feedback into NMT training. We have experimented with artificially created partial feedback and shown that using partial feedback results in significant improvements of MT quality in terms of BLEU and TER. We have shown that chunk-level feedback can be used more effectively than sentence-level feedback. We have studied the robustness of our approach and observed that our model is robust against a moderate amount of noise.

We argue that collecting partial feedback by asking users to highlight correct parts of a translation is more intuitive for users than sentence level ratings and leads to less variation and errors.

In the future, we plan to investigate how to integrate negative partial user feedback, as well as automatic feedback generation methods which do not rely on existing parallel data.
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Abstract

A sentence can be translated into more than one correct sentences. However, most of the existing neural machine translation models only use one of the correct translations as the targets, and the other correct sentences are punished as the incorrect sentences in the training stage. Since most of the correct translations for one sentence share the similar bag-of-words, it is possible to distinguish the correct translations from the incorrect ones by the bag-of-words. In this paper, we propose an approach that uses both the sentences and the bag-of-words as targets in the training stage, in order to encourage the model to generate the potentially correct sentences that are not appeared in the training set. We evaluate our model on a Chinese-English translation dataset, and experiments show our model outperforms the strong baselines by the BLEU score of 4.55.¹

1 Introduction

Neural Machine Translation (NMT) has achieve success in generating coherent and reasonable translations. Most of the existing neural machine translation systems are based on the sequence-to-sequence model (Sutskever et al., 2014). The sequence-to-sequence model (Seq2Seq) regards the translation problem as the mapping from the source sequences to the target sequences. The encoder of Seq2Seq compresses the source sentences into the latent representation, and the decoder of Seq2Seq generates the target sentences from the source representations. The cross-entropy loss, which measures the distance of the generated distribution and the target distribution, is minimized in the training stage, so that the generated sentences are as similar as the target sentences.

Due to the limitation of the training set, most of the existing neural machine translation models only have one reference sentences as the targets. However, a sentence can be translated into more than one correct sentences, which have different syntax structures and expressions but share the same meaning. The correct translations that are not appeared in the training set will be punished as the incorrect translation by Seq2Seq, which is a potential harm to the model. Table 1 shows an example of two generated translations from Chinese to English. Translation 1 is apparently more reasonable, it is punished more severely than Translation 2 by Seq2Seq.

Table 1: An example of two generated translations. Although Translation 1 is much more reasonable, it is punished more severely than Translation 2 by Seq2Seq.

| Source:  | Reference: Export of high-tech products in guangdong in first two months this year reached 3.76 billion US dollars. |
|———|———|
| **Translation 1:** Guangdong’s export of new high technology products amounts to US$3.76 billion in first two months of this year. |
| **Translation 2:** Export of high-tech products has frequently been in the spotlight, making a significant contribution to the growth of foreign trade in guangdong. |

¹The code is available at https://github.com/lancopku/bag-of-words
is possible to distinguish the correct translations from the incorrect ones by the bag-of-words in most cases. In this paper, we propose an approach that uses both sentences and bag-of-words as the targets. In this way, the generated sentences which cover more words in the bag-of-words (e.g. Translation 1 in Table 1) are encouraged, while the incorrect sentences (e.g. Translation 2) are punished more severely. We perform experiments on a popular Chinese-English translation dataset. Experiments show our model outperforms the strong baselines by the BLEU score of 4.55.

2 Bag-of-Words as Target

In this section, we describe the proposed approach in detail.

2.1 Notation

Given a translation dataset that consists of $N$ data samples, the $i$-th data sample $(x^i, y^i)$ contains a source sentence $x^i$, and a target sentence $y^i$. The bag-of-words of $y^i$ is denoted as $b^i$. The source sentence $x^i$, the target sentence $y^i$, and the bag-of-words $b^i$ are all sequences of words:

$$x^i = \{x^i_1, x^i_2, \ldots, x^i_{L_i}\}$$
$$y^i = \{y^i_1, y^i_2, \ldots, y^i_{M_i}\}$$
$$b^i = \{b^i_1, b^i_2, \ldots, b^i_{K_i}\}$$

where $L_i$, $M_i$, and $K_i$ denote the number of words in $x^i$, $y^i$, and $b^i$, respectively.

The target of our model is to generate both the target sequence $y^i$ and the corresponding bag-of-words $b^i$. For the purpose of simplicity, $(x, y, b)$ is used to denote each data pair in the rest of this section.

2.2 Bag-of-Words Generation

We regard the bag-of-words generation as the multi-label classification problem. We first perform the encoding and decoding to obtain the scores of words at each position of the generated sentence. Then, we sum the scores of all positions as the sentence-level score. Finally, the sentence-level score is used for multi-label classification, which identifies whether the word appears in the translation.

In our model, the encoder is a bi-directional Long Short-term Memory Network (BiLSTM), which produces the representation of the source sentence $x$, and the decoder outputs the word distribution at each position. The distribution of all position is summed up to a sentence-level score, which can be used to generate the bag-of-words.

$$h = \{h_1, h_2, \ldots, h_L\}$$ from the source text $x$:

$$\bar{h}_t = f(x_t, \bar{h}_{t-1})$$

$$\bar{h}_t = f(x_t, \bar{h}_{t+1})$$

$$h_t = \bar{h}_t + \bar{h}_t$$

where $f$ and $\bar{f}$ are the forward and the backward functions of LSTM for one time step. $\bar{h}_t$ and $\bar{h}_t$ are the forward and the backward hidden outputs respectively, $x_t$ is the input at the $t$-th time step, and $L$ is the number of words in sequence $x$.

The decoder consists of a uni-directional LSTM, with an attention, and a word generator. The LSTM generates the hidden output $q_t$:

$$q_t = f(y_{t-1}, q_{t-1})$$

where $f$ is the function of LSTM for one time step, and $y_{t-1}$ is the last generated words at $t$-th time step. The attention mechanism (Luong and Manning, 2015) is used to capture the source information:

$$v_t = \sum_{i=1}^{N} \alpha_{ti} h_i$$
\[ \alpha_t = \frac{e^{g(q_t, h_i)}}{\sum_{j=1}^{N} e^{g(q_t, h_j)}} \]  
(6)

\[ g(q_t, h_i) = \tanh (q^T W_t h_i) \]  
(7)

where \( W_t \) is a trainable parameter matrix. Then, the word generator is used to compute the probability of each output word at \( t \)-th time step:

\[ p_{w_t} = \text{softmax}(s_t) \]  
(8)

\[ s_t = W_g v_t + b_g \]  
(9)

where \( W_g \) and \( b_g \) are parameters of the generator.

To get a sentence-level score for the generated sentence, we generate a sequence of word-level score vectors \( s_t \) at all positions with the output layer of decoder, and then we sum up the word-level score vectors to obtain a sentence-level score vector. Each value in the vector represents the sentence-level score of the corresponding word, and the index of the value is the index of the word in the dictionary. After normalizing the sentence-level score with sigmoid function, we get the probability for each word, which represents how possible the word appears in the generated sentence regardless of the position in the sentence. Compared with the word-level probability \( p_{w_t} \), the sentence-level probability \( p_{b_t} \) of each word is independent of the position in the sentence.

More specifically, the sentence-level probability of the generated bag-of-words \( p_{b_t} \) can be written as:

\[ p_{b_t} = \text{sigmoid}(\sum_{t=1}^{M} s_t) \]  
(10)

where \( M \) is the number of words in the target sentence.

### 2.3 Targets and Loss Function

We have two targets at the training stage: the reference translation (appears in the training set) and the bag-of-words. The bag-of-words is used as the approximate representation of the correct translations that do not appear in the training set. For the targets, we have two parts of loss functions:

\[ l_1 = - \sum_{t=1}^{M} y_t \log p_{w_t}(y_t) \]  
(11)

\[ l_2 = - \sum_{i=1}^{K} b_i \log p_{b_t}(b_i) \]  
(12)

The total loss function can be written as:

\[ l = l_1 + \lambda_i l_2 \]  
(13)

where \( \lambda_i \) is the coefficient to balance two loss functions at \( i \)-th epoch. Since the bag-of-words generation module is built on the top of the word generation, we assign a small weight for the bag-of-words training at the initial time, and gradually increase the weight until a certain value \( \lambda \):

\[ \lambda_i = \min(\lambda, k + \alpha i) \]  
(14)

In our experiments, we set the \( \lambda = 1.0, k = 0.1 \), and \( \alpha = 0.1 \), based on the performance on the validation set.

### 3 Experiments

This section introduces the details of our experiments, including datasets, setups, baseline models as well as results.

#### 3.1 Datasets

We evaluated our proposed model on the NIST translation task for Chinese-English translation and provided the analysis on the same task. We trained our model on 1.25M sentence pairs extracted from LDC corpora \(^2\), with 27.9M Chinese words and 34.5M English words. We validated our model on the dataset for the NIST 2002 translation task and tested our model on that for the NIST 2003, 2004, 2005, 2006, 2008 translation tasks. We used the most frequent 50,000 words for both the Chinese vocabulary and the English vocabulary. The evaluation metric is BLEU (Papineni et al., 2002).

#### 3.2 Setting

We implement the models using PyTorch, and the experiments are conducted on an NVIDIA 1080Ti GPU. Both the size of word embedding and hidden size are 512, and the batch size is 64. We use Adam optimizer (Kingma and Ba, 2014) to train the model with the default setting \( \beta_1 = 0.9, \beta_2 = 0.999 \) and \( \epsilon = 1 \times 10^{-8} \), and we initialize the learning rate to 0.0003.

Based on the performance on the development sets, we use a 3-layer LSTM as the encoder and a 2-layer LSTM as the decoder. We clip the gradients (Pascual et al., 2013) to the maximum norm

\(^2\)The corpora include LDC2002E18, LDC2003E07, LDC2003E14, Hansards portion of LDC2004T07, LDC2004T08 and LDC2005T06.
of 10.0. Dropout is used with the dropout rate set to 0.2. Following Xiong et al. (2017), we use beam search with a beam width of 10 to generate translation for the evaluation and test, and we normalize the log-likelihood scores by sentence length.

### 3.3 Baselines

We compare our model with several NMT systems, and the results are directly reported in their articles.

- **Moses** is an open source phrase-based translation system with default configurations and a 4-gram language model trained on the training data for the target language.

- **RNNSearch** (Bahdanau et al., 2014) is a bidirectional GRU based model with the attention mechanism. The results of Moses, and RNNSearch come from Su et al. (2016).

- **Lattice** (Su et al., 2016) is a Seq2Seq model which encodes the sentences with multiple tokenizations.

- **Bi-Tree-LSTM** (Chen et al., 2017) is a tree-structured model which models source-side syntax.

- **Mixed RNN** (Li et al., 2017) extends RNNSearch with a mixed RNN as the encoder.

- **CPR** (Wu et al., 2016) extends RNNSearch with a coverage penalty.

- **POSTREG** (Ganchev et al., 2010) extends RNNSearch with posterior regularization with a constrained posterior set. The results of CPR, and POSTREG come from Zhang et al. (2017).

- **PKI** (Zhang et al., 2017) extends RNNSearch with posterior regularization to integrate prior knowledge.

### 3.4 Results

Table 2 shows the overall results of the systems on the Chinese-English translation task. We compare our model with our implementation of Seq2Seq+Attention model. For fair comparison, the experimental setting of Seq2Seq+Attention is the same as BAT, so that we can regard it as our proposed model removing the bag-of-words target. The results show that our model achieves the BLEU score of 36.51 on the total test sets, which outperforms the Seq2Seq baseline by the BLEU of 4.55.

In order to further evaluate the performance of our model, we compare our model with the recent NMT systems which have been evaluated on the same training set and the test sets as ours. Their results are directly reported in the referred articles. As shown in Table 2, our model achieves high BLEU scores on all of the NIST Machine Translation test sets, which demonstrates the efficiency of our model.

We also give two translation examples of our model. As shown in Table 3, The translations of Seq2Seq+Attn omit some words, such as “of”, “committee”, and “protection”, and contain some redundant words, like “human chromosome” and “&<unk>”. Compared with Seq2Seq, the translations of our model is more informative and ade-

<table>
<thead>
<tr>
<th>Model</th>
<th>MT-02</th>
<th>MT-03</th>
<th>MT-04</th>
<th>MT-05</th>
<th>MT-06</th>
<th>MT-08</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moses (Su et al., 2016)</td>
<td>33.19</td>
<td>32.43</td>
<td>34.14</td>
<td>31.47</td>
<td>30.81</td>
<td>23.85</td>
<td>31.04</td>
</tr>
<tr>
<td>RNNSearch (Su et al., 2016)</td>
<td>34.68</td>
<td>33.08</td>
<td>35.32</td>
<td>31.42</td>
<td>31.61</td>
<td>23.84</td>
<td>32.95</td>
</tr>
<tr>
<td>Lattice (Su et al., 2016)</td>
<td>35.94</td>
<td>34.32</td>
<td>36.50</td>
<td>32.40</td>
<td>32.77</td>
<td>24.84</td>
<td>32.95</td>
</tr>
<tr>
<td>CPR (Zhang et al., 2017)</td>
<td>33.84</td>
<td>31.18</td>
<td>33.26</td>
<td>30.67</td>
<td>32.90</td>
<td>24.84</td>
<td>32.95</td>
</tr>
<tr>
<td>POSTREG (Zhang et al., 2017)</td>
<td>34.37</td>
<td>31.42</td>
<td>34.18</td>
<td>30.99</td>
<td>32.90</td>
<td>24.63</td>
<td>32.51</td>
</tr>
<tr>
<td>PKI (Zhang et al., 2017)</td>
<td>36.10</td>
<td>33.64</td>
<td>36.48</td>
<td>33.08</td>
<td>35.60</td>
<td>24.63</td>
<td>32.51</td>
</tr>
<tr>
<td>Bi-Tree-LSTM (Chen et al., 2017)</td>
<td>36.57</td>
<td>35.64</td>
<td>36.63</td>
<td>34.35</td>
<td>30.57</td>
<td>24.63</td>
<td>32.51</td>
</tr>
<tr>
<td>Mixed RNN (Li et al., 2017)</td>
<td>37.70</td>
<td>34.90</td>
<td>38.60</td>
<td>35.50</td>
<td>35.60</td>
<td>24.63</td>
<td>32.51</td>
</tr>
<tr>
<td>Seq2Seq+Attn (our implementation)</td>
<td>34.71</td>
<td>33.15</td>
<td>35.26</td>
<td>32.36</td>
<td>32.45</td>
<td>23.96</td>
<td>31.96</td>
</tr>
<tr>
<td>+Bag-of-Words (this paper)</td>
<td>39.77</td>
<td>38.91</td>
<td>40.02</td>
<td>36.82</td>
<td>35.93</td>
<td>27.61</td>
<td>36.51</td>
</tr>
</tbody>
</table>

Table 2: Results of our model and the baselines (directly reported in the referred articles) on the Chinese-English translation. “-” means that the studies did not test the models on the corresponding datasets.
Table 3: Two translation examples of our model, compared with the Seq2Seq+Attn baseline.

### 4 Related Work

The studies of encoder-decoder framework (Kalchbrenner and Blunsom, 2013; Cho et al., 2014; Sutskever et al., 2014) for this task launched the Neural Machine Translation. To improve the focus on the information in the encoder, Bahdanau et al. (2014) proposed the attention mechanism, which greatly improved the performance of the Seq2Seq model on NMT. Most of the existing NMT systems are based on the Seq2Seq model and the attention mechanism. Some of them have variant architectures to capture more information from the inputs (Su et al., 2016; Xiong et al., 2017; Tu et al., 2016), and some improve the attention mechanism (Luong et al., 2015; Meng et al., 2016; Mi et al., 2016; Jean et al., 2015; Feng et al., 2016; Calixto et al., 2017), which also enhanced the performance of the NMT model.

There are also some effective neural networks other RNN. Gehring et al. (2017) turned the RNN-based model into CNN-based model, which greatly improves the computation speed. Vaswani et al. (2017) only used attention mechanism to build the model and showed outstanding performance. Also, some researches incorporated external knowledge and also achieved obvious improvement (Li et al., 2017; Chen et al., 2017).

There is also a study (Zhao et al., 2017) shares a similar name with this work, i.e. bag-of-word loss, our work has significant difference with this study. First, the methods are very different. The previous work uses the bag-of-word to constraint the latent variable, and the latent variable is the output of the encoder. However, we use the bag-of-word to supervise the distribution of the generated words, which is the output of the decoder. Compared with the previous work, our method directly supervises the predicted distribution to improve the whole model, including the encoder, the decoder and the output layer. On the contrary, the previous work only supervises the output of the encoder, and only the encoder is trained. Second, the motivations are quite different. The bag-of-word loss in the previous work is an assistant component, while the bag of word in this paper is a direct target. For example, in the paper you mentioned, the bag-of-word loss is a component of variational autoencoder to tackle the vanishing latent variable problem. In our paper, the bag of word is the representation of the unseen correct translations to tackle the data sparseness problem.

### 5 Conclusions and Future Work

We propose a method that regard both the reference translation (appears in the training set) and the bag-of-words as the targets of Seq2Seq at the training stage. Experimental results show that our model obtains better performance than the strong baseline models on a popular Chinese-English translation dataset. In the future, we will explore how to apply our method to other language pairs, especially the morphologically richer languages than English, and the low-resources languages.
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Abstract

To achieve high translation performance, neural machine translation models usually rely on the beam search algorithm for decoding sentences. The beam search finds good candidate translations by considering multiple hypotheses of translations simultaneously. However, as the algorithm searches in a monotonic left-to-right order, a hypothesis can not be revisited once it is discarded. We found such monotonicity forces the algorithm to sacrifice some decoding paths to explore new paths. As a result, the overall quality of the hypotheses selected by the algorithm is lower than expected. To mitigate this problem, we relax the monotonic constraint of the beam search by maintaining all found hypotheses in a single priority queue and using a universal score function for hypothesis selection. The proposed algorithm allows discarded hypotheses to be recovered in a later step. Despite its simplicity, we show that the proposed decoding algorithm enhances the quality of selected hypotheses and improve the translations even for high-performance models in English-Japanese translation task.

1 Introduction

Machine translation models composed of end-to-end neural networks (Sutskever et al., 2014; Bahdanau et al., 2014; Shazeer et al., 2017; Gehring et al., 2017) are starting to become mainstream. Essentially, neural machine translation (NMT) models define a probabilistic distribution \( p(y_t | y_1, ..., y_{t-1}, X) \) to generate translations. During translation phase, new words are sampled from this distribution.

As the search space of possible outputs is incredibly large, we can only afford to explore a limited number of search paths. In practice, NMT models use the beam search algorithm to generate output sequences in a limited time budget (Graves, 2012; Sutskever et al., 2014). Beam search limits the search space by considering only a fixed number of hypotheses (i.e., partial translations) in each step, and predicting next output words only for the selected hypotheses. The fixed number \( B \) is referred to as beam size. Beam search keeps decoding until \( B \) finished translations that end with an end-of-sequence token “\( /s \)” are found.

Comparing to the greedy search that only considers the best hypothesis in each step, beam search can find a good candidate translation that suffers in a middle step. Generally, using beam search can improve the quality of outputs over the greedy search. However, we found that the hard restriction of hypothesis selection imposed by the beam search affects the quality of the decoding paths negatively.

We can think the decoding process of an NMT model as solving a pathfinding problem, where we search for an optimal path starts from “\( s \)” and ends at “\( /s \)”. For any pathfinding algorithm, a certain amount of exploration is crucial for making sure that the algorithm is following a right path. For beam search, since the beam size is fixed, it must give up some currently searching paths in order to explore new paths. The problem has a similar flavor as the exploration-exploitation dilemma in reinforcement learning. As the beam search decodes in left-to-right order monotonically, a discarded decoding path can not be recovered later.

As the decoding algorithm is essentially driven by a language model, an output with high probability (local score) is not guaranteed to have high scores for future predictions. Beam search can be trapped by such a high-confidence output. This is-
Figure 1: An intuitive comparison between beam search and single-queue decoding (SQD) with a beam size of 2. In each step, two selected hypotheses (solid boxes) and one immediately discarded hypothesis (dashed boxes) are shown in the figure. In the top right of selected hypotheses, the step numbers when they are selected are marked. The hypothesis “an apple tree” is discarded in step 3 in both algorithms. Comparing to beam search, SQD is able to recover this hypothesis in step 4 when other hypotheses have worse scores.

In this work, we extend the beam search to introduce more flexibility. We manage all found hypotheses in a single priority queue so that they can be selected later when necessary. Based on a universal score function, the hypotheses with highest scores are selected to be expanded. The proposed algorithm is referred to as single-queue decoding (SQD) in this paper.

As the priority queue can contain massive hypotheses, we design two auxiliary score functions to help the algorithm select proper candidates. Experiments show that the proposed algorithm is able to improve the quality of selected hypotheses and thus results in better performance in English-Japanese translation task.

2 Related Work

To improve the quality of the score function in beam search, Wiseman and Rush (2016) propose to run beam search in the forward pass of training, then apply a new objective function to ensure the gold output does not fall outside the beam. An alternative approach is to correct the scores with reinforcement learning (Li et al., 2017). Diverse decoding (Li et al., 2016; Li and Jurafsky, 2016) modifies the score function for increase the diversity of hypotheses. In contrast, this work focuses on removing the constraint of beam search rather than improving the score function.

Hu et al. (2015) also describes a priority queue integrated with the standard beam search but has a different mechanism and purpose. The priority queue in their work contains top-1 hypotheses from different hypothesis stacks. In each step, only one hypothesis from the queue is allowed to be considered. Their purpose is to use the priority queue to speed up beam search at the cost of slight performance loss, which is different to this work.

As the proposed algorithm is a best-first searching algorithm, which has a flavor similar to A* search (Hart et al., 1968). Typical implementations of A* search also use a priority queue (heap) to maintain visited paths.

3 Deficiency of Beam Search

Since the beam size is fixed, when the algorithm attempts to explore multiple new decoding paths for a hypothesis, it has to discard some existing decoding paths. However, the new decoding paths may lead to bad hypotheses in the near future. As past hypotheses can not be revisited again, the beam search has to decode the hypotheses with degraded qualities continually. This phenomenon is illustrated in Fig. 1 (a), where the graph depicts the decoding process of a sentence. The correct output is supposed to be “an apple tree is there” or “there is an apple tree”. In step 3, as the algorithm explores two new hypotheses in the bottom branch, the hypothesis “an apple tree” is discarded. In the next step, it realized that the hypothesis “there is a” leads to a wrong path. However, as the algorithm can not return to a discarded hypothesis, the beam search has to keep searching in the hopeless path. In this case, the candidate “an apple tree is there” can never be reached.
Algorithm 1 Single-queue decoding

Initialize:
\[ B \leftarrow \text{beam size} \]
\[ H \leftarrow \text{empty hypothesis queue} \]
\[ T \leftarrow \text{max steps} \]
for \( t \leftarrow 1 \) to \( T \) do
\[
S \leftarrow \text{pop best} \ B \text{ unfinished hyps from} \ H
S' \leftarrow \text{expand} \ S \text{ to get} \ B \times K \text{ new hyps}
\]
Evaluate scores of hyps in \( S' \) with Eq. 1
Push \( S' \) into \( H \)
if \( \#(\text{finished hyps in} \ H) \geq B \) then break
\[
\hat{y} \leftarrow \text{best finished hyp in} \ H
\]
output \( \hat{y} \)

4 Single-Queue Decoding

In this section, we introduce an extended decoding algorithm of the beam search, which maintains a single priority queue that contains all visited hypotheses. In contrast to the standard beam search, which only considers hypotheses with the same length in each step, the proposed algorithm selected arbitrary hypotheses from the queue that may differ in length. Therefore, a hypothesis discarded in one step can be recovered in a later step.

An intuitive illustration of the proposed algorithm can be found in Fig. 1 (b). In step 4, the proposed algorithm is able to recover the hypothesis “an apple tree” from the queue which is discarded a previous step.

The pseudo code of the single-queue decoding algorithm is given in Alg. 1. Let \( B \) be the beam size. The algorithm will keep decoding until finding \( B \) finished translation candidates. The proposed decoding algorithm relies on a universal score function \( \text{score}(y) \) to evaluate a hypothesis \( y \). In each step, the hypotheses with highest scores are removed from the queue to predict next words for them. New expanded hypotheses are pushed back into the queue after scoring.

In hypothesis expansion, we collect \( B \times K \) (but not \( B \times |V| \)) hypotheses that have highest local scores (word probability). This simple filtering is essential to avoid spending too much time computing the score function. In practice, we set \( K = B \).

4.1 Universal Score Function

In the proposed algorithm, a score function is required to fairly evaluate hypotheses with different lengths, which has the following form:

\[
\text{score}(y) = \frac{1}{|y|^\lambda} \log p(y|X) + \alpha \text{PG}(y) + \beta \text{LMP}(y).
\]

The first part of the equation is the log probability with length-normalization, where \( \lambda \) is a hyperparameter that is similar to the definition of length penalty in Wu et al. (2016). We found simply utilizing this score function will sometimes cause the algorithm decode for infinite steps. To help the algorithm select proper candidates from the large queue, we designed two auxiliary penalties.

Progress Penalty: The second part of Eq. 1 is a progress penalty, which encourages the algorithm to select longer hypotheses:

\[
\text{PG}(y) = \begin{cases} 0 & \text{if} \ y \text{ finished} \\ \left| \frac{|y|}{|X|} \right|^\gamma & \text{otherwise} \end{cases}
\]

where \( \gamma \) is a weight that controls the strength of this function. The progress penalty encourages the algorithm to select longer hypotheses.

Length Matching Penalty: The last part of Eq. 1 is a length matching penalty. It filters out the hypotheses that tend to produce a final translation much shorter or longer than expected.

To achieve this, we predict two Gaussian distributions. One distribution \( p_x \) predicts the expected length of a correct translation. Another Gaussian \( p_y \) predicts the expected final length if decoding a particular hypothesis. The parameters of the distributions \( (\mu_x, \sigma_x) \) and \( (\mu_y, \sigma_y) \) are predicted by an additional simple neural network, which is trained separately from the NMT model. Then we compute the cross-entropy of the two Gaussians to measure whether the expected length of translation tends to match the correct length as:

\[
H(p_x^l, p_y^l) = \frac{1}{2} \log(2\pi \sigma_y^2) + \frac{\sigma_x^2 + (\mu_y - \mu_x)^2}{2\sigma_y^2}.
\]

We penalize a hypothesis if the cross entropy exceeds a threshold \( \tau \) as:

\[
\text{LMP}(y) = \begin{cases} 0 & \text{if} \ y \text{ finished} \\ I(H(p_x^l, p_y^l) > \tau) & \text{otherwise} \end{cases}
\]
5 Experiments

5.1 Experimental Settings

We evaluate the proposed decoding algorithm mainly with an off-the-shelf NMT model (Bahdanau et al., 2014), which has a bi-directional LSTM encoder and a single-layer LSTM decoder. The embeddings and LSTM layers have a size of 1000. We evaluate the algorithms on ASPEC English-Japanese translation task (Nakazawa et al., 2016). The vocabulary contains 80k words for English side and 40k words for the Japanese side. We report BLEU score based on a standard post-processing procedure\textsuperscript{1}.

All NMT models in this work are trained with Nesterov’s accelerated gradient (Nesterov, 1983) with an initial learning rate of 0.25. The learning rate is decreased by a factor of 10 if no improvement is observed in 20k iterations. The training ends after the learning rate is annealed for three times. The models are trained on 4 GPUs; each GPU computes the gradient of a mini-batch. The gradients are averaged and distributed to each GPU using the nccl framework.

The hyperparameters of the decoding algorithms are tuned by Bayesian optimization (Snoek et al., 2012) on a small validation set composed of 500 sentences. We utilize the “bayes_opt” package for Bayesian optimization. We use the default acquisition function “ucb” with a $\kappa$ value of 5. We first explore 50 initial points, then optimize for another 50 iterations.

We allow the decoding algorithms to run for a maximum of 150 steps. If the algorithm fails to find a finished translation in the limited steps, an empty translation is outputted.

5.2 Main Results

The main evaluation results are shown in Table 1, which uses a beam size of 5 as such a small beam size is more useful in a production system. The results show that the proposed single-queue decoding (SQD) algorithm significantly improves the quality of translations. With the length matching penalty (LMP), SQD outperforms the beam search with length-normalization by 1.14 BLEU on the test set. Without the progress penalty (PG), the scores are much worse.

Since SQD computes $B$ hypotheses in batch mode at each step just like beam search, the computational cost inside the loop of Alg. 1 remains the same. The factor affecting the decoding time is the actual number of time steps. To clarify that SQD does not improve the performance by significantly increasing the number of steps, we also report the average number of steps and the decoding time for translating one sentence. We can see that it is effective applying length matching penalty. However, it slows down the algorithm as extra computation is required.

5.3 Experiments with a Large NMT Model

In order to see whether the performance gain can be generalized to deeper models, we train a large NMT model with two layers of LSTM decoders. We apply residual connection (He et al., 2016) to the decoder states. Before the softmax layer, an additional fully-connected layer with 600 hidden units is applied. For the attention mechanism, we use a variant of the key-value attention (Miller et al., 2016), where the keys are computed by a linear transformation of the encoder states, the queries of the attention are the sum of the feedback word embeddings and the LSTM states of the first decoder. Dropout (Srivastava et al., 2014) is applied everywhere after non-recurrent layers with a dropping rate of 0.2. To further enhance the model performance, we use byte pair encoding (Sennrich

---

\textsuperscript{1} We use Kytea to re-tokenize results in evaluation.
et al., 2016) with a coding size of 40k to segment the sentences of the training data into subwords. The experiment results are shown in Table 2.

By applying various techniques, the NMT model achieves high single-model BLEU scores. The results indicate that SQD is still effective with a high-performance NMT model. The proposed algorithm is more effective with a small beam size. For this model, the contribution of length matching penalty is only beneficial when the beam size is smaller than 8, which may be a side-effect of applying byte pair encoding (BPE). As it is more difficult to correctly predict the number of output tokens in sub-word level.

6 Discussion

The proposed algorithm requires a block of GPU memory for storing the states of LSTM decoders for all stored hypotheses in the priority queue. The increased memory usage does not cause a problem unless a large beam size is used.

Although all hypotheses are expected to be evaluated fairly, we found only averagely 2 discarded hypotheses are recovered when decoding each sentence. The reason is that longer hypotheses tend to have higher local scores in general, which makes it difficult for the algorithm to select a short hypothesis. As a future work, a better score function is required to fully exploit the flexibility of the proposed algorithm.

7 Conclusion

In this paper, we present a novel decoding algorithm that removes the constraint imposed by the monotonicity of beam search, so that a discarded hypothesis can be revisited in a later step.

The proposed algorithm maintains all reusable hypotheses in a single priority queue. In each step, the algorithm selects hypotheses from the queue with highest scores evaluated by a universal score function. We design two auxiliary scores to help selecting proper hypotheses from a large queue.
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Abstract
Verb–noun combinations (VNCs) — e.g., *blow the whistle, hit the roof*, and *see stars* — are a common type of English idiom that are ambiguous with literal usages. In this paper we propose and evaluate models for classifying VNC usages as idiomatic or literal, based on a variety of approaches to forming distributed representations. Our results show that a model based on averaging word embeddings performs on par with, or better than, a previously-proposed approach based on skip-thoughts. Idiomatic usages of VNCs are known to exhibit lexico-syntactic fixedness. We further incorporate this information into our models, demonstrating that this rich linguistic knowledge is complementary to the information carried by distributed representations.

1 Introduction
Multiword expressions (MWEs) are combinations of multiple words that exhibit some degree of idiomaticity (Baldwin and Kim, 2010). Verb–noun combinations (VNCs), consisting of a verb with a noun in its direct object position, are a common type of semantically-idiomatic MWE in English and cross-linguistically (Fazly et al., 2009). Many VNCs are ambiguous between MWEs and literal combinations, as in the following examples of *see stars*, in which 1 is an idiomatic usage (i.e., an MWE), while 2 is a literal combination.¹

1. Hereford United were seeing stars at Gillingham after letting in 2 early goals
2. Look into the night sky to see the stars

¹These examples, and idiomaticity judgements, are taken from the VNC-Tokens dataset (Cook et al., 2008).

MWE identification is the task of automatically determining which word combinations at the token-level form MWEs (Baldwin and Kim, 2010), and must be able to make such distinctions. This is particularly important for applications such as machine translation (Sag et al., 2002), where the appropriate meaning of word combinations in context must be preserved for accurate translation.

In this paper, following prior work (e.g., Salton et al., 2016), we frame token-level identification of VNCs as a supervised binary classification problem, i.e., idiomatic vs. literal. We consider a range of approaches to forming distributed representations of the context in which a VNC occurs, including word embeddings (Mikolov et al., 2013), word embeddings tailored to representing sentences (Kenter et al., 2016), and skip-thoughts sentence embeddings (Kiros et al., 2015). We then train a support vector machine (SVM) on these representations to classify unseen VNC instances. Surprisingly, we find that an approach based on representing sentences as the average of their word embeddings performs comparably to, or better than, the skip-thoughts based approach previously proposed by Salton et al. (2016).

VNCs exhibit lexico-syntactic fixedness. For example, the idiomatic interpretation in example 1 above is typically only accessible when the verb *see* has active voice, the determiner is null, and the noun *star* is in plural form, as in *see stars* or *seeing stars*. Usages with a determiner (as in example 2), a singular noun (e.g., *see a star*), or passive voice (e.g., *stars were seen*) typically only have the literal interpretation.

In this paper we further incorporate knowledge of the lexico-syntactic fixedness of VNCs — automatically acquired from corpora using the method of Fazly et al. (2009) — into our various embedding-based approaches. Our experimental results show that this leads to substantial improve-
ments, indicating that this rich linguistic knowledge is complementary to that available in distributed representations.

2 Related work

Much research on MWE identification has focused on specific kinds of MWEs (e.g., Patrick and Fletcher, 2005; Uchiyama et al., 2005), including English VNCs (e.g., Fazly et al., 2009; Salton et al., 2016), although some recent work has considered the identification of a broad range of kinds of MWEs (e.g., Schneider et al., 2014; Brooke et al., 2014; Savary et al., 2017).

Work on MWE identification has leveraged rich linguistic knowledge of the constructions under consideration (e.g., Fazly et al., 2009; Fothergill and Baldwin, 2012), treated literal and idiomatic as two senses of an expression and applied approaches similar to word-sense disambiguation (e.g., Birke and Sarkar, 2006; Hashimoto and Kawahara, 2008), incorporated topic models (e.g., Li et al., 2010), and made use of distributed representations of words (Gharbieh et al., 2016).

In the most closely related work to ours, Salton et al. (2016) represent token instances of VNCs by embedding the sentence that they occur in using skip-thoughts (Kiros et al., 2015) — an encoder–decoder model that can be viewed as a sentence-level counterpart to the word2vec (Mikolov et al., 2013) skip-gram model. During training the target sentence is encoded using a recurrent neural network, and is used to predict the previous and next sentences. Salton et al. then use these sentence embeddings, representing VNC token instances, as features in a supervised classifier. We treat this skip-thoughts based approach as a strong baseline to compare against.

Fazly et al. (2009) formed a set of eleven lexico-syntactic patterns for VNC instances capturing the voice of the verb (active or passive), determiner (e.g., a, the), and number of the noun (singular or plural). They then determine the canonical form, \( C(v, n) \), for a given VNC as follows:2

\[
C(v, n) = \{ pt_k \in P | z(v, n, pt_k) > T_z \}
\]

where \( P \) is the set of patterns, \( T_z \) is a predetermined threshold, which is set to 1, and \( z(v, n, pt_k) \) is calculated as follows:

\[
z(v, n, pt_k) = \frac{f(v, n, pt_k) - \overline{f}}{s}
\]

where \( f(\cdot) \) is the frequency of a VNC occurring in a given pattern in a corpus,3 and \( \overline{f} \) and \( s \) are the mean and standard deviations for all patterns for the given VNC, respectively.

Fazly et al. (2009) showed that idiomatic usages of a VNC tend to occur in that expression’s canonical form, while literal usages do not. This approach provides a strong, linguistically-informed, unsupervised baseline, referred to as CForm, for predicting whether VNC instances are idiomatic or literal. In this paper we incorporate knowledge of canonical forms into embedding-based approaches to VNC token classification, and show that this linguistic knowledge can be leveraged to improve such approaches.

3 Models

We describe the models used to represent VNC token instances below. For each model, a linear SVM classifier is trained on these representations.

3.1 Word2vec

We trained word2vec’s skip-gram model (Mikolov et al., 2013) on a snapshot of Wikipedia from September 2015, which consists of approximately 2.6 billion tokens. We used a window size of ±8 and 300 dimensions. We ignore all words that occur less than fifteen times in the training corpus, and did not set a maximum vocabulary size. We perform negative sampling and set the number of training epochs to five. We used batch processing with approximately 10k words in each batch.

To embed a given a sentence containing a VNC token instance, we average the word embeddings for each word in the sentence, including stopwords.4 Prior to averaging, we normalize each embedding to have unit length.

3.2 Siamese CBOW

The Siamese CBOW model (Kenter et al., 2016) learns word embeddings that are better able to represent a sentence through averaging than conventional word embeddings such as skip-gram or CBOW. We use a Siamese CBOW model that was pretrained on a snapshot of Wikipedia from November 2012 using randomly initialized word

---

2In a small number of cases a VNC is found to have a small number of canonical forms, as opposed to just one.

3Fazly et al. (2009) used the British National Corpus (Burnard, 2000).

4Preliminary experiments showed that models performed better when stopword removal was not applied.
embeddings. Similarly to the word2vec model, to embed a given sentence containing a VNC instance, we average the word embeddings for each word in the sentence.

3.3 Skip-thoughts

We use a publicly-available skip-thoughts model, that was pre-trained on a corpus of books. We represent a given sentence containing a VNC instance using the skip-thoughts encoder. Note that this approach is our re-implementation of the skip-thoughts based method of Salton et al. (2016), and we use it as a strong baseline for comparison.

4 Data and evaluation

In this section, we discuss the dataset used in our experiments, and the evaluation of our models.

4.1 Dataset

We use the VNC-Tokens dataset (Cook et al., 2008) — the same dataset used by Fazly et al. (2009) and Salton et al. (2016) — to train and evaluate our models. This dataset consists of sentences containing VNC usages drawn from the British National Corpus (Burnard, 2000), along with a label indicating whether the VNC is an idiomatic or literal usage (or whether this cannot be determined, in which case it is labelled “unknown”).

VNC-Tokens is divided into DEV and TEST sets that each include fourteen VNC types and a total of roughly six hundred instances of these types annotated as literal or idiomatic. Following Salton et al. (2016), we use DEV and TEST, and ignore all token instances annotated as “unknown”.

Fazly et al. (2009) and Salton et al. (2016) structured their experiments differently. Fazly et al. report results over DEV and TEST separately. In this setup TEST consists of expressions that were not seen during model development (done on DEV). Salton et al., on the other hand, merge DEV and TEST, and create new training and testing sets, such that each expression is present in the training and testing data, and the ratio of idiomatic to literal usages of each expression in the training data is roughly equal to that in the testing data.

We borrowed ideas from both of these approaches in structuring our experiments. We retain

5 https://bitbucket.org/TomKenter/siamese-cbow
6 https://github.com/ryankiros/skip-thoughts
7 http://www.natcorp.ox.ac.uk

4.2 Evaluation

The proportion of idiomatic usages in the testing portions of both DEV and TEST is 63%. We therefore use accuracy to evaluate our models following Fazly et al. (2009) because the classes are roughly balanced. We randomly divide both DEV and TEST into training and testing portions ten times, following Salton et al. (2016). For each of the ten runs, we compute the accuracy for each expression, and then compute the average accuracy over the expressions. We then report the average accuracy over the ten runs.

5 Experimental results

In this section we first consider the effect of tuning the cost parameter of the SVM for each model on DEV, and then report results on DEV and TEST using the tuned models.

5.1 Parameter tuning

We tune the SVM for each model on DEV by carrying out a linear search for the penalty cost from 0.01–100, increasing by a factor of ten each time. Results for this parameter tuning are shown in Table 1. These results highlight the importance of choosing an appropriate setting for the penalty cost. For example, the accuracy of the word2vec model ranges from 0.619–0.830 depending on the cost setting. In subsequent experiments, for each
Table 2: Accuracy on DEV and TEST for each model, without (−CF) and with (+CF) the canonical form feature. The highest accuracy for each setting on each dataset is shown in boldface.

<table>
<thead>
<tr>
<th>Model</th>
<th>DEV −CF</th>
<th>DEV +CF</th>
<th>TEST −CF</th>
<th>TEST +CF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CForm</td>
<td>-0.721</td>
<td>-0.749</td>
<td>-0.721</td>
<td>-0.749</td>
</tr>
<tr>
<td>Word2vec</td>
<td>0.830</td>
<td>0.854</td>
<td>0.804</td>
<td>0.852</td>
</tr>
<tr>
<td>Siamese CBOW</td>
<td>0.763</td>
<td>0.774</td>
<td>0.717</td>
<td>0.779</td>
</tr>
<tr>
<td>Skip-thoughts</td>
<td>0.803</td>
<td>0.827</td>
<td>0.786</td>
<td>0.842</td>
</tr>
</tbody>
</table>

model, we use the penalty cost that achieves the highest accuracy in Table 1.

5.2 DEV and TEST results

In Table 2 we report results on DEV and TEST for each model, as well as the unsupervised CForm model of Fazly et al. (2009), which simply labels a VNC as idiomatic if it occurs in its canonical form, and as literal otherwise. We further consider each model (other than CForm) in two setups. −CF corresponds to the models as described in Section 3. +CF further incorporates lexico-syntactic knowledge of canonical forms into each model by concatenating the embedding representing each VNC token instance with a one-dimensional vector which is one if the VNC occurs in its canonical form, and zero otherwise.

We first consider results for the −CF setup. On both DEV and TEST, the accuracy achieved by each supervised model is higher than that of the unsupervised CForm approach, except for Siamese CBOW on TEST. The word2vec model achieves the highest accuracy on DEV and TEST of 0.830 and 0.804, respectively. The difference between the word2vec model and the next-best model, skip-thoughts, is significant using a bootstrap test (Berg-Kirkpatrick et al., 2012) with 10k repetitions for DEV ($p = 0.006$), but not for TEST ($p = 0.051$). Nevertheless, it is remarkable that the relatively simple approach to averaging word embeddings used by word2vec performs as well as, or better than, the much more complex skip-thoughts model used by Salton et al. (2016). 8

Turning to the +CF setup, we observe that, for both DEV and TEST, each model achieves higher accuracy than in the −CF setup. 9 All of these differences are significant using a bootstrap test ($p < 0.002$ in each case). In addition, each method outperforms the unsupervised CForm approach on both DEV and TEST. These findings demonstrate that the linguistically-motivated, lexico-syntactic knowledge encoded by the canonical form feature is complementary to the information from a wide range of types of distributed representations. In the +CF setup, the word2vec model again achieves the highest accuracy on both DEV and TEST of 0.854 and 0.852, respectively. 10 The difference between the word2vec model and the next-best model, again skip-thoughts, is significant for both DEV and TEST using a bootstrap test ($p < 0.05$ in each case).

To better understand the impact of the canonical form feature when combined with the word2vec model, we compute the average precision, recall, and F1 score for each MWE for both the positive (idiomatic) and negative (literal) classes, for each run on TEST. 11 For a given run, we then compute the average precision, recall, and F1 score across all MWEs, and then the average over all ten runs. We do this using CForm, and the word2vec model with and without the canonical form feature. Results are shown in Table 3. In line with the findings of Fazly et al. (2009), CForm achieves higher precision and recall on idiomatic usages than literal ones. In particular, the relatively low recall for the literal class indicates that many literal usages occur in a canonical form. Comparing the word2vec model with and without the canonical form feature, we see that, when this feature is used, there is a relatively larger increase in precision and recall (and F1 score) for the literal class, than for the idiomatic class. This indicates that, although the  

8The word2vec and skip-thoughts models were trained on different corpora, which could contribute to the differences in results for these models. We therefore carried out an additional experiment in which we trained word2vec on BookCorpus, the corpus on which skip-thoughts was trained. This new word2vec model achieved accuracies of 0.825 and 0.809, on DEV and TEST, respectively, which are also higher accuracies than those obtained by the skip-thoughts model.

9In order to determine that this improvement is due to the information about canonical forms carried by the additional feature in the +CF setup, and not due to the increase in number of dimensions, we performed additional experiments in which we concatenated the embedding representations with a random binary feature, and with a randomly chosen value between 0 and 1. For each model, neither of these approaches outperformed that model using the +CF setup.

10In the +CF setup, the word2vec model using embeddings that were trained on the same corpus as skip-thoughts achieved accuracies of 0.846 and 0.851, on DEV and TEST, respectively. These are again higher accuracies than the corresponding setup for the skip-thoughts model.

11We carried out the same analysis on DEV. The findings were similar.
Table 3: Precision (P), recall (R), and F1 score (F), for the idiomatic and literal classes, as well as average F1 score (Ave. F), for TEST.

<table>
<thead>
<tr>
<th>Model</th>
<th>Idiomatic</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>CForm</td>
<td>0.766</td>
<td>0.901</td>
<td>0.794</td>
<td>0.668</td>
<td>0.587</td>
</tr>
<tr>
<td>Word2vec −CF</td>
<td>0.815</td>
<td>0.879</td>
<td>0.830</td>
<td>0.627</td>
<td>0.542</td>
</tr>
<tr>
<td>Word2vec +CF</td>
<td>0.830</td>
<td>0.892</td>
<td>0.848</td>
<td>0.758</td>
<td>0.676</td>
</tr>
</tbody>
</table>

canonical form feature itself performs relatively poorly on literal usages, it provides information that enables the word2vec model to better identify literal usages.

6 Conclusions

Determining whether a usage of a VNC is idiomatic or literal is important for applications such as machine translation, where it is vital to preserve the meanings of word combinations. In this paper we proposed two approaches to the task of classifying VNC token instances as idiomatic or literal based on word2vec embeddings and Siamese CBOW. We compared these approaches against a linguistically-informed unsupervised baseline, and a model based on skip-thoughts previously applied to this task (Salton et al., 2016). Our experimental results show that a comparatively simple approach based on averaging word embeddings performs at least as well as, or better than, the approach based on skip-thoughts. We further proposed methods to combine linguistic knowledge of the lexico-syntactic fixedness of VNCs — so-called “canonical forms” — which can be automatically acquired from corpora via statistical methods — with the embedding based approaches. Our findings indicate that this rich linguistic knowledge is complementary to that available in distributed representations.

Alternative approaches to embedding sentences containing VNC instances could also be considered, for example, FastSent (Hill et al., 2016). However, all of the models we used represent the context of a VNC by the sentence in which it occurs. In future work we therefore also intend to consider approaches such as context2vec (Melamud et al., 2016) which explicitly encode the context in which a token occurs. Finally, one known challenge of VNC token classification is to develop models that are able to generalize to VNC types that were not seen during training (Gharbieh et al., 2016). In future work we plan to explore this experimental setup.
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Abstract
The methods proposed recently for specializing word embeddings according to a particular perspective generally rely on external knowledge. In this article, we propose Pseudofit, a new method for specializing word embeddings according to semantic similarity without any external knowledge. Pseudofit exploits the notion of pseudo-sense for building several representations for each word and uses these representations for making the initial embeddings more generic. We illustrate the interest of Pseudofit for acquiring synonyms and study several variants of Pseudofit according to this perspective.

1 Introduction
The interest aroused by word embeddings in Natural Language Processing, especially for neural models, has led to propose methods for creating them from texts (Mikolov et al., 2013; Pennington et al., 2014) but also for specializing them according to a particular viewpoint. In this article, we propose Pseudofit, a new method for specializing word embeddings according to semantic similarity without any external knowledge. This perspective comes in the form of a set of lexical relations. For instance, Kiela et al. (2015) specialize word embeddings towards semantic similarity or relatedness by relying either on synonyms or free lexical associations. Methods such as Retrofitting (Faruqui et al., 2015), Counterfitting (Mrkšić et al., 2016) or PARAGRAM (Wieting et al., 2015) fall within the same framework.

The specialization of word embeddings can also come from the way they are built. For instance, Levy and Goldberg (2014) bring word embeddings towards similarity rather than relatedness by using dependency-based distributional contexts rather than linear bag-of-word contexts. Finally, some methods aim at improving word embeddings but without a clearly defined orientation, such as the All-but-the-Top method (Mu, 2018), which focuses on dimensionality reduction, or (Vulić et al., 2017), which exploits morphological relations.

In this article, we propose Pseudofit, a method that improves word embeddings without external knowledge and focuses on semantic similarity and synonym extraction. The principle of Pseudofit is to exploit the notion of pseudo-sense coming from word sense disambiguation for building representations accounting for distributional variability and to create better word embeddings by bringing these representations closer together. We show the interest of Pseudofit and its variants through both intrinsic and extrinsic evaluations.

2 Method
The distributional representation of a word varies from one corpus to another. Without even taking into account the plurality of meanings of a word, this variability also exists inside any corpus C, even if it is quite homogeneous: the distributional representations of a word built from each half of C, C1 and C2, are not identical. However, from the more general viewpoint of its meaning, they should be identical, or at least very close, and their differences be considered as incidental. Following this perspective, a representation resulting from the convergence of the representations built from C1 and C2 should be more generic and show better semantic similarity properties.

The method we propose, Pseudofit, formalizes this approach through the notion of pseudo-sense. This notion is related to the notion of pseudo-word introduced in the field of word sense disambiguation by Gale et al. (1992) and Schütze (1992). A pseudo-word is an artificial word resulting from the clustering of two or more different words, each of them being considered as one pseudo-sense of...
the pseudo-word. Pseudofit adopts the opposite viewpoint. For each word \( w \), more precisely nouns in our case, it splits arbitrarily its occurrences into two sets: the occurrences of one set are labeled as pseudo-sense \( w_1 \) while the occurrences of the other set are labeled as pseudo-sense \( w_2 \). A distributional representation is built for \( w, w_1 \) and \( w_2 \) under the same conditions, with a neural model in our case. The second stage of Pseudofit adapts \textit{a posteriori} the representation of \( w \) according to the convergence of the representations of \( w_1 \) and \( w_2 \). This adaptation is performed by exploiting the similarity relations between \( w, w_1 \) and \( w_2 \) in the context of a word embedding specialization method. By considering simultaneously \( w, w_1 \) and \( w_2 \), Pseudofit benefits from both the variations between the representations of \( w_1 \) and \( w_2 \) and the quality of the representation of \( w \), since it is built from the whole \( C \) while the two others are built from half of it.

### 2.1 Building of Word Embeddings

The first stage of Pseudofit consists in building a distributional representation of each word \( w \) and its two pseudo-senses \( w_1 \) and \( w_2 \). The starting point of this process is the generation of a set of distributional contexts for each occurrence of \( w \). Classically, this generation is based on a linear fixed-size window centered on the considered occurrence. The specificity of Pseudofit is that contexts are generated both for the target word and one of its pseudo-sense. The pseudo-sense changes from one occurrence of \( w \) to the following, leading to the same frequency for \( w_1 \) and \( w_2 \). The generation of such contexts with a window of 3 words (before and after the target word policeman) is illustrated here for the following sentence:

A policeman\(_1\) was arrested by another policeman\(_2\).  

<table>
<thead>
<tr>
<th>TARGET</th>
<th>CONTEXTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>policeman(_1)</td>
<td>{a, be, arrest (2), by (2), another}</td>
</tr>
<tr>
<td>policeman(_2)</td>
<td>{another, by, arrest}</td>
</tr>
</tbody>
</table>

This sentence, which is voluntarily artificial, shows how three different contexts are built for a word in a corpus: one context (first line) is built from all the occurrences of the target word; a second one (second line) is built from half of the occurrences of the target word, representing its first pseudo-sense, while the third context (last line) is built from the other half of the occurrences of the target word, representing its second pseudo-sense. The generated contexts are then used for building word embeddings. More precisely, we adopt the variant of the Skip-gram model (Mikolov et al., 2013) proposed by Levy and Goldberg (2014), which can take as input arbitrary contexts.

### 2.2 Convergence of Word Representations

The second stage of Pseudofit brings the representations of each target word \( w \) and its pseudo-senses \( w_1 \) and \( w_2 \) closer together. This convergence aims at producing a more general representation of \( w \) by erasing the differences between the representations of \( w, w_1 \) and \( w_2 \), which are assumed to be incidental since these representations refer by nature to the same object.

The implementation of this convergence process relies on the PARAGRAM algorithm, which takes as inputs word embeddings and a set of binary lexical relations accounting for semantic similarity. PARAGRAM gradually modifies the input embeddings for bringing closer together the vectors of the words that are part of similarity relations. This adaptation is controlled by a kind of regularization that tends to preserve the input embeddings. This twofold objective consists more formally in minimizing the following objective function by stochastic gradient descent:

\[
\sum_{(x_1, x_2) \in L_i} \max (0, \delta + x_1 t_1 - x_1 x_2) + \\
\max (0, \delta + x_2 t_2 - x_1 x_2) + \lambda \sum_{x_i \in V(L_i)} \|x_i^{\text{init}} - x_i\|^2
\]

(1)

where the first sum expresses the convergence of the vectors according to the similarity relations while the second sum, modulated by the \( \lambda \) parameter, corresponds to the regularization term.

The specificity of PARAGRAM, compared to methods such as Retrofitting, lies in its adaptation term. While it logically tends to bring closer together the vectors of the words that are part of similarity relations (attracting term \( x_1 t_1, x_2 t_2 \)), it also pushes them away from the vectors of the words that are not part these relations (repelling terms \( x_1 t_1 + x_2 t_2 \)). More precisely, the relations are split into a set of mini-batches \( L_i \). For each word (vector \( x_i \)) of a relation, a word (vector \( t_j \)) outside the relation is selected among the words of the mini-batch of the current relation in such a way that \( t_j \) is the closest word to \( x_i \) according to the \textit{Cosine} measure, which represents the most discriminative option. \( \delta \) is the margin between the attracting and repelling terms.
Table 1: Intrinsic evaluation of Pseudofit (×100)

<table>
<thead>
<tr>
<th>Method</th>
<th>Prec.</th>
<th>MAP</th>
<th>P@1</th>
<th>P@2</th>
<th>P@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>INITIAL</td>
<td>13.0</td>
<td>15.2</td>
<td>18.3</td>
<td>13.1</td>
<td>7.7</td>
</tr>
<tr>
<td>Pseudofit</td>
<td>2.5</td>
<td>3.3</td>
<td>3.0</td>
<td>2.5</td>
<td>1.8</td>
</tr>
<tr>
<td>Retrofitting</td>
<td>-0.5</td>
<td>-0.6</td>
<td>-0.6</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
<tr>
<td>Counter-fitting</td>
<td>-0.6</td>
<td>-0.8</td>
<td>-0.6</td>
<td>-0.5</td>
<td>-0.4</td>
</tr>
</tbody>
</table>

Table 2: Evaluation of Pseudofit for synonym extraction (differences / INITIAL, ×100)

<table>
<thead>
<tr>
<th>Method</th>
<th>Prec.</th>
<th>MAP</th>
<th>P@1</th>
<th>P@2</th>
<th>P@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>INITIAL</td>
<td>13.0</td>
<td>15.2</td>
<td>18.3</td>
<td>13.1</td>
<td>7.7</td>
</tr>
<tr>
<td>Pseudofit</td>
<td>2.5</td>
<td>3.3</td>
<td>3.0</td>
<td>2.5</td>
<td>1.8</td>
</tr>
<tr>
<td>Retrofitting</td>
<td>-0.5</td>
<td>-0.6</td>
<td>-0.6</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
<tr>
<td>Counter-fitting</td>
<td>-0.6</td>
<td>-0.8</td>
<td>-0.6</td>
<td>-0.5</td>
<td>-0.4</td>
</tr>
</tbody>
</table>

The application of PARAGRAM to the embeddings resulting from the first stage of Pseudofit exploits the fact that a word and its pseudo-words are supposed to be similar. Hence, for each word \( w \), three similarity relations are defined and used by PARAGRAM for adapting the initial embeddings: \( (w, w_1) \), \( (w, w_2) \) and \( (w_1, w_2) \). Finally, only the representations of words \( w \) are exploited since they are built from a corpus that is twice as large as the corpus used for pseudo-words.

3 Experiments

3.1 Experimental Setup

For implementing Pseudofit, we randomly select at the level of sentences a 1 billion word sub-part of the Annotated English Gigaword corpus (Napoles et al., 2012). This corpus is made of news articles in English processed by the Stanford CoreNLP toolkit (Manning et al., 2014). We use this corpus under its lemmatized form. The building of the embeddings are performed with word2vec, the adaptation of word2vec from (Levy and Goldberg, 2014), with the best parameter values from (Baroni et al., 2014): minimal count=5, vector size=300, window size=5, 10 negative examples and \( 10^{-5} \) for the subsampling probability of the most frequent words. For PARAGRAM, we adopt most of the parameter values from (Vulić et al., 2017): \( \delta = 0.6 \) and \( \lambda = 10^{-9} \), with the AdaGrad optimizer (Duchi et al., 2011) and 50 epochs\(^1\). Retrofitting and Counter-fitting are used with the parameter values specified respectively in (Faruqui et al., 2015) and (Mrkšić et al., 2016).

3.2 Evaluation of Pseudofit

Our first evaluation of Pseudofit at word level is a classical intrinsic evaluation consisting in measuring for a set of word pairs the Spearman’s rank correlation between human judgments and the similarity of these words computed from their embeddings by the Cosine measure. This evaluation is performed for the nouns of three large enough reference datasets: SimLex-999 (Hill et al., 2015),

\(^1\)We used the implementation of PARAGRAM provided by https://github.com/nmrksic/attract-repel.

\(^2\)The statistical significance of differences are judged according to a two-tailed Steiger’s test with \( p \)-value < 0.01 with the R package cocor (Diedenhofen and Musch, 2015).

\(^3\)The TOEFL test, which is close to our task, is considered sometimes as extrinsic and sometimes as intrinsic.

\(^4\)The significance of differences are judged according to a paired Wilcoxon test with the following notation: nothing if \( p < 0.01 \), \( \dagger \) if \( 0.01 < p \leq 0.05 \) and \( \ddagger \) if \( p > 0.05 \).
Table 3: Evaluation of Pseudofit for synonym extraction according to the frequency (high or low) of the target words (differences / INITIAL, ×100)

<table>
<thead>
<tr>
<th>method</th>
<th>R_prec.</th>
<th>MAP</th>
<th>P@1</th>
<th>P@2</th>
<th>P@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>INITIAL_high</td>
<td>15.4</td>
<td>17.7</td>
<td>22.6</td>
<td>16.4</td>
<td>9.7</td>
</tr>
<tr>
<td>INITIAL_low</td>
<td>9.4</td>
<td>11.5</td>
<td>11.8</td>
<td>8.1</td>
<td>4.7</td>
</tr>
<tr>
<td>Pseudofit_high</td>
<td>+0.7</td>
<td>+1.1</td>
<td>+0.3</td>
<td>+0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>Pseudofit_low</td>
<td>+5.3</td>
<td>+6.7</td>
<td>+7.0</td>
<td>+5.2</td>
<td>+3.1</td>
</tr>
</tbody>
</table>

Table 4: Evaluation of Pseudofit’s variants (differences / Pseudofit, ×100)

<table>
<thead>
<tr>
<th>Variant</th>
<th>R_prec.</th>
<th>MAP</th>
<th>P@1</th>
<th>P@2</th>
<th>P@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pseudofit</td>
<td>15.5</td>
<td>18.5</td>
<td>21.3</td>
<td>15.6</td>
<td>9.5</td>
</tr>
<tr>
<td>max</td>
<td>+0.2†</td>
<td>+0.3</td>
<td>+0.3†</td>
<td>+0.2‡</td>
<td>+0.1</td>
</tr>
<tr>
<td>3 pseudo-senses</td>
<td>+0.2†</td>
<td>+0.2</td>
<td>+0.4‡</td>
<td>+0.2†</td>
<td>+0.0†</td>
</tr>
<tr>
<td>context</td>
<td>+0.4†</td>
<td>+0.3†</td>
<td>+0.5‡</td>
<td>+0.2‡</td>
<td>+0.0‡</td>
</tr>
<tr>
<td>fus-average</td>
<td>+0.2†</td>
<td>+0.3</td>
<td>+0.4</td>
<td>+0.2‡</td>
<td>+0.1</td>
</tr>
<tr>
<td>fus-add</td>
<td>+0.0‡</td>
<td>+0.0</td>
<td>+0.2†</td>
<td>+0.1‡</td>
<td>+0.1†</td>
</tr>
<tr>
<td>fus-max-pool</td>
<td>+0.2†</td>
<td>+0.3</td>
<td>+0.4</td>
<td>+0.2‡</td>
<td>+0.2</td>
</tr>
<tr>
<td>max+fus-max-pool</td>
<td>+0.4</td>
<td>+0.5</td>
<td>+0.5</td>
<td>+0.4</td>
<td>+0.2</td>
</tr>
</tbody>
</table>

Selected according to their similarity with \( \{x_i\} \).

The second variant, Pseudofit 3 pseudo-senses, aims at determining if increasing the number of pseudo-senses, from two to three at first, can have a positive impact on results.

The third variant, Pseudofit context, tests the interest of defining pseudo-senses for the words of distributional contexts. In this configuration, pseudo-senses are defined for all nouns, verbs and adjectives with more than 21 occurrences in the corpus, which corresponds to a minimal frequency of 10 in each half of the corpus.

Finally, similarly to the second variant, the last variant, Pseudofit fus-*, adds a supplementary representation of the target word. However, this representation is not an additional pseudo-sense but an aggregation of its already existing pseudo-senses, which can be viewed as another global representation of the target word. Three aggregation methods are considered: Pseudofit fus-addition performs an elementwise addition of the embeddings of pseudo-senses, Pseudofit fus-average computes their mean while Pseudofit fus-max-pooling takes their maximal value.

Each presented variant outperforms the base version of Pseudofit but Table 4 also shows that not all variants are of equal interest. From the viewpoint of both the absolute level of their results and the significance of their difference with Pseudofit, Pseudofit max and Pseudofit fus-max-pooling are clearly the most interesting variants. Their combination, Pseudofit max+fus-max-pooling, leads to our best results and significantly outperforms Pseudofit for all measures. Among the Pseudofit fus-* variants, Pseudofit fus-max-pooling and Pseudofit fus-average are close to each other and clearly exceeds Pseudofit fus-addition. The results of Pseudofit 3 pseudo-senses show that using more than two pseudo-senses by

3 Words with at most 10 senses cover 98.9% of the nouns of our evaluation.
word faces the problem of having too few occurrences for each pseudo-sense. The same frequency effect, at the level of contexts, probably explains the very limited impact of the introduction of pseudo-senses in contexts in the case of Pseudofit context.

3.4 Sentence Similarity

Our final evaluation, which is fully extrinsic, examines the impact of Pseudofit on the identification of semantic similarity between sentences. More precisely, we adopt the STS Benchmark dataset on semantic textual similarity (Cer et al., 2017). The overall principle of this task is similar to the word similarity task of our first evaluation but at the level of sentences: the similarity of a set of sentence pairs is computed by the system to evaluate and compared with a correlation measure, the Pearson correlation coefficient, against a gold standard produced by human annotators.

This framework is interesting for the evaluation of Pseudofit because the computation of the similarity of a pair of sentences can be achieved by unsupervised approaches based on word embeddings in a very competitive way, as demonstrated by (Hill et al., 2016). More precisely, the approach we adopt is a classical baseline that composes the embeddings of the plain words of each sentence to compare by elementwise addition and computes the Cosine measure between the two resulting vectors. For building the representation of a sentence, we compare the use of our initial embeddings with that of the embeddings produced by Pseudofit max+fus-max-pooling, the best variant of Pseudofit. For this experiment, pseudo-senses are distinguished not only for nouns but more generally for all nouns, verbs and adjectives with more than 21 occurrences in the corpus.

Table 5 shows the result of this evaluation for the 1,379 sentence pairs of the test part of the STS Benchmark dataset. As for the two previous evaluations, the use of the embeddings modified by Pseudofit leads to a significant improvement of results compared to the initial embeddings, which demonstrates that the improvement at word level can be transposed at a larger scale. Table 5 also shows four reference results from (Cer et al., 2017): the lowest and the best baselines based on averaged word embeddings (Skip-gram and GloVe respectively), which are very close to our approach, and the best (Conneau et al., 2017) and the lowest (Duma and Menzel, 2017) unsupervised systems. Although our goal is not to compete with the best systems, it is interesting to note that our results are in line with the state of the art since they significantly outperform the two baselines and the lowest unsupervised system as well as other unsupervised systems mentioned in (Cer et al., 2017).

4 Conclusion and Perspectives

In this article, we presented Pseudofit, a method that specializes word embeddings towards semantic similarity without external knowledge by exploiting the variability of distributional contexts. This method can be described as hybrid since it operates both before and after the building of word embeddings. A set of intrinsic and extrinsic evaluations demonstrates the interest of the word embeddings produced by Pseudofit and its variants, with a particular emphasis on the extraction of synonyms.

In the presented work, the principles underlying Pseudofit, in particular the generation and convergence of different representations of a word, were tested only within the same corpus. In conjunction with the work about word meta-embeddings (Yin and Schütze, 2016), it would be interesting to apply these principles to representations built from several corpora, like (Mrkšić et al., 2017) for different languages.
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<table>
<thead>
<tr>
<th>method</th>
<th>$\rho \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>INITIAL</td>
<td>63.2</td>
</tr>
<tr>
<td>Pseudofit max+fus-max-pooling</td>
<td>66.0</td>
</tr>
<tr>
<td>(Cer et al., 2017)</td>
<td></td>
</tr>
<tr>
<td>Best baseline (averaged embeddings)</td>
<td>56.5</td>
</tr>
<tr>
<td>Lowest baseline (averaged embeddings)</td>
<td>40.6</td>
</tr>
<tr>
<td>Best unsupervised system</td>
<td>75.8</td>
</tr>
<tr>
<td>Lowest unsupervised system</td>
<td>59.2</td>
</tr>
</tbody>
</table>

Table 5: Evaluation of Pseudofit for identifying sentence similarity

---

With the same evaluation of statistical significance as for word similarity.
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Abstract

Methods for unsupervised hypernym detection may broadly be categorized according to two paradigms: pattern-based and distributional methods. In this paper, we study the performance of both approaches on several hypernymy tasks and find that simple pattern-based methods consistently outperform distributional methods on common benchmark datasets. Our results show that pattern-based models provide important contextual constraints which are not yet captured in distributional methods.

1 Introduction

Hierarchical relationships play a central role in knowledge representation and reasoning. Hypernym detection, i.e., the modeling of word-level hierarchies, has long been an important task in natural language processing. Starting with Hearst (1992), pattern-based methods have been one of the most influential approaches to this problem. Their key idea is to exploit certain lexico-syntactic patterns to detect is-a relations in text. For instance, patterns like “NP_y such as NP_x”, or “NP_x and other NP_y” often indicate hypernymy relations of the form x is-a y. Such patterns may be predefined, or they may be learned automatically (Snow et al., 2004; Shwartz et al., 2016). However, a well-known problem of Hearst-like patterns is their extreme sparsity: words must co-occur in exactly the right configuration, or else no relation can be detected.

To alleviate the sparsity issue, the focus in hypernymy detection has recently shifted to distributional representations, wherein words are represented as vectors based on their distribution across large corpora. Such methods offer rich representations of lexical meaning, alleviating the sparsity problem, but require specialized similarity measures to distinguish different lexical relationships. The most successful measures to date are generally inspired by the Distributional Inclusion Hypothesis (DIH) (Zhitomirsky-Geffet and Dagan, 2005), which states roughly that contexts in which a narrow term x may appear (“cat”) should be a subset of the contexts in which a broader term y (“animal”) may appear. Intuitively, the DIH states that we should be able to replace any occurrence of “cat” with “animal” and still have a valid utterance. An important insight from work on distributional methods is that the definition of context is often critical to the success of a system (Shwartz et al., 2017). Some distributional representations, like positional or dependency-based contexts, may even capture crude Hearst pattern-like features (Levy et al., 2015; Roller and Erk, 2016).

While both approaches for hypernym detection rely on co-occurrences within certain contexts, they differ in their context selection strategy: pattern-based methods use predefined manually-curated patterns to generate high-precision extractions while DIH methods rely on unconstrained word co-occurrences in large corpora.

Here, we revisit the idea of using pattern-based methods for hypernym detection. We evaluate several pattern-based models on modern, large corpora and compare them to methods based on the DIH. We find that simple pattern-based methods consistently outperform specialized DIH methods on several difficult hypernymy tasks, including detection, direction prediction, and graded entailment ranking. Moreover, we find that taking low-rank embeddings of pattern-based models substantially improves performance by remediying the sparsity issue. Overall, our results show that Hearst patterns provide high-quality and robust predictions on large corpora by capturing important contextual constraints, which are not yet modeled in distributional methods.
2 Models

In the following, we discuss pattern-based and distributional methods to detect hypernymy relations. We explicitly consider only relatively simple pattern-based approaches that allow us to directly compare their performance to DIH-based methods.

2.1 Pattern-based Hypernym Detection

First, let \( \mathcal{P} = \{(x, y)\}_{i=1}^{n} \) denote the set of hypernymy relations that have been extracted via Hearst patterns from a text corpus \( \mathcal{T} \). Furthermore let \( w(x, y) \) denote the count of how often \((x, y)\) has been extracted and let \( W = \sum_{(x,y) \in \mathcal{P}} w(x, y) \) denote the total number extractions. In the first, most direct application of Hearst patterns, we then simply use the counts \( w(x, y) \) or, equivalently, the extraction probability

\[
p(x, y) = \frac{w(x, y)}{W}
\]

(1)

to predict hypernymy relations from \( \mathcal{T} \).

However, simple extraction probabilities as in Equation (1) are skewed by the occurrence probabilities of their constituent words. For instance, it is more likely that we extract \((\text{France}, \text{country})\) over \((\text{France}, \text{republic})\), just because the word country is more likely to occur than republic. This skew in word distributions is well-known for natural language and also translates to Hearst patterns (see also Figure 1). For this reason, we also consider predicting hypernymy relations based on the Pointwise Mutual Information of Hearst patterns: First, let \( p^{-}(x) = \sum_{(x,y) \in \mathcal{P}} w(x, y)/W \) and \( p^{+}(x) = \sum_{(y,x) \in \mathcal{P}} w(y, x)/W \) denote the probability that \( x \) occurs as a hyponym and hypernym, respectively. We then define the Positive Pointwise Mutual Information for \((x, y)\) as

\[
\text{ppmi}(x, y) = \max \left( 0, \log \frac{p(x, y)}{p^{-}(x)p^{+}(y)} \right).
\]

(2)

While Equation (2) can correct for different word occurrence probabilities, it cannot handle missing data. However, sparsity is one of the main issues when using Hearst patterns, as a necessarily incomplete set of extraction rules will lead inevitably to missing extractions. For this purpose, we also study low-rank embeddings of the PPMI matrix, which allow us to make predictions for unseen pairs. In particular, let \( m = |\{x : (x,y) \in \mathcal{P} \lor (y,x) \in \mathcal{P}\}| \) denote the number of unique terms in \( \mathcal{P} \). Furthermore, let \( X \in \mathbb{R}^{m \times m} \) be the PPMI matrix with entries \( M_{xy} = \text{ppmi}(x, y) \) and let \( M = U \Sigma V^{\top} \) be its Singular Value Decomposition (SVD). We can then predict hypernymy relations based on the truncated SVD of \( M \) via

\[
\text{spmi}(x, y) = u_{x}^{\top} \Sigma_{r} v_{y}
\]

(3)

where \( u_{x} \) and \( v_{y} \) denote the \( x \)-th and \( y \)-th row of \( U \) and \( V \), respectively, and where \( \Sigma_{r} \) is the diagonal matrix of truncated singular values (in which all but the \( r \) largest singular values are set to zero).

Equation (3) can be interpreted as a smoothed version of the observed PPMI matrix. Due to the truncation of singular values, Equation (3) computes a low-rank embedding of \( M \) where similar words (in terms of their Hearst patterns) have similar representations. Since Equation (3) is defined for all pairs \((x, y)\), it allows us to make hypernymy predictions based on the similarity of words. We also consider factorizing a matrix that is constructed from occurrence probabilities as in Equation (1), denoted by \( \text{sp}(x, y) \). This approach is then closely related to the method of Cederberg and Widdows (2003), which has been proposed to improve precision and recall for hypernymy detection from Hearst patterns.

2.2 Distributional Hypernym Detection

Most unsupervised distributional approaches for hypernymy detection are based on variants of the Distributional Inclusion Hypothesis (Weeds et al., 2004; Kotlerman et al., 2010; Santus et al., 2014; Lenci and Benotto, 2012; Shwartz et al., 2017). Here, we compare to two methods with strong empirical results. As with most DIH measures, they are only defined for large, sparse, positively-valued distributional spaces. First, we consider WeedsPrec (Weeds et al., 2004) which captures the features of...
x which are included in the set of a broader term’s features, y:

\[
\text{WeedsPrec}(x, y) = \frac{\sum_{i=1}^{n} x_i y_i > 0}{\sum_{i=1}^{n} x_i}
\]

Second, we consider invCL (Lenci and Benotto, 2012) which introduces a notion of distributional exclusion by also measuring the degree to which the broader term contains contexts not used by the narrower term. In particular, let

\[
\text{CL}(x, y) = \frac{\sum_{i=1}^{n} \min(x_i, y_i)}{\sum_{i=1}^{n} x_i}
\]

denote the degree of inclusion of x in y as proposed by Clarke (2009). To measure both the inclusion of x in y and the non-inclusion of y in x, invCL is then defined as

\[
\text{invCL}(x, y) = \sqrt{\text{CL}(x, y) \ast (1 - \text{CL}(y, x))}
\]

Although most unsupervised distributional approaches are based on the DIH, we also consider the distributional SLQS model based on an alternative informativeness hypothesis (Santus et al., 2014; Shwartz et al., 2017). Intuitively, the SLQS model presupposes that general words appear mostly in uninformative contexts, as measured by entropy. Specifically, SLQS depends on the median entropy of a term’s top N contexts, defined as

\[
E_x = \text{median}_{i=1}^{N} [H(c_i)],
\]

where \(H(c_i)\) is the Shannon entropy of context \(c_i\) across all terms, and \(N\) is chosen in hyperparameter selection. Finally, SLQS is defined using the ratio between the two terms:

\[
\text{SLQS}(x, y) = 1 - \frac{E_x}{E_y}.
\]

Since the SLQS model only compares the relative generality of two terms, but does not make judgment about the terms’ relatedness, we report SLQS-cos, which multiplies the SLQS measure by cosine similarity of x and y (Santus et al., 2014).

For completeness, we also include cosine similarity as a baseline in our evaluation.

### 3 Evaluation

To evaluate the relative performance of pattern-based and distributional models, we apply them to several challenging hypernymy tasks.

#### 3.1 Tasks

**Detection**: In hypernymy detection, the task is to classify whether pairs of words are in a hypernymy relation. For this task, we evaluate all models on five benchmark datasets: First, we employ the noun-noun subset of bless, which contains hypernymy annotations for 200 concrete, mostly unambiguous nouns. Negative pairs contain a mixture of co-hyponymy, meronymy, and random pairs. This version contains 14,542 total pairs with 1,337 positive examples. Second, we evaluate on leds (Baroni et al., 2012), which consists of 2,770 noun pairs balanced between positive hypernymy examples, and randomly shuffled negative pairs. We also consider eval (Santus et al., 2015), containing 7,378 pairs in a mixture of hypernymy, synonymy, antonymy, meronymy, and adjectival relations. Eval is notable for its absence of random pairs. The largest dataset is shwartz (Shwartz et al., 2016), which was collected from a mixture of WordNet, DBPedia, and other resources. We limit ourselves to a 52,578 pair subset excluding multiword expressions. Finally, we evaluate on wbless (Weeds et al., 2014), a 1,668 pair subset of bless, with negative pairs being selected from co-hyponymy, random, and hyponymy relations.

Previous work has used different metrics for evaluating on bless (Lenci and Benotto, 2012; Levy et al., 2015; Roller and Erk, 2016). We chose to evaluate the global ranking using Average Precision. This allowed us to use the same metric on all detection benchmarks, and is consistent with evaluations in Shwartz et al. (2017).

**Direction**: In direction prediction, the task is to identify which term is broader in a given pair.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>X which is a (example</td>
<td>class</td>
</tr>
<tr>
<td>X (and</td>
<td>or) (any</td>
</tr>
<tr>
<td>X which is called Y</td>
<td>Detection</td>
</tr>
<tr>
<td>X is JJ (most)? Y</td>
<td>Detection</td>
</tr>
<tr>
<td>X a special case of Y</td>
<td>Detection</td>
</tr>
<tr>
<td>X is an Y that</td>
<td>Detection</td>
</tr>
<tr>
<td>X is a !(member</td>
<td>part</td>
</tr>
<tr>
<td>!(features</td>
<td>properties) Y such as X1, X2, ... (Unlike</td>
</tr>
<tr>
<td>Y including X1, X2, ...</td>
<td>Detection</td>
</tr>
</tbody>
</table>

Table 1: Hearst patterns used in this study. Patterns are lemmatized, but listed as inflected for clarity.
of words. For this task, we evaluate all models on three datasets described by Kiela et al. (2015): On BLESS, the task is to predict the direction for all 1337 positive pairs in the dataset. Pairs are only counted correct if the hypernymy direction scores higher than the reverse direction, i.e., \( \text{score}(x, y) > \text{score}(y, x) \). We reserve 10% of the data for validation, and test on the remaining 90%. On wBLESS, we follow prior work (Nguyen et al., 2017; Vulić and Mrkšić, 2017) and perform 1000 random iterations in which 2% of the data is used as a validation set to learn a classification threshold, and test on the remainder of the data. We report average accuracy across all iterations. Finally, we evaluate on BiBLESS (Kiela et al., 2015), a variant of wBLESS with hypernymy and hyponymy pairs explicitly annotated for their direction. Since this task requires three-way classification (hypernymy, hyponymy, and other), we perform two-stage classification. First, a threshold is tuned using 2% of the data, identifying whether a pair exhibits hypernymy in either direction. Second, the relative comparison of scores determines which direction is predicted. As with wBLESS, we report the average accuracy over 1000 iterations.

**Graded Entailment:** In graded entailment, the task is to quantify the degree to which a hypernymy relation holds. For this task, we follow prior work (Nickel and Kiel, 2017; Vulić and Mrkšić, 2017) and use the noun part of HYPERLEX (Vulić et al., 2017), consisting of 2,163 noun pairs which are annotated to what degree \( x \) is-a \( y \) holds on a scale of \([0, 6]\). For all models, we report Spearman’s rank correlation \( \rho \). We handle out-of-vocabulary (OOV) words by assigning the median of the scores (computed across the training set) to pairs with OOV words.

**3.2 Experimental Setup**

**Pattern-based models:** We extract Hearst patterns from the concatenation of Gigaword and Wikipedia, and prepare our corpus by tokenizing, lemmatizing, and POS tagging using CoreNLP 3.8.0. The full set of Hearst patterns is provided in Table 1. Our selected patterns match prototypical Hearst patterns, like “animals such as cats,” but also include broader patterns like “New Year is the most important holiday.” Leading and following noun phrases are allowed to match limited modifiers (compound nouns, adjectives, etc.), in which case we also generate a hit for the head of the noun phrase. During postprocessing, we remove pairs which were not extracted by at least two distinct patterns. We also remove any pair \((y, x)\) if \(p(y, x) < p(x, y)\). The final corpus contains roughly 4.5M matched pairs, 431K unique pairs, and 243K unique terms. For SVD-based models, we select the rank from \(r \in \{5, 10, 15, 20, 25, 50, 100, 150, 200, 250, 300, 500, 1000\} \) on the validation set. The other pattern-based models do not have any hyperparameters.

**Distributional models:** For the distributional baselines, we employ the large, sparse distributional space of Shwartz et al. (2017), which is computed from UkWaC and Wikipedia, and is known to have strong performance on several of the detection tasks. The corpus was POS tagged and dependency parsed. Distributional contexts were constructed from adjacent words in dependency parses (Padó and Lapata, 2007; Levy and Goldberg, 2014). Targets and contexts which appeared fewer than 100 times in the corpus were filtered, and the resulting co-occurrence matrix was PPMI transformed.\(^1\) The resulting space contains representations for 218K words over 732K context dimensions. For the SLQS model, we selected the number of contexts \(N\) from the same set of options as the SVD rank in pattern-based models.

**3.3 Results**

Table 2 shows the results from all three experimental settings. In nearly all cases, we find that pattern-based approaches substantially outperform all three distributional models. Particularly strong improvements can be observed on BLESS (0.76 average precision vs 0.19) and wBLESS (0.96 vs. 0.69) for the detection tasks and on all directionality tasks. For directionality precision on BLESS, the SVD models surpass even the state-of-the-art supervised model of Vulić and Mrkšić (2017). Moreover, both SVD models perform generally better than their sparse counterparts on all tasks and datasets except on HYPERLEX. We performed a posthoc analysis of the validation sets comparing the ppmi and spmi models, and found that the truncated SVD improved recall via its matrix completion properties. We also found that the spmi model downweighted

\(^{1}\)In addition, we also experimented with further distributional spaces and weighting schemes from Shwartz et al. (2017). We also experimented with distributional spaces using the same corpora and preprocessing as the Hearst patterns (i.e., Wikipedia and Gigaword). We found that the reported setting generally performed best, and omit others for brevity.
many high-scoring outlier pairs composed of rare terms.

When comparing the \( p(x, y) \) and ppmi models to distributional models, we observe mixed results. The SHWARTZ dataset is difficult for sparse models due to its very long tail of low frequency words that are hard to cover using Hearst patterns. On EVAL, Hearst-pattern based methods get penalized by OOV words, due to the large number of verbs and adjectives in the dataset, which are not captured by our patterns. However, in 7 of the 9 datasets, at least one of the sparse models outperforms all distributional measures, showing that Hearst patterns can provide strong performance on large corpora.

### 4 Conclusion

We studied the relative performance of Hearst pattern-based methods and DIH-based methods for hypernym detection. Our results show that the pattern-based methods substantially outperform DIH-based methods on several challenging benchmarks. We find that embedding methods alleviate sparsity concerns of pattern-based approaches and substantially improve coverage. We conclude that Hearst patterns provide important contexts for the detection of hypernymy relations that are not yet captured in DIH models. Our code is available at [https://github.com/facebookresearch/hypernymysuite](https://github.com/facebookresearch/hypernymysuite).
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Abstract

Recent BIO-tagging-based neural semantic role labeling models are very high performing, but assume gold predicates as part of the input and cannot incorporate span-level features. We propose an end-to-end approach for jointly predicting all predicates, arguments spans, and the relations between them. The model makes independent decisions about what relationship, if any, holds between every possible word-span pair, and learns contextualized span representations that provide rich, shared input features for each decision. Experiments demonstrate that this approach sets a new state of the art on PropBank SRL without gold predicates.\footnote{Code and models: https://github.com/luheng/lsgn}

1 Introduction

Semantic role labeling (SRL) captures predicate-argument relations, such as “who did what to whom.” Recent high-performing SRL models (He et al., 2017; Marcheggiani et al., 2017; Tan et al., 2018) are BIO-taggers, labeling argument spans for a single predicate at a time (as shown in Figure 1). They are typically only evaluated with gold predicates, and must be pipelined with error-prone predicate identification models for deployment.

We propose an end-to-end approach for predicting all the predicates and their argument spans in one forward pass. Our model builds on a recent coreference resolution model (Lee et al., 2017), by making central use of learned, contextualized span representations. We use these representations to predict SRL graphs directly over text spans. Each edge is identified by independently predicting which role, if any, holds between every possible pair of text spans, while using aggressive beam pruning for efficiency. The final graph is simply the union of predicted SRL roles (edges) and their associated text spans (nodes).

Our span-graph formulation overcomes a key limitation of semi-markov and BIO-based models (Kong et al., 2016; Zhou and Xu, 2015; Yang and Mitchell, 2017; He et al., 2017; Tan et al., 2018): it can model overlapping spans across different predicates in the same output structure (see Figure 1). The span representations also generalize the token-level representations in BIO-based models, letting the model dynamically decide which spans and roles to include, without using previously standard syntactic features (Punyakanok et al., 2008; FitzGerald et al., 2015).

To the best of our knowledge, this is the first span-based SRL model that does not assume that predicates are given. In this more realistic setting, where the predicate must be predicted, our model achieves state-of-the-art performance on PropBank. It also reinforces the strong performance of similar span embedding methods for coreference (Lee et al., 2017), suggesting that this style of models could be used for other span-span relation tasks, such as syntactic parsing (Stern et al., 2017), relation extraction (Miwa and Bansal, 2016), and QA-SRL (FitzGerald et al., 2018).
2 Model
We consider the space of possible predicates to be all the tokens in the input sentence, and the space of arguments to be all continuous spans. Our model decides what relation exists between each predicate-argument pair (including no relation).

Formally, given a sequence \( X = w_1, \ldots, w_n \), we wish to predict a set of labeled predicate-argument relations \( Y \subseteq P \times A \times L \), where \( P = \{w_1, \ldots, w_n\} \) is the set of all tokens (predicates), \( A = \{(w_i, \ldots, w_j) \mid 1 \leq i \leq j \leq n\} \) contains all the spans (arguments), and \( L \) is the space of semantic role labels, including a null label \( \epsilon \) indicating no relation. The final SRL output would be all the non-empty relations \( \{(p, a, l) \in Y \mid l \neq \epsilon\} \).

We then define a set of random variables, where each random variable \( y_{p,a} \) corresponds to a predicate \( p \in P \) and an argument \( a \in A \), taking value from the discrete label space \( L \). The random variables \( y_{p,a} \) are conditionally independent of each other given the input \( X \):

\[
P(Y \mid X) = \prod_{p \in P, a \in A} P(y_{p,a} \mid X) \tag{1}
\]

\[
P(y_{p,a} = l \mid X) = \frac{\exp(\phi(p, a, l))}{\sum_{l' \in L} \exp(\phi(p, a, l'))} \tag{2}
\]

Where \( \phi(p, a, l) \) is a scoring function for a possible (predicate, argument, label) combination. \( \phi \) is decomposed into two unary scores on the predicate and the argument (defined in Section 3), as well as a label-specific score for the relation:

\[
\phi(p, a, l) = \Phi_a(a) + \Phi_p(p) + \Phi_{rel}^{(l)}(a, p) \tag{3}
\]

The score for the null label is set to a constant: \( \phi(p, a, \epsilon) = 0 \), similar to logistic regression.

Learning For each input \( X \), we minimize the negative log likelihood of the gold structure \( Y^* \):

\[
\mathcal{J}(X) = -\log P(Y^* \mid X) \tag{4}
\]

Beam pruning As our model deals with \( O(n^2) \) possible argument spans and \( O(n) \) possible predicates, it needs to consider \( O(n^3 |L|) \) possible relations, which is computationally impractical. To overcome this issue, we define two beams \( B_a \) and \( B_p \) for storing the candidate arguments and predicates, respectively. The candidates in each beam are ranked by their unary score (\( \Phi_a \) or \( \Phi_p \)). The sizes of the beams are limited by \( \lambda_a n \) and \( \lambda_p n \). Elements that fall out of the beam do not participate in computing the edge factors \( \Phi_{rel}^{(l)} \), reducing the overall number of relational factors evaluated by the model to \( O(n^3 |L|) \). We also limit the maximum width of spans to a fixed number \( W \) (e.g. \( W = 30 \)), further reducing the number of computed unary factors to \( O(n) \).

3 Neural Architecture
Our model builds contextualized representations for argument spans \( p \) and predicate words \( p \) based on BiLSTM outputs (Figure 2) and uses feed-forward networks to compute the factor scores in \( \phi(p, a, l) \) described in Section 2 (Figure 3).

Word-level contexts The bottom layer consists of pre-trained word embeddings concatenated with character-based representations, i.e. for each token \( w_i \), we have \( x_i = [\text{WORD} \text{EMB}(w_i); \text{CHAR} \text{CNN}(w_i)] \). We then contextualize each \( x_i \) using an \( m \)-layered bidirectional LSTM with highway connections (Zhang et al., 2016), which we denote as \( \bar{x}_i \).

Argument and predicate representation We build contextualized representations for all candidate arguments \( a \in A \) and predicates \( p \in P \). The argument representation contains the following: end points from the BiLSTM output \( \bar{x}_{\text{START}(a)} \), \( \bar{x}_{\text{END}(a)} \), a soft head word \( x_h(a) \), and embedded span width features \( f(a) \), similar to Lee et al. (2017). The predicate representation is simply the BiLSTM output at the position INDEX\((p)\):

\[
g(a) = [\bar{x}_{\text{START}(a)}; \bar{x}_{\text{END}(a)}; x_h(a); f(a)] \tag{5}
\]

\[
g(p) = \bar{x}_{\text{INDEX}(p)} \tag{6}
\]

The soft head representation \( x_h(a) \) is an attention mechanism over word inputs \( x \) in the argument span, where the weights \( e(a) \) are computed via a linear layer over the BiLSTM outputs \( \bar{x} \):

\[
x_h(a) = \bar{x}_{\text{START}(a) \text{: END}(a)} e(s)^T \tag{7}
\]

\[
e(a) = \text{SOFTMAX}(\bar{w}_c x_{\text{START}(a) \text{: END}(a)}) \tag{8}
\]

\( x_{\text{START}(a) \text{: END}(a)} \) is a shorthand for stacking a list of vectors \( x_i \), where \( \text{START}(a) \leq t \leq \text{END}(a) \).

Scoring The scoring functions \( \Phi \) are implemented with feed-forward networks based on the predicate and argument representations \( g \):

\[
\Phi_a(a) = \bar{w}_a \text{MLP}_a(g(a)) \tag{9}
\]

\[
\Phi_p(p) = \bar{w}_p \text{MLP}_p(g(p)) \tag{10}
\]

\[
\Phi_{rel}^{(l)}(a, p) = \bar{w}_r^{(l)} \text{MLP}_r([g(a); g(p)]) \tag{11}
\]
Many tourists visit Disney to meet their favorite cartoon characters

Figure 2: Building the argument span representations $g(a)$ from BiLSTM outputs. For clarity, we only show one BiLSTM layer and a small subset of the arguments.

Figure 3: The span-pair classifier takes in predicate and argument representations as inputs, and computes a softmax over the label space $L$.

4 Experiments

We experiment on the CoNLL 2005 (Carreras and Márquez, 2005) and CoNLL 2012 (OntoNotes 5.0, (Pradhan et al., 2013)) benchmarks, using two SRL setups: end-to-end and gold predicates. In the end-to-end setup, a system takes a tokenized sentence as input, and predicts all the predicates and their arguments. Systems are evaluated on the micro-averaged F1 for correctly predicting (predicate, argument span, label) tuples. For comparison with previous systems, we also report results with gold predicates, in which the complete set of predicates in the input sentence is given as well. Other experimental setups and hyperparameters are listed in Appendix A.1.

ELMo embeddings To further improve performance, we also add ELMo word representations (Peters et al., 2018) to the BiLSTM input (in the +ELMo rows). Since the contextualized representations ELMo provides can be applied to most previous neural systems, the improvement is orthogonal to our contribution. In Table 1 and 2, we organize all the results into two categories: the comparable single model systems, and the models augmented with ELMo or ensembling (in the POE rows).

End-to-end results As shown in Table 1, our joint model outperforms the previous best pipeline system (He et al., 2017) by an F1 difference of anywhere between 1.3 and 6.0 in every setting. The improvement is larger on the Brown test set, which is out-of-domain, and the CoNLL 2012 test set, which contains nominal predicates. On all datasets, our model is able to predict over 40% of the sentences completely correctly.

Results with gold predicates To compare with additional previous systems, we also conduct experiments with gold predicates by constraining our predicate beam to be gold predicates only. As shown in Table 2, our model significantly out-performs He et al. (2017), but falls short of Tan et al. (2018), a very recent attention-based (Vaswani et al., 2017) BIO-tagging model that was developed concurrently with our work. By adding the contextualized ELMo representations, we are able to out-perform all previous systems, including Peters et al. (2018), which applies ELMo to the SRL model introduced in He et al. (2017).

5 Analysis

Our model’s architecture differs significantly from previous BIO systems in terms of both input and decision space. To better understand our model’s strengths and weaknesses, we perform three analyses following Lee et al. (2017) and He et al. (2017), studying (1) the effectiveness of beam

---

For the end-to-end setting on CoNLL 2012, we used a subset of the train/dev data from previous work due to noise in the dataset; the dev result is not directly comparable. See Appendix A.2 for detailed explanation.
Table 1: End-to-end SRL results for CoNLL 2005 and CoNLL 2012, compared to previous systems. CoNLL 05 contains two test sets: WSJ (in-domain) and Brown (out-of-domain).

Table 2: Experiment results with gold predicates.

Figure 4: Top: The candidate arguments and predicates in the argument beam $B_a$ and predicate beam $B_p$ after pruning, along with their unary scores. Bottom: Predicted SRL relations with two identified predicates and their arguments.

**Effectiveness of beam pruning** Figure 4 shows the predicate and argument spans kept in the beam, sorted with their unary scores. Our model efficiently prunes unlikely argument spans and predicates, significantly reduces the number of edges it needs to consider. Figure 5 shows the recall of predicate words on the CoNLL 2012 development set. By retaining $\lambda_p = 0.4$ predicates per word, we are able to keep over 99.7% argument-bearing predicates. Compared to having a part-of-speech tagger (POS:X in Figure 5), our joint beam pruning allows the model to have a soft trade-off between efficiency and recall.4

**Long-distance dependencies** Figure 6 shows the performance breakdown by binned distance between arguments to the given predicates. Our model is better at accurately predicting arguments that are farther away from the predicates, even compared to an ensemble model (He et al., 2017) that has a higher overall F1. This is very likely due to architectural differences; in a BIO tagger, predicate information passes through many LSTM timesteps before reaching a long-distance argument, whereas our architecture enables direct connections between all predicates-arguments pairs.

**Agreement with syntax** As mentioned in He et al. (2017), their BIO-based SRL system has good agreement with gold syntactic span boundaries (94.3%) but falls short of previous syntax-based systems (Punyakanok et al., 2004). By directly modeling span information, our model achieves comparable syntax agreement (95.0%) to Punyakanok et al. (2004) without explicitly modeling syntax.

**Global consistency** On the other hand, our model suffers from global consistency issues. For example, on the CoNLL 2005 test set, our model has lower complete-predicate accuracy (62.6%) than the BIO systems (He et al., 2017; Tan et al., 2018) (64.3%-66.4%). Table 3 shows its viola-
Figure 5: Recall of gold argument-bearing predicates on the CoNLL 2012 development data as we increase the number of predicates kept per word. POS:X shows the gold predicate recall from using certain pos-tags identified by the NLTK part-of-speech tagger (Bird, 2006).

Figure 6: F1 by surface distance between predicates and arguments, showing degrading performance on long-range arguments.

...tions of global structural constraints\(^5\) compared to previous systems. Our model made more constraint violations compared to previous systems. For example, our model predicts duplicate core arguments\(^6\) (shown in the U column in Table 3) more often than previous work. This is due to the fact that our model uses independent classifiers to label each predicate-argument pair, making it difficult for them to implicitly track the decisions made for several arguments with the same predicate.

The Ours+decode row in Table 3 shows SRL performance after enforcing the U-constraint using dynamic programming (Täckström et al., 2015) at decoding time. Constrained decoding at test time is effective at eliminating all the core-role inconsistencies (shown in the U column), but did not bring significant gain on the end result (shown in SRL F1), which only evaluates the piece-wise predicate-argument structures.

6 Conclusion and Future Work

We proposed a new SRL model that is able to jointly predict all predicates and argument spans, generalized from a recent coreference system (Lee et al., 2017). Compared to previous BIO systems, our new model supports joint predicate identification and is able to incorporate span-level features. Empirically, the model does better at long-range dependencies and agreement with syntactic boundaries, but is weaker at global consistency, due to our strong independence assumption.

In the future, we could incorporate higher-order inference methods (Lee et al., 2018) to relax this assumption. It would also be interesting to combine our span-based architecture with the self-attention layers (Tan et al., 2018; Strubell et al., 2018) for more effective contextualization.
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Abstract

In NMT, words are sometimes dropped from the source or generated repeatedly in the translation. We explore novel strategies to address the coverage problem that change only the attention transformation. Our approach allocates fertilities to source words, used to bound the attention each word can receive. We experiment with various sparse and constrained attention transformations and propose a new one, constrained sparsemax, shown to be differentiable and sparse. Empirical evaluation is provided in three languages pairs.

1 Introduction

Neural machine translation (NMT) emerged in the last few years as a very successful paradigm (Sutskever et al., 2014; Bahdanau et al., 2014; Gehring et al., 2017; Vaswani et al., 2017). While NMT is generally more fluent than previous statistical systems, adequacy is still a major concern (Koehn and Knowles, 2017): common mistakes include dropping source words and repeating words in the generated translation.

Previous work has attempted to mitigate this problem in various ways. Wu et al. (2016) incorporate coverage and length penalties during beam search—a simple yet limited solution, since it only affects the scores of translation hypotheses that are already in the beam. Other approaches involve architectural changes: providing coverage vectors to track the attention history (Mi et al., 2016; Tu et al., 2016), using gating architectures and adaptive attention to control the amount of source context provided (Tu et al., 2017a; Li and Zhu, 2017), or adding a reconstruction loss (Tu et al., 2017b). Feng et al. (2016) also use the notion of fertility implicitly in their proposed model. Their fertility conditioned decoder uses a coverage vector and an extract gate which are incorporated in the decoding recurrent unit, increasing the number of parameters.

In this paper, we propose a different solution that does not change the overall architecture, but only the attention transformation. Namely, we replace the traditional softmax by other recently proposed transformations that either promote attention sparsity (Martins and Astudillo, 2016) or upper bound the amount of attention a word can receive (Martins and Kreutzer, 2017). The bounds are determined by the fertility values of the source words. While these transformations have given encouraging results in various NLP problems, they have never been applied to NMT, to the best of our knowledge. Furthermore, we combine these two ideas and propose a novel attention transformation, constrained sparsemax, which produces both sparse and bounded attention weights, yielding a compact and interpretable set of alignments. While being in-between soft and hard alignments (Figure 2), the constrained sparsemax transformation is end-to-end differentiable, hence amenable for training with gradient backpropagation.

To sum up, our contributions are as follows:1

• We formulate constrained sparsemax and derive efficient linear and sublinear-time algorithms for running forward and backward propagation. This transformation has two levels of sparsity: over time steps, and over the attended words at each step.

• We provide a detailed empirical comparison of various attention transformations, including softmax (Bahdanau et al., 2014), sparse-

---

max (Martins and Astudillo, 2016), constrained softmax (Martins and Kreutzer, 2017), and our newly proposed constrained sparsemax. We provide error analysis including two new metrics targeted at detecting coverage problems.

2 Preliminaries

Our underlying model architecture is a standard attentional encoder-decoder (Bahdanau et al., 2014). Let \( x := x_{1:T} \) and \( y := y_{1:T} \) denote the source and target sentences, respectively. We use a Bi-LSTM encoder to represent the source words as a matrix \( H := [h_1, \ldots, h_J] \in \mathbb{R}^{2D \times J} \). The conditional probability of the target sentence is given as

\[
p(y \mid x) = \prod_{t=1}^{T} p(y_t \mid y_{1:(t-1)}, x),
\]

where \( p(y_t \mid y_{1:(t-1)}, x) \) is computed by a softmax output layer that receives a decoder state \( s_t \) as input. This state is updated by an auto-regressive LSTM, \( s_t = \text{RNN}(\text{embed}(y_{t-1}), s_{t-1}, c_t) \), where \( c_t \) is an input context vector. This vector is computed as \( c_t := H \alpha_t \), where \( \alpha_t \) is a probability distribution that represents the attention over the source words, commonly obtained as

\[
\alpha_t = \text{softmax}(z_t),
\]

where \( z_t \in \mathbb{R}^J \) is a vector of scores. We follow Luong et al. (2015) and define \( z_{t,j} := s_{t-1}^\top W h_j \) as a bilinear transformation of encoder and decoder states, where \( W \) is a model parameter.

3 Sparse and Constrained Attention

In this work, we consider alternatives to Eq. 2. Since the softmax is strictly positive, it forces all words in the source to receive some probability mass in the resulting attention distribution, which can be wasteful. Moreover, it may happen that the decoder attends repeatedly to the same source words across time steps, causing repetitions in the generated translation, as Tu et al. (2016) observed.

With this in mind, we replace Eq. 2 by \( \alpha_t = \rho(z_t, u_t) \), where \( \rho \) is a transformation that may depend on both the scores \( z_t \in \mathbb{R}^J \) and on upper bounds \( u_t \in \mathbb{R}^J \) that limit the amount of attention that each word can receive. We consider three alternatives to softmax, described next.

Sparsemax. The sparsemax transformation (Martins and Astudillo, 2016) is defined as:

\[
\text{sparsemax}(z) := \arg \min_{\alpha \in \Delta^J} \| \alpha - z \|^2, \quad (3)
\]

where \( \Delta^J := \{ \alpha \in \mathbb{R}^J \mid \alpha \geq 0, \sum_j \alpha_j = 1 \} \). In words, it is the Euclidean projection of the scores \( z \) onto the probability simplex. These projections tend to hit the boundary of the simplex, yielding a sparse probability distribution. This allows the decoder to attend only to a few words in the source, assigning zero probability mass to all other words.

Martins and Astudillo (2016) have shown that the sparsemax can be evaluated in \( O(J) \) time (same asymptotic cost as softmax) and gradient back-propagation takes sublinear time (faster than softmax), by exploiting the sparsity of the solution.

Constrained softmax. The constrained softmax transformation was recently proposed by Martins and Kreutzer (2017) in the context of easy-first sequence tagging, being defined as follows:

\[
\text{csoftmax}(z; u) := \arg \min_{\alpha} \text{KL}(\alpha \parallel \text{softmax}(z))
\]

s.t. \( \alpha \leq u \), \quad (4)

where \( u \) is a vector of upper bounds, and \( \text{KL}(\cdot \parallel \cdot) \) is the Kullback-Leibler divergence. In other words, it returns the distribution closest to \( \text{softmax}(z) \) whose attention probabilities are bounded by \( u \). Martins and Kreutzer (2017) have shown that this transformation can be evaluated in \( O(J \log J) \) time and its gradients backpropagated in \( O(J) \) time.

To use this transformation in the attention mechanism, we make use of the idea of fertility (Brown et al., 1993). Namely, let \( \beta_{t-1} := \sum_{\tau=1}^t \alpha_\tau \) denote the cumulative attention that each source word has received up to time step \( t \), and let \( f := (f_j)_{j=1}^J \) be a vector containing fertility upper bounds for each source word. The attention at step \( t \) is computed as

\[
\alpha_t = \text{csoftmax}(z_t, f - \beta_{t-1}).
\]

Intuitively, each source word \( j \) gets a credit of \( f_j \) units of attention, which are consumed along the decoding process. If all the credit is exhausted, it receives zero attention from then on. Unlike the sparsemax transformation, which places sparse attention over the source words, the constrained softmax leads to sparsity over time steps.
Figure 1: Illustration of the different attention transformations for a toy example with three source words. We show the attention values on the probability simplex. In the first row we assume scores \( z = (1.2, 0.8, -0.2) \), and in the second and third rows \( z = (0.7, 0.9, 0.1) \) and \( z = (-0.2, 0.2, 0.9) \), respectively. For constrained softmax/sparsemax, we set unit fertilities to every word; for each row the upper bounds (represented as green dashed lines) are set as the difference between these fertilities and the cumulative attention each word has received. The last row illustrates the cumulative attention for the three words after all rounds.

Constrained sparsemax. In this work, we propose a novel transformation which shares the two properties above: it provides both sparse and bounded probabilities. It is defined as:

\[
\text{csparsemax}(z; u) := \arg \min_{\alpha \in \Delta^J} \| \alpha - z \|^2 \\
\text{s.t. } \alpha \leq u.
\]  

The following result, whose detailed proof we include as supplementary material (Appendix A), is key for enabling the use of the constrained sparsemax transformation in neural networks.

**Proposition 1** Let \( \alpha^* = \text{csparsemax}(z; u) \) be the solution of Eq. 6, and define the sets \( A = \{ j \in [J] | 0 < \alpha^*_j < u_j \} \), \( A_L = \{ j \in [J] | \alpha^*_j = 0 \} \), and \( A_R = \{ j \in [J] | \alpha^*_j = u_j \} \). Then:

- **Forward propagation.** \( \alpha^* \) can be computed in \( O(J) \) time with the algorithm of Pardalos and Kovoor (1990) (Alg. 1 in Appendix A). The solution takes the form \( \alpha^*_j = \max\{0, \min\{u_j, z_j - \tau\}\} \), where \( \tau \) is a normalization constant.
- **Gradient backpropagation.** Backpropagation takes sublinear time \( O(|A| + |A_R|) \). Let \( L(\theta) \) be a loss function, \( \frac{\partial L}{\partial \alpha} = \nabla_\alpha L(\theta) \) be the output gradient, and \( \frac{\partial L}{\partial z} = \nabla_z L(\theta) \) and \( \frac{\partial z}{\partial u} = \nabla_u L(\theta) \) be the input gradients. Then, we have:

\[
\frac{\partial z_j}{\partial u} = \mathbb{I}(j \in A_L)(\frac{\partial \alpha_j}{\partial \alpha_j} - m) \\
\frac{\partial z_j}{\partial u} = \mathbb{I}(j \in A_R)(\frac{\partial \alpha_j}{\partial \alpha_j} - m),
\]

where \( m = \frac{1}{|A|} \sum_{j \in A} \frac{\partial \alpha_j}{\partial \alpha_j} \).

### 4 Fertility Bounds

We experiment with three ways of setting the fertility of the source words: CONSTANT, GUIDED, and PREDICTED. With CONSTANT, we set the fertilities of all source words to a fixed integer value \( f \). With GUIDED, we train a word aligner based on IBM Model 2 (we used fast_align in our experiments, Dyer et al. (2013)) and, for each word in the vocabulary, we set the fertilities to the maximal observed value in the training data (or 1 if no alignment was observed). With the PREDICTED strategy, we train a separate fertility predictor model using a bi-LSTM tagger.\(^3\) At training time, we provide as supervision the fertility estimated by fast_align. Since our model works

\(^3\)A similar strategy was recently used by Gu et al. (2018) as a component of their non-autoregressive NMT model.
5 Experiments

We evaluated our attention transformations on three language pairs. We focused on small datasets, as they are the most affected by coverage mistakes. We use the IWSLT 2014 corpus for DE-EN, the KFTT corpus for JA-EN (Neubig, 2011), and the WMT 2016 dataset for RO-EN. The training sets have 153,326, 329,882, and 560,767 parallel sentences, respectively. Our reason to prefer smaller datasets is that this regime is what brings more adequacy issues and demands more structural biases, hence it is a good test bed for our methods. We tokenized the data using the Moses scripts and preprocessed it with subword units (Sennrich et al., 2016) with a joint vocabulary and 32k merge operations. Our implementation was done on a fork of the OpenNMT-py toolkit (Klein et al., 2017) with the default parameters. We used a validation set to tune hyperparameters introduced by our model. Even though our attention implementations are CPU-based using NumPy (unlike the rest of the computation), we did not observe any noticeable slowdown using multiple devices.

As baselines, we use softmax attention, as well as two recently proposed coverage models:

- **COVPENALTY** (Wu et al., 2016, §7). At test time, the hypotheses in the beam are rescored with a global score that includes a length and a coverage penalty. We tuned α and β with grid search on \( \{0.2k\}_{k=0}^{5} \), as in Wu et al. (2016).

- **COVECTOR** (Tu et al., 2016). At training and test time, coverage vectors \( \beta \) and additional parameters \( \nu \) are used to condition the next attention step. We adapted this to our bilinear attention by defining \( z_{t,j} = z_{t-1}^{\top}(Wh_j + \nu \beta_{t-1,j}) \).

We also experimented combining the strategies above with the sparsemax transformation.

As evaluation metrics, we report tokenized BLEU, METEOR (Denkowski and Lavie, 2014), as well as two new metrics that we describe next to account for over and under-translation.\(^6\)

\(^6\)We used a 2-layer LSTM, embedding and hidden size of 500, dropout 0.3, and the SGD optimizer for 13 epochs.

\(^3\)Since our sparse attention can become 0 for some words, we extended the original coverage penalty by adding another parameter \( \epsilon \), set to 0.1: cp\( \rho(x,y) := \beta \sum_{j=1}^{m} \log \max(\epsilon, \min(1, \sum_{i=1}^{n} C_{ij} \alpha_{ij})) \).

\(^5\)Both evaluation metrics are included in our software package at www.github.com/Unbabel/sparse_constrained_attention.

\(^4\)We used a 2-layer LSTM, embedding and hidden size of 500, dropout 0.3, and the SGD optimizer for 13 epochs.
Table 1: BLEU, METEOR, REP and DROP scores on the test sets for different attention transformations.

<table>
<thead>
<tr>
<th></th>
<th>De-En</th>
<th>Ja-En</th>
<th>Ro-En</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU</td>
<td>METEOR</td>
<td>REP</td>
</tr>
<tr>
<td></td>
<td>29.51</td>
<td>31.43</td>
<td>3.37</td>
</tr>
<tr>
<td>softmax</td>
<td>29.51</td>
<td>31.43</td>
<td>3.37</td>
</tr>
<tr>
<td>softmax + COVPENALTY</td>
<td>29.69</td>
<td>31.53</td>
<td>3.47</td>
</tr>
<tr>
<td>softmax + COVECTOR</td>
<td>29.78</td>
<td>31.56</td>
<td>3.47</td>
</tr>
<tr>
<td>sparsemax</td>
<td>29.39</td>
<td>31.33</td>
<td>3.29</td>
</tr>
<tr>
<td>sparsemax + COVPENALTY</td>
<td>29.83</td>
<td>31.60</td>
<td>3.24</td>
</tr>
<tr>
<td>sparsemax + COVECTOR</td>
<td>29.73</td>
<td>31.54</td>
<td>3.18</td>
</tr>
<tr>
<td>csoftmax (c = 0.2)</td>
<td>29.85</td>
<td>31.76</td>
<td>2.67</td>
</tr>
<tr>
<td>csparsemax (c = 0.2)</td>
<td>29.85</td>
<td>31.76</td>
<td>2.67</td>
</tr>
</tbody>
</table>

Table 2: Impact of various fertility strategies for the csparsemax attention model (De-En).

<table>
<thead>
<tr>
<th></th>
<th>BLEU</th>
<th>METEOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT, f = 2</td>
<td>29.66</td>
<td>31.60</td>
</tr>
<tr>
<td>CONSTANT, f = 3</td>
<td>29.64</td>
<td>31.56</td>
</tr>
<tr>
<td>PREDICTED, c = 0</td>
<td>29.78</td>
<td>31.60</td>
</tr>
<tr>
<td>PREDICTED, c = 0.2</td>
<td>29.85</td>
<td>31.76</td>
</tr>
</tbody>
</table>

**REP-score:** a new metric to count repetitions. Formally, given an n-gram $s \in V^n$, let $t(s)$ and $r(s)$ be the its frequency in the model translation and reference. We first compute a sentence-level score

$$
\sigma(t, r) = \lambda_1 \sum_{s \in V^n, t(s) \geq 2} \max\{0, t(s) - r(s)\} + \lambda_2 \sum_{w \in V} \max\{0, t(ww) - r(ww)\}.
$$

The REP-score is then given by summing $\sigma(t, r)$ over sentences, normalizing by the number of words on the reference corpus, and multiplying by 100. We used $n = 2$, $\lambda_1 = 1$ and $\lambda_2 = 2$.

**DROP-score:** a new metric that accounts for possibly dropped words. To compute it, we first compute two sets of word alignments: from source to reference translation, and from source to the predicted translation. In our experiments, the alignments were obtained with `fast_align` (Dyer et al., 2013), trained on the training partition of the data. Then, the DROP-score computes the percentage of source words that aligned with some word from the reference translation, but not with any word from the predicted translation.

To compare different fertility strategies, we ran experiments on the De-En for the csparsemax transformation (Table 2). We see that the PREDICTED strategy outperforms the others both in terms of BLEU and METEOR, albeit slightly.

Figure 2 shows examples of sentences for which the csparsemax fixed repetitions, along with the corresponding attention maps. We see that in the case of softmax repetitions, the decoder attends repeatedly to the same portion of the source sentence (the expression “letzten hundert” in the first sentence and “regierung” in the second sentence). Not only did csparsemax avoid repetitions, but it also yielded a sparse set of alignments, as expected. Appendix B provides more examples of translations from all models in discussion.

6 Conclusions

We proposed a new approach to address the coverage problem in NMT, by replacing the softmax attentional transformation by sparse and constrained alternatives: sparsemax, constrained softmax, and the newly proposed constrained sparsemax. For the latter, we derived efficient forward and backward propagation algorithms. By incorporating a model for fertility prediction, our attention transformations led to sparse alignments, avoiding repeated words in the translation.
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Abstract

This work aims to investigate alternative neural machine translation (NMT) approaches and thus proposes a neural hidden Markov model (HMM) consisting of neural network-based alignment and lexicon models. The neural models make use of encoder and decoder components, but drop the attention component. The training is end-to-end and the standalone decoder is able to provide comparable performance with the state-of-the-art attention-based models on three different translation tasks.

1 Introduction

Attention-based neural translation models (Bahdanau et al., 2015; Luong et al., 2015) attend to specific positions on the source side to generate translation. Using the attention component provides significant improvements over the pure encoder-decoder sequence-to-sequence approach (Sutskever et al., 2014) that uses no such attention mechanism. In this work, we aim to compare the performance of attention-based models to another baseline, namely, neural hidden Markov models.

The neural HMM has been successfully applied in the literature on top of conventional phrase-based systems (Wang et al., 2017). In this work, our purpose is to explore its application in standalone decoding, i.e. the model is used to generate and score candidates without assistance from a phrase-based system. Because translation is done standalone using only neural models, we still refer to this as NMT. In addition, while Wang et al. (2017) applied feedforward networks to model alignment and translation, the recurrent structures proposed in this work surpass the feedforward variants by up to 1.3% in BLEU.

By comparing neural HMM and attention-based NMT, we shed light on the role of the attention component. To this end, we use an alignment-based model that has a recurrent bidirectional encoder and a recurrent decoder, but use no attention component. We replace the attention mechanism by a first-order HMM alignment model. Attention levels are deterministic normalized similarity scores part of the architecture design of an otherwise fully supervised classifier. HMM-style alignments on the other hand are discrete random variables and (unlike attention levels) must be marginalized. Once alignments are marginalized, which is tractable for a first-order HMM, parameters can be estimated to attain a local optimum of log-likelihood of observations as usual.

2 Motivation

In attention-based approaches, the alignment distribution is used to select the positions in the source sentence that the decoder attends to during translation. Thus the alignment model can be considered as an implicit part of the translation model. On the other hand, separating the alignment model from the lexicon model has its own advantages: First of all, this leads to more flexibility in modeling and training: The models can not only be trained separately, but they can also have different model types, such as neural models, count-based models, etc. Second, the separation avoids propagating errors from one model to another. In attention-based systems, the translation score is based on the alignment distribution, in which errors can be propagated from the alignment part to the translation part. Third, probabilistic treatment to alignments in NMT typically implies an extended degree of interpretability (e.g. one can inspect posteriors) and control over the model (e.g. one can impose priors over alignments...
and lexical distributions).

3 Neural Hidden Markov Model

Given a source sentence $f_j^1 = f_1 \ldots f_j \ldots f_J$ and a
target sentence $e_i^1 = e_1 \ldots e_i \ldots e_I$, where $j = b_i$ is
the source position aligned to the target position $i$, we model translation using an alignment model
and a lexicon model:

$$p(e_i^1|f_j^1) = \sum_{b_i^1} p(e_i^1, b_i^1|f_j^1)$$

$$:= \sum_{b_i^1} \prod_{i=1}^{J} p(e_i|b_i^1, e_i^{l-1}, f_j^1) \cdot p(b_i|b_i^{l-1}, e_i^{l-1}, f_j^1)$$

Instead of predicting the absolute source
position $b_i$, we use an alignment model
$p(\Delta_i|b_i^{l-1}, e_i^{l-1}, f_j^1)$ that predicts the jump
$\Delta_i = b_i - b_i^{l-1}$.

Wang et al. (2017) applied feedforward neu-
ral networks for modeling the lexicon and align-
ment probabilities. In this work, we would like
to model these distributions using recurrent neu-
ral networks (RNN). RNNs have been shown to
outperform feedforward variants in language and
translation modeling. This is mainly due to that
RNN can handle arbitrary input lengths and thus
include unbounded context information. Unfortu-
nately, the recurrent hidden layer cannot be eas-
ily applied for the neural hidden Markov model,
since it will significantly complicate the compu-
tation of forward-backward messages when run-
ning Baum-Welch. Nevertheless, we can apply
long short-term memory (LSTM) (Hochreiter and
Schmidhuber, 1997) structure for source and tar-
get words embedding. With this technique we can
take the essence of LSTM RNN and do not break
any sequential generative model assumptions.

Our models are close in structure to the model
proposed in Luong et al. (2015), where we have a
component that encodes the source sentence,
and another that encodes the target sentence.
As shown in Figure 1, we use a source side bidi-
rectional LSTM embedding $h_{t_j} = \overrightarrow{h}_j + \overleftarrow{h}_j$, where
$\overrightarrow{h}_j = \text{LSTM}(W, f_j, \overleftarrow{h}_{j-1})$ and $\overleftarrow{h}_j = \text{LSTM}(V, f_j, \overleftarrow{h}_{j+1})$, as well as a target side
LSTM embedding $s_{t_i-1} = \text{LSTM}(U, e_{i-1}, s_{i-2})$. $h_j, \overrightarrow{h}_j, \overleftarrow{h}_j$ and $s_{t_i-1}, s_{i-2}$ are vectors, $W$, $V$ and
$U$ are weight matrices. Before the non-linear
hidden layers, there is a projection layer which

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{The architecture of our neural networks with LSTM RNN on source and target side.}
\end{figure}

concatenates $h_j, s_{t_i-1}$ and $e_{i-1}$. Then the neural
network-based lexicon model is given by

$$p(e_i|b_i^1, e_i^{l-1}, f_j^1) := p(e_i|h_j, s_{t_i-1}, e_{i-1})$$

and the neural network-based alignment model

$$p(b_i|b_i^{l-1}, e_i^{l-1}, f_j^1) := p(\Delta_i|h_j', s_{t_i-1}, e_{i-1})$$

where $j' = b_i^{l-1}$.

The training criterion is the logarithm of sen-
tence posterior probabilities over training sentence
pairs $(F_r, E_r), r = 1, \ldots, R$:

$$\arg \max_{\theta} \left\{ \sum_r \log p_{\theta}(E_r|F_r) \right\}$$

The derivative for a single sentence pair $(F, E) =
(f_j^1, e_i^1)$ is:

$$\frac{\partial}{\partial \theta} \log p_{\theta}(E|F)$$

$$= \sum_{j', j} \sum_i p_i(j', j|f_j^1, e_i^1; \theta)$$

$$\cdot \frac{\partial}{\partial \theta} \log p(j, e_i|j', e_i^{l-1}, f_j^1; \theta)$$

with HMM posterior weights $p_i(j', j|f_j^1, e_i^1; \theta)$, which can be computed using the forward-
backward algorithm.

The entire training procedure can be summa-
rized as backpropagation in an EM framework:

1. compute:
   - the posterior HMM weights
   - the local gradients (backpropagation)
2. update neural network weights
4 Decoding

In the decoding stage we still calculate the sum over alignments and apply a target-synchronous beam search for the target string.

The auxiliary quantity for each unknown partial string \( e_0^t \) is specified as \( Q(i, j; e_0^t) \). During search, the partial hypothesis is extended from \( e_0^{i-1} \) to \( e_0^i \):

\[
Q(i, j; e_0^i) = \sum_{j'} [p(j, e_i | j', e_0^{i-1}, f_i^j) \cdot Q(i - 1, j'; e_0^{i-1})]
\]

(7)

The decoder is shown in Algorithm 1. In the innermost loop (line 11-13), alignments are hypothesized and used to calculate the auxiliary quantity \( Q(i, j; e_0^i) \). Then for each source position \( j \), the lexical distribution over the full target vocabulary is computed (line 14). The distributions are accumulated \( Q(i; e_0^i) = \sum_j Q(i, j; e_0^i) \) (line 16), then sorted (line 18) and the best candidate translations \( \arg \max_{e_i} Q(i; e_0^i) \) lying within the beam are used to expand the partial hypotheses (line 19-23). cache is a two-dimensional list of size \( J \times |V_{src}| \) (source vocabulary size), which is used to cache the current quantities.

Whenever a partial hypothesis in the beam ends with the sentence end symbol (\(<EOF>\)), the counter will be increased by 1 (line 26-28). The translation is terminated if the counter reaches the beam size or hypothesis sentence length reaches three times the source sentence length (line 6). If a hypothesis stops but its score is worse than other hypotheses, it is eliminated from the beam, but it still contests non-terminated hypotheses. During comparison the scores are normalized by hypothesis sentence length. Note that we have no explicit coverage constraints. This means that a source position can be revisited many times, whereby creating one-to-many alignment cases. This also allows unaligned source words.

In the neural HMM decoder, word alignments are estimated and scored according to the distribution calculated by the neural network alignment model, leading alignment decisions to become part of the beam search. The search space consists of both alignment and translation decisions. In contrast, the search space in attention-based decoding consists only of translation decisions.

The decoding complexity is \( O(J^2 \cdot I) \) (\( J = \) source sentence length, \( I = \) target sentence length) compared to \( O(J \cdot I) \) for attention-based models. These are theoretical complexities of decoding on a CPU only considering source and target sentence lengths. In practice, the size of the neural network must also be taken into account, and there are some optimized matrix multiplications for decoding on a GPU. In general, the decoding speed of our model is about 3 times slower than that of a standard attention model (1.07 sentences per second vs. 3.00 sentences per second) on a single GPU. This is still an initial decoder and we did not spend much time on accelerating its decoding yet. The optimization of our decoder would be a promising future work.

Algorithm 1 Neural HMM Decoder

1: function TRANSLATE\((f_i^j, \text{beam\_size})\)
2: count = 0
3: \( i = 1 \)
4: hyps = \{e_0\}
5: new\_hyps = \{
6: while count < beam\_size and \( i < 3 \cdot J \) do
7: for hyp in hyps do
8: sum\_dist = \([0] * |V_{src}\)
9: for \( j \) from 1 to \( J \) do
10: sum = 0
11: for \( j' \) from 1 to \( J \) do
12: sum = sum + SCORES(hyp, \( j' \))
13: end for
14: cache[j] = sum \cdot lex\_dist(f_j)
15: #Element wise addition
16: sum\_dist = sum\_dist + cache[j]
17: end for
18: dist = SORT(sum\_dist, beam\_size)
19: for word in dist:\{beam\_size\} do
20: new\_hyp = EXTEND(hyp, word)
21: SETSCORES(new\_hyp, cache)
22: new\_hyps.INSERT(new\_hyp)
23: end for
24: end for
25: PRUNE(new\_hyps, beam\_size)
26: for \(<EOF>\) in new\_hyps do
27: count = count + 1
28: end for
29: hyps = new\_hyps
30: \( i = i + 1 \)
31: end while
32: return GETBEST(hyps)
33: end function
5 Experiments

The experiments are conducted on the WMT 2017 German↔English and Chinese →English translation tasks, which consist of 5M and 23M parallel sentence pairs respectively. Translation quality is measured with the case sensitive BLEU (Papineni et al., 2002) and TER (Snover et al., 2006) metric on newstests 2017, which contain 3004 (German↔English) and 2001 (Chinese→English) sentence pairs.

For German and English preprocessing, we use the Moses tokenizer with hyphen splitting, and perform truecasing with Moses scripts (Koehn et al., 2007). For German↔English subword segmentation (Sennrich et al., 2016), we use 20K joint BPE operations. For the Chinese data, we segment it using the Jieba\(^1\) segmenter. We then learn a BPE model on the segmented Chinese, also using 20K merge operations. During training, sentences with a length greater than 50 subwords are filtered out.

5.1 Attention-Based System

The attention-based systems are trained with Sockeye (Hieber et al., 2017), which implement an attentional encoder-decoder with small modifications (Section 5.1) to the model in Bahdanau et al. (2015). The encoder and decoder word embeddings are of size 620. The encoder consists of a bidirectional layer with 1000 LSTMs with peephole connections to encode the source side. We use Adam (Kingma and Ba, 2015) as optimizer with a learning rate of 0.001, and a batch size of 50. The network is trained with 30% dropout for up to 500\(K\) iterations and evaluated every 10\(K\) iterations on the development set with BLEU. Decoding is done using beam search with a beam size of 12. In the end the four best models are averaged as described in the beginning of Junczys-Dowmunt et al. (2016).

5.2 Neural Hidden Markov Model

The entire neural hidden Markov model is implemented in TensorFlow (Abadi et al., 2016). The feedforward models have three hidden layers of sizes 1000, 1000 and 500 respectively, with a 5-word source window and a 3-gram target history. 200 nodes are used for word embeddings.

The output layer of the neural lexicon model consists of around 25\(K\) nodes for all subword units, while the neural alignment model has a small output layer with 201 nodes, which reflects that the aligned position can jump within the scope from \(-100\) to \(100\).

Apart from the basic projection layer, we also applied LSTM layers for the source and target words embedding. The embedding layers have 350 nodes and the size of the projection layer is 800 (400 + 200 + 200, Figure 1). We use Adam as optimizer with a learning rate of 0.001. Neural lexicon and alignment models are trained with 30% dropout and the norm of the gradient is clipped with a threshold 1 (Pascanu et al., 2014). In decoding we use a beam size of 12 and the element-wise average of all weights of the four best models also results in better performance.

5.3 Results

We compare the neural HMM approach (Subsection 5.2) with the state-of-the-art attention-based approach (Subsection 5.1) on different translation tasks. The results are presented in Table 1. Compare to the model presented in Wang et al. (2017), switching to LSTM models has a clear advantage, which improves the FFNN-based system by up to 1.3\% BLEU and 1.8\% TER. It seems that the HMM model benefits from richer features, such as LSTM states, which are very similar to what an attention mechanism would require. We actually

<table>
<thead>
<tr>
<th>WMT 2017</th>
<th># free parameters</th>
<th>German→English BLEU[%]</th>
<th>English→German BLEU[%]</th>
<th>Chinese→English BLEU[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFNN-based neural HMM (^1)</td>
<td>33M</td>
<td>28.3</td>
<td>51.4</td>
<td>23.4</td>
</tr>
<tr>
<td>LSTM-based neural HMM (^2)</td>
<td>52M</td>
<td>29.6</td>
<td>50.5</td>
<td>24.6</td>
</tr>
<tr>
<td>Attention-based neural network (^3)</td>
<td>77M</td>
<td>29.5</td>
<td>50.8</td>
<td>24.7</td>
</tr>
</tbody>
</table>

Table 1: Experimental results on WMT 2017 German↔English and Chinese →English test sets.

All models are trained without synthetic data. Single model is used for decoding.

\(^1\) (Wang et al., 2017) but applied in decoding instead of rescoring
\(^2\) This work
\(^3\) (Bahdanau et al., 2015) with small modifications (Section 5.1)
er wollte nie an irgendeiner Art von Auseinandersetzung teilnehmen.

he never wanted to be in any kind of altercation.

Attention-based NMT

expected it to do with less, the reason being that alignment distributions get refined a posteriori and so they do not have to be as strong a priori. We can also observe that the performance of our approach is comparable with the state-of-the-art attention-based system with $25M$ more parameters on all three tasks.

5.4 Alignment Analysis

We show an example from the German → English newstest 2017 in Figure 2, along with the attention and alignment matrices. We can observe that the neural network-based HMM could generate a more clear alignment path compared to the attention weights. In this example, it can exactly estimate the alignment positions for words **wanted** and **of**.

6 Discussion

We described a novel formulation for a neural network-based machine translation system, which applied neural networks to the conventional hidden Markov model. The training is end-to-end, the model is monolithic and can be used as a stand-alone decoder. This results in a more modern and efficient way to use HMM in machine translation and enables neural networks to benefit from HMMs.

Experiments show that replacing attention with alignment does not improve the translation performance of NMT significantly. One possible reason is that alignment may fail to capture relevant contexts as attention does. While alignment aims to identify translation equivalents between two languages, attention is designed to find relevant context for predicting the next target word. Source words with high attention weights are not necessarily translation equivalents of the target word. Although using alignment does not lead to significant improvements in terms of BLEU over attention, we think alignment-based NMT models are still useful for automatic post editing and developing coverage-based models. These might be interesting future directions to explore.
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Abstract

Gender prediction has typically focused on lexical and social network features, yielding good performance, but making systems highly language-, topic-, and platform-dependent. Cross-lingual embeddings circumvent some of these limitations, but capture gender-specific style less. We propose an alternative: bleaching text, i.e., transforming lexical strings into more abstract features. This study provides evidence that such features allow for better transfer across languages. Moreover, we present a first study on the ability of humans to perform cross-lingual gender prediction. We find that human predictive power proves similar to that of our bleached models, and both perform better than lexical models.

1 Introduction

Author profiling is the task of discovering latent user attributes disclosed through text, such as gender, age, personality, income, location and occupation (Rao et al., 2010; Burger et al., 2011; Feng et al., 2012; Jurgens, 2013; Bamman et al., 2014; Plank and Hovy, 2015; Flekova et al., 2016). It is of interest to several applications including personalized machine translation, forensics, and marketing (Mirkin et al., 2015; Rangel et al., 2015).

Early approaches to gender prediction (Koppe et al., 2002; Schler et al., 2006, e.g.) are inspired by pioneering work on authorship attribution (Mosteller and Wallace, 1964). Such stylometric models typically rely on carefully hand-selected sets of content-independent features to capture style beyond topic. Recently, open vocabulary approaches (Schwartz et al., 2013), where the entire linguistic production of an author is used, yielded substantial performance gains in online user-attribute prediction (Nguyen et al., 2014; Preotjuc-Pietro et al., 2015; Emmery et al., 2017). Indeed, the best performing gender prediction models exploit chiefly lexical information (Rangel et al., 2017; Basile et al., 2017).

Relying heavily on the lexicon though has its limitations, as it results in models with limited portability. Moreover, performance might be overly optimistic due to topic bias (Sarawgi et al., 2011). Recent work on cross-lingual author profiling has proposed the use of solely language-independent features (Ljubešić et al., 2017), e.g., specific textual elements (percentage of emojis, URLs, etc) and users’ meta-data/network (number of followers, etc), but this information is not always available.

We propose a novel approach where the actual text is still used, but bleached out and transformed into more abstract, and potentially better transferable features. One could view this as a method in between the open vocabulary strategy and the stylometric approach. It has the advantage of fading out content in favor of more shallow patterns still based on the original text, without introducing additional processing such as part-of-speech tagging. In particular, we investigate to what extent gender prediction can rely on generic non-lexical features (RQ1), and how predictive such models are when transferred to other languages (RQ2). We also glean insights from human judgments, and investigate how well people can perform cross-lingual gender prediction (RQ3). We focus on gender prediction for Twitter, motivated by data availability.

Contributions In this work i) we are the first to study cross-lingual gender prediction without relying on users’ meta-data; ii) we propose a novel simple abstract feature representation which is surprisingly effective; and iii) we gauge human ability to perform cross-lingual gender detection, an angle of analysis which has not been studied thus far.
2 Profiling with Abstract Features

Can we recover the gender of an author from bleached text, i.e., transformed text were the raw lexical strings are converted into abstract features? We investigate this question by building a series of predictive models to infer the gender of a Twitter user, in absence of additional user-specific metadata. Our approach can be seen as taking advantage of elements from a data-driven open-vocabulary approach, while trying to capture gender-specific style in text beyond topic.

To represent utterances in a more language agnostic way, we propose to simply transform the text into alternative textual representations, which deviate from the lexical form to allow for abstraction. We propose the following transformations, exemplified in Table 1. They are mostly motivated by intuition and inspired by prior work, like the use of shape features from NER and parsing (Petrov and Klein, 2007; Schnabel and Schütze, 2014; Plank et al., 2016; Limsopatham and Collier, 2016):

- **Frequency** Each word is presented as its binned frequency in the training data; bins are sized by orders of magnitude.
- **Length** Number of characters (prefixed by 0 to avoid collision with the next transformation).
- **PunctC** Merges all consecutive alphanumeric characters to one ‘W’ and leaves all other characters as they are (C for conservative).
- **PunctA** Generalization of PunctC (A for aggressive), converting different types of punctuation to classes: emoticons\(^1\) to ‘E’ and emojis\(^2\) to ‘J’, other punctuation to ‘P’.
- **Shape** Transforms uppercase characters to ‘U’, lowercase characters to ‘L’, digits to ‘D’ and all other characters to ‘X’. Repetitions of transformed characters are condensed to a maximum of 2 for greater generalization.
- **Vowel-Consonant** To approximate vowels, while being able to generalize over (Indo-European) languages, we convert any of the ‘aeiou’ characters to ‘V’, other alphabetic character to ‘C’, and all other characters to ‘O’.
- **AllAbs** A combination (concatenation) of all previously described features.

3 Experiments

In order to test whether abstract features are effective and transfer across languages, we set up experiments for gender prediction comparing lexicalized and bleached models for both in- and cross-language experiments. We compare them to a model using multilingual embeddings (Ruder, 2017). Finally, we elicit human judgments both within language and across language. The latter is to check whether a person with no prior knowledge of (the lexicon of) a given language can predict the gender of a user, and how that compares to an in-language setup and the machine. If humans can predict gender cross-lingually, they are likely to rely on aspects beyond lexical information.

**Data** We obtain data from the TwiSTY corpus (Verhoeven et al., 2016), a multi-lingual collection of Twitter users, for the languages with 500+ users, namely Dutch, French, Portuguese, and Spanish. We complement them with English, using data from a predecessor of TwiSTY (Plank and Hovy, 2015). All datasets contain manually annotated gender information. To simplify interpretation for the cross-language experiments, we balance gender in all datasets by downsampling to the minority class. The datasets’ final sizes are given in Table 2. We use 200 tweets per user, as done by previous work (Verhoeven et al., 2016). We leave the data untokenized to exclude any language-dependent processing, because original tokenization could preserve some signal. Apart from mapping usernames to ‘USER’ and urls to ‘URL’ we do not perform any further data pre-processing.

3.1 Lexical vs Bleached Models

We use the scikit-learn (Pedregosa et al., 2011) implementation of a linear SVM with default parameters (e.g., L2 regularization). We use 10-fold cross validation for all in-language experiments. For the cross-lingual experiments, we train

<table>
<thead>
<tr>
<th>Original</th>
<th>a bag of Doritos for lunch!</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>4 2 4 0 4 1 0</td>
</tr>
<tr>
<td>Length</td>
<td>01 03 02 07 03 06 04</td>
</tr>
<tr>
<td>PunctC</td>
<td>W W W W W W!</td>
</tr>
<tr>
<td>PunctA</td>
<td>W W W W W WP</td>
</tr>
<tr>
<td>Shape</td>
<td>L LL LL ULL LL LLX XX</td>
</tr>
<tr>
<td>Vowels</td>
<td>V CVC VC CVCVCVC CVC CVCCCO OOOO</td>
</tr>
</tbody>
</table>

Table 1: Abstract features example transformation.
Table 2: Number of users per language and results for gender prediction (accuracy). **IN-LANGUAGE**: 10-fold cross-validation. **CROSS-LANGUAGE**: Testing on all test data in two setups: averages over single source models (AVG) or training a single model on all languages except the target (ALL). Comparison of lexical n-gram models (LEX), bleached models (ABS) and multilingual embeddings model (EMBEDS).

For the lexicalized experiments, we adopt the features from the best performing system at the latest PAN evaluation campaign\(^3\) (Basile et al., 2017) (word 1-2 grams and character 3-6 grams).

For the cross-language experiments, we combine the sources in a single model and use them as the related language. The closest-related-language effect is also observed when training on all languages, as scores go up when the classifier has access to the related language. The same holds for the multilingual embeddings model. On average it reaches an accuracy of 59.8%.

The closeness effect for Portuguese and Spanish can also be observed in language-to-language experiments, where scores for ES→PT and PT→ES are the highest. Results for the lexical models are generally lower on English, which might be due to smaller amounts of data (see first column in Table 2 providing number of users per language).

The abstract features fare surprisingly well and

\(^3\)http://pan.webis.de

---

<table>
<thead>
<tr>
<th>Test</th>
<th>Users</th>
<th>IN-LANGUAGE</th>
<th>CROSS-LANGUAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lexical</td>
<td>Abstract</td>
</tr>
<tr>
<td>EN</td>
<td>850</td>
<td>69.3</td>
<td>66.1</td>
</tr>
<tr>
<td>NL</td>
<td>894</td>
<td>81.3</td>
<td>71.8</td>
</tr>
<tr>
<td>FR</td>
<td>1,008</td>
<td>80.8</td>
<td>68.3</td>
</tr>
<tr>
<td>PT</td>
<td>3,066</td>
<td>86.0</td>
<td>68.1</td>
</tr>
<tr>
<td>ES</td>
<td>8,112</td>
<td>85.3</td>
<td>69.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test</th>
<th>EN</th>
<th>NL</th>
<th>FR</th>
<th>PT</th>
<th>ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EN</td>
<td>52.8</td>
<td>48.0</td>
<td>51.6</td>
<td>50.4</td>
<td></td>
</tr>
<tr>
<td>NL</td>
<td>51.1</td>
<td>50.3</td>
<td>50.0</td>
<td>50.2</td>
<td></td>
</tr>
<tr>
<td>FR</td>
<td>55.2</td>
<td>50.0</td>
<td>58.3</td>
<td>57.1</td>
<td></td>
</tr>
<tr>
<td>PT</td>
<td>50.2</td>
<td>56.4</td>
<td>59.6</td>
<td>64.8</td>
<td></td>
</tr>
<tr>
<td>ES</td>
<td>50.8</td>
<td>50.1</td>
<td>55.6</td>
<td>61.2</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3**: Pair-wise results for lexicalized models.

**Results and Analysis**  Table 2 shows results for both the cross-language and in-language experiments in the lexical and abstract-feature setting.

Within language, the lexical features unsurprisingly work the best, achieving an average accuracy of 80.5% over all languages. The abstract features lose some information and score on average 11.8% lower, still beating the majority baseline (50%) by a large margin (68.7%). If we go across language, the lexical approaches break down (overall to 53.7% for LEX AVG/56.3% for ALL), except for Portuguese and Spanish, thanks to their similarities (see Table 3 for pair-wise results). The closely-related-language effect is also observed when training on all languages, as scores go up when the classifier has access to the related language. The same holds for the multilingual embeddings model.
work a lot better across languages. The performance is on average 6% higher across all languages (57.9% for AVG, 63.9% for ALL) in comparison to their lexicalized counterparts, where ABS ALL results in the overall best model. For Spanish, the multilingual embedding model clearly outperforms ABS. However, the approach requires large Twitter-specific embeddings.\(^4\)

For our ABS model, if we investigate predictive features over all languages, cf. Table 4, we can see that the use of an emoji (like 😊) and shape-based features are predictive of female users. Quotes, question marks and length features, for example, appear to be more predictive of male users.

### 3.2 Human Evaluation

We experimented with three different conditions, one within language and two across language. For the latter, we set up an experiment where native speakers of Dutch were presented with tweets written in Portuguese and were asked to guess the poster’s gender. In the other experiment, we asked speakers of French to identify the gender of the writer when reading Dutch tweets. In both cases, the participants declared to have no prior knowledge of the target language. For the in-language experiment, we asked Dutch speakers to identify the gender of a user writing Dutch tweets. The

\(^4\)We tested the approach with more generic (from Wikipedia) but smaller (in terms of vocabulary size) Polyglot embeddings resulting in inferior multilingual embeddings for our task.

<table>
<thead>
<tr>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>W W W W &quot;W&quot; USER E W W W</td>
</tr>
<tr>
<td>2</td>
<td>W W W W ? 3 5 1 5 2</td>
</tr>
<tr>
<td>3</td>
<td>2 5 0 5 2 W W W W 😊</td>
</tr>
<tr>
<td>4</td>
<td>5 4 4 5 4 E W W W W</td>
</tr>
<tr>
<td>5</td>
<td>W W, W W W ? LL LL LL LL LX</td>
</tr>
<tr>
<td>6</td>
<td>4 4 2 1 4 LL LL LL LL LUU</td>
</tr>
<tr>
<td>7</td>
<td>PP W W W W W W W W</td>
</tr>
<tr>
<td>8</td>
<td>5 5 2 2 5 W W W W JJJ</td>
</tr>
<tr>
<td>9</td>
<td>02 02 05 02 06 W W W W &amp;W; W</td>
</tr>
<tr>
<td>10</td>
<td>5 0 5 5 2 J W W W W</td>
</tr>
</tbody>
</table>

Table 4: Ten most predictive features of the ABS model across all five languages. Features are ranked by how often they were in the top-ranked features for each language. Those prefixed with 0 (line 9) are length features. The prefix is used to avoid clashes with the frequency features.

Dutch speakers who participated in the two experiments are distinct individuals. Participants were informed of the experiment’s goal. Their identity is anonymized in the data.

We selected a random sample of 200 users from the Dutch and Portuguese data, preserving a 50/50 gender distribution. Each user was represented by twenty tweets. The answer key (F/M) order was randomized. For each of the three experiments we had six judges, balanced for gender, and obtained three annotations per target user.

#### Results and Analysis

Inter-annotator agreement for the tasks was measured via Fleiss kappa ($n = 3, N = 200$), and was higher for the in-language experiment ($K = 0.40$) than for the cross-language tasks (NL→PT: $K = 0.25$; FR→NL: $K = 0.28$). Table 5 shows accuracy against the gold labels, comparing humans (average accuracy over three annotators) to lexical and bleached models on the exact same subset of 200 users. Systems were tested under two different conditions regarding the number of tweets per user for the target language: machine and human saw the exact same twenty tweets, or the full set of tweets (200) per user, as done during training (Section 3.1).

First of all, our results indicate that in-language performance of humans is 70.5%, which is quite in line with the findings of Flekova et al. (2016), who report an accuracy of 75% on English. Within language, lexicalized models are superior to humans if exposed to enough information (200 tweets setup). One explanation for this might lie in an observation by Flekova et al. (2016), according to which people tend to rely too much on stereotypical lexical indicators when assigning gender to the poster of a tweet, while machines model less evident patterns. Lexicalized models are also superior to the bleached ones, as already seen on the full datasets (Table 2).

<table>
<thead>
<tr>
<th></th>
<th>Human</th>
<th>Mach. LEX</th>
<th>Mach. ABS</th>
</tr>
</thead>
<tbody>
<tr>
<td>tweets/user:</td>
<td></td>
<td>20</td>
<td>200</td>
</tr>
<tr>
<td>NL→NL</td>
<td>70.5</td>
<td>69.0</td>
<td>81.0</td>
</tr>
<tr>
<td>NL→PT</td>
<td>58.7</td>
<td>49.5</td>
<td>50.5</td>
</tr>
<tr>
<td>FR→NL</td>
<td>60.3</td>
<td>50.0</td>
<td>50.0</td>
</tr>
</tbody>
</table>

Table 5: Accuracy human versus machine.
user, but testing on 20 tweets only, decreases performance by 12 percentage points. This is likely due to the fact that inputs are sparser, especially since the bleached model is trained on 5-grams. The bleached model, when given 200 tweets per user, yields a performance that is slightly higher than human accuracy.

In the cross-language setting, the picture is very different. Here, human performance is superior to the lexicalized models, independently of the amount of tweets per user at testing time. This seems to indicate that if humans cannot rely on the lexicon, they might be exploiting some other signal when guessing the gender of a user who tweets in a language unknown to them. Interestingly, the bleached models, which rely on non-lexical features, not only outperform the lexicalized ones in the cross-language experiments, but also neatly match the human scores.

4 Related Work

Most existing work on gender prediction exploits shallow lexical information based on the linguistic production of the users. Few studies investigate deeper syntactic information (Koppel et al., 2002; Feng et al., 2012) or non-linguistic input, e.g., language-independent clues such as visual (Alowibdi et al., 2013) or network information (Jurgens, 2013; Plank and Hovy, 2015; Ljubešić et al., 2017).

A related angle is cross-genre profiling. In both settings lexical models have limited portability due to their bias towards the language/genre they have been trained on (Rangel et al., 2016; Busger op Vollenbroek et al., 2016; Medvedeva et al., 2017).

Lexical bias has been shown to affect in-language human gender prediction, too. Flekova et al. (2016) found that people tend to rely too much on stereotypical lexical indicators, while Nguyen et al. (2014) show that more than 10% of the Twitter users do actually not employ words that the crowd associates with their biological sex. Our features abstract away from such lexical cues while retaining predictive signal.

5 Conclusions

Bleaching text into abstract features is surprisingly effective for predicting gender, though lexical information is still more useful within language (RQ1). However, models based on lexical clues fail when transferred to other languages, or require large amounts of unlabeled data from a similar domain as our experiments with the multilingual embedding model indicate. Instead, our bleached models clearly capture some signal beyond the lexicon, and perform well in a cross-lingual setting (RQ2).

We are well aware that we are testing our cross-language bleached models in the context of closely related languages. While some features (such as PunctA, or Frequency) might carry over to genetically more distant languages, other features (such as Vowels and Shape) would probably be meaningless. Future work on this will require a sensible setting from a language typology perspective for choosing and testing adequate features.

In our novel study on human proficiency for cross-lingual gender prediction, we discovered that people are also abstracting away from the lexicon. Indeed, we observe that they are able to detect gender by looking at tweets in a language they do not know (RQ3) with an accuracy of 60% on average.
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Abstract

Recent embedding-based methods in bilingual lexicon induction show good results, but do not take advantage of orthographic features, such as edit distance, which can be helpful for pairs of related languages. This work extends embedding-based methods to incorporate these features, resulting in significant accuracy gains for related languages.

1 Introduction

Over the past few years, new methods for bilingual lexicon induction have been proposed that are applicable to low-resource language pairs, for which very little sentence-aligned parallel data is available. Parallel data can be very expensive to create, so methods that require less of it or that can utilize more readily available data are desirable.

One prevalent strategy involves creating multilingual word embeddings, where each language’s vocabulary is embedded in the same latent space (Vulić and Moens, 2013; Mikolov et al., 2013a; Artetxe et al., 2016); however, many of these methods still require a strong cross-lingual signal in the form of a large seed dictionary.

More recent work has focused on reducing that constraint. Vulić and Moens (2016) and Vulić and Korhonen (2016) use document-aligned data to learn bilingual embeddings instead of a seed dictionary. Artetxe et al. (2017) use a very small, automatically-generated seed lexicon of identical numerals as the initialization in an iterative self-learning framework to learn a linear mapping between monolingual embedding spaces; Zhang et al. (2017) use an adversarial training method to learn a similar mapping. Lample et al. (2018a) use a series of techniques to align monolingual embedding spaces in a completely unsupervised way; their method is used by Lample et al. (2018b) as the initialization for a completely unsupervised machine translation system.

These recent advances in unsupervised bilingual lexicon induction show promise for use in low-resource contexts. However, none of them make use of linguistic features of the languages themselves (with the arguable exception of syntactic/semantic information encoded in the word embeddings). This is in contrast to work that predates many of these embedding-based methods that leveraged linguistic features such as edit distance and orthographic similarity: Dyer et al. (2011) and Berg-Kirkpatrick et al. (2010) investigate using linguistic features for word alignment, and Haghighi et al. (2008) use linguistic features for unsupervised bilingual lexicon induction. These features can help identify words with common ancestry (such as the English-Italian pair agile-agile) and borrowed words (macaroni-maccheroni).

The addition of linguistic features led to increased performance in these earlier models, especially for related languages, yet these features have not been applied to more modern methods. In this work, we extend the modern embedding-based approach of Artetxe et al. (2017) with orthographic information in order to leverage similarities between related languages for increased accuracy in bilingual lexicon induction.

2 Background

This work is directly based on the work of Artetxe et al. (2017). Following their work, let $X \in \mathbb{R}^{|V_s| \times d}$ and $Z \in \mathbb{R}^{|V_t| \times d}$ be the word embedding matrices of two distinct languages, referred to respectively as the source and target, such that each row corresponds to the $d$-dimensional embedding of a single word. We refer to the $i$th row of one of
these matrices as $X_{is}$ or $Z_{is}$. The vocabularies for each language are $V_s$ and $V_t$, respectively. Also let $D \in \{0, \ldots, L(w_1, w_2) = \max(|w_1|, |w_2|)$

We define the orthographic similarity of two words $w_1$ and $w_2$ as $\log(2.0 - NL(w_1, w_2))$. These

Artetxe et al. (2017) define the optimal mapping embeddings onto their aligned target embeddings. A

Let $O_{source}$ and $O_{target}$ be the orthographic extension matrices for each language, containing counts of the characters appearing in each word $w_i$, scaled by a constant factor $c_e$:

$$O_{ij} = c_e \cdot \text{count}(A_j, w_i), O \in \{O_{source}, O_{target}\}$$

Then, we concatenate the embedding matrices and extension matrices:

$$X' = [X; O_{source}], \quad Z' = [Z; O_{target}]$$

Finally, in the normalized embedding matrices $X''$ and $Z''$, each row has magnitude 1:

$$X''_{is} = \frac{X'_{is}}{\|X'_{is}\|}, \quad Z''_{is} = \frac{Z'_{is}}{\|Z'_{is}\|}$$

These new matrices are used in place of $X$ and $Z$ in the self-learning process.

### 4 Orthographic Similarity Adjustment

This method modifies the similarity score for each word pair during the dictionary induction phase of the self-learning framework of Artetxe et al. (2017), which uses the dot product of two words’ embeddings to quantify similarity. We modify this similarity score by adding a measure of orthographic similarity, which is a function of the normalized string edit distance of the two words.

The normalized edit distance is defined as the Levenshtein distance ($L(\cdot, \cdot)$) (Levenshtein, 1966) divided by the length of the longer word. The Levenshtein distance represents the minimum number of insertions, deletions, and substitutions required to transform one word into the other. The normalized edit distance function is denoted as $NL(\cdot, \cdot)$.

$$NL(w_1, w_2) = \frac{L(w_1, w_2)}{\max(|w_1|, |w_2|)}$$

We define the orthographic similarity of two words $w_1$ and $w_2$ as $\log(2.0 - NL(w_1, w_2))$. These
similarity scores are used to form an orthographic similarity matrix $S$, where each entry corresponds to a source-target word pair. Each entry is first scaled by a constant factor $c_s$. This matrix is added to the standard similarity matrix, $XWZ^T$.

$$S_{ij} = c_s \log (2.0 - \text{NL}(w_i, w_j)), w_i \in V_s, w_j \in V_t$$

The vocabulary for each language is 200,000 words, so computing a similarity score for each pair would involve 40 billion edit distance calculations. Also, the vast majority of word pairs are orthographically very dissimilar, resulting in a normalized edit distance close to 1 and an orthographic similarity close to 0, having little to no effect on the overall estimated similarity. Therefore, we only calculate the edit distance for a subset of possible word pairs.

Thus, the actual orthographic similarity matrix that we use is as follows:

$$S'_{ij} = \begin{cases} S_{ij} & \langle w_i, w_j \rangle \in \text{symDelete}(V_t, V_s, k) \\ 0 & \text{otherwise} \end{cases}$$

This subset of word pairs was chosen using an adaptation of the Symmetric Delete spelling correction algorithm described by Garke (2012), which we denote as $\text{symDelete}(\cdot, \cdot, \cdot)$. This algorithm takes as arguments the target vocabulary, source vocabulary, and a constant $k$, and identifies all source-target word pairs that are identical after $k$ or fewer deletions from each word; that is, all pairs where each is reachable from the other with no more than $k$ insertions and $k$ deletions. For example, the Italian-English pair *moderno*-*modern* will be identified with $k = 1$, and the pair *tollerante*-tolerant* will be identified with $k = 2$.

The algorithm works by computing all strings formed by $k$ or fewer deletions from each target word, stores them in a hash table, then does the same for each source word and generates source-target pairs that share an entry in the hash table. The complexity of this algorithm can be expressed as $O(|V|^k)$, where $V = V_t \cup V_s$ is the combined vocabulary and $l$ is the length of the longest word in $V$. This is linear with respect to the vocabulary size, as opposed to the quadratic complexity required for computing the entire matrix. However, the algorithm is sensitive to both word length and the choice of $k$. In our experiments, we found that ignoring all words of length greater than 30 allowed the algorithm to complete very quickly while skipping less than 0.1% of the data. We also used small values of $k$ ($0 < k < 4$), and used $k = 1$ for our final results, finding no significant benefit from using a larger value.

## 5 Experiments

We use the datasets used by Artetxe et al. (2017), consisting of three language pairs: English-Italian, English-German, and English-Finnish. The English-Italian dataset was introduced in Dinu and Baroni (2014); the other datasets were created by Artetxe et al. (2017). Each dataset includes monolingual word embeddings (trained with word2vec (Mikolov et al., 2013b)) for both languages and a bilingual dictionary, separated into a training and test set. We do not use the training set as the input dictionary to the system, instead using an automatically-generated dictionary consisting only of numeral identity translations (such as 2-2, 3-3, et cetera) as in Artetxe et al. (2017).\footnote{https://github.com/artetxem/vecmap} However, because the methods presented in this work feature tunable hyperparameters, we use a portion of the training set as develop-
Table 1: Comparison of methods on test data. Scaling constants $c_e$ and $c_s$ were selected based on performance on development data over all three language pairs. The last two rows report the results of using both methods together.

<table>
<thead>
<tr>
<th>Method</th>
<th>English-German</th>
<th>English-Italian</th>
<th>English-Finnish</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artetxe et al. (2017)</td>
<td>40.27</td>
<td>39.40</td>
<td>26.47</td>
</tr>
<tr>
<td>Artetxe et al. (2017) + identity</td>
<td>51.73</td>
<td>44.07</td>
<td>42.63</td>
</tr>
<tr>
<td>Embedding extension, $c_e = \frac{1}{8}$</td>
<td>50.33</td>
<td>48.40</td>
<td>29.63</td>
</tr>
<tr>
<td>Embedding extension + identity, $c_e = \frac{1}{8}$</td>
<td>55.40</td>
<td>47.13</td>
<td>43.54</td>
</tr>
<tr>
<td>Similarity adjustment, $c_s = 1$</td>
<td>43.73</td>
<td>39.93</td>
<td>28.16</td>
</tr>
<tr>
<td>Similarity adjustment + identity, $c_s = 1$</td>
<td>52.20</td>
<td>44.27</td>
<td>41.99</td>
</tr>
<tr>
<td>Combined, $c_e = \frac{1}{8}$, $c_s = 1$</td>
<td>53.53</td>
<td>49.13</td>
<td>32.51</td>
</tr>
<tr>
<td>Combined + identity, $c_e = \frac{1}{8}$, $c_s = 1$</td>
<td><strong>55.53</strong></td>
<td>46.27</td>
<td>41.78</td>
</tr>
</tbody>
</table>

Table 2: Examples of pairs correctly identified by our embedding extension method that were incorrectly translated by the system of Artetxe et al. (2017). Our system can disambiguate semantic clusters created by word2vec.

<table>
<thead>
<tr>
<th>Source Word</th>
<th>Our Prediction (Language)</th>
<th>Incorrect Baseline Prediction (Translation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>caesium</td>
<td>cäsium (German)</td>
<td>isotope (isotope)</td>
</tr>
<tr>
<td>unevenly</td>
<td>ungleichmäßig (German)</td>
<td>gleichmäßig (evenly)</td>
</tr>
<tr>
<td>Ethiopians</td>
<td>Äthiopier (German)</td>
<td>Afrikaner (Africans)</td>
</tr>
<tr>
<td>autumn</td>
<td>autunno (Italian)</td>
<td>primavera (spring)</td>
</tr>
<tr>
<td>Brueghel</td>
<td>Bruegel (Italian)</td>
<td>Dürer (Dürer)</td>
</tr>
<tr>
<td>Latvians</td>
<td>latvialaiset (Finnish)</td>
<td>ukrainalaiset (Ukrainians)</td>
</tr>
</tbody>
</table>

Figure 1 shows the results on the development data. Based on these results, we selected $c_e = \frac{1}{8}$ and $c_s = 1$ as our hyperparameters. The local optima were not identical for all three languages, but we felt that these values struck the best compromise among them.

Table 1 compares our methods against the system of Artetxe et al. (2017), using scaling factors selected based on development data results. Because approximately 20% of source-target pairs in the dictionary were identical, we also extended all systems to guess the identity translation if the source word appeared in the target vocabulary. This improved accuracy in most cases, with some exceptions for English-Italian. We also experimented with both methods together, and found that this was the best of the settings that did not include the identity translation component; with the identity component included, however, the embedding extension method alone was best for English-Finnish. The fact that Finnish is the only language here that is not in the Indo-European family (and has fewer words borrowed from English or its ancestors) may explain why the performance trends for English-Finnish were different than those of the other two language pairs.

In addition to identifying orthographically similar words, the extension method is capable of...
learning a mapping between source and target letters, which could partially explain its improved performance over our edit distance method.

Table 2 shows some correct translations from our system that were missed by the baseline.

7 Conclusion and Future Work

In this work, we presented two techniques (which can be combined) for improving embedding-based bilingual lexicon induction for related languages using orthographic information and no parallel data, allowing their use with low-resource language pairs. These methods increased accuracy in our experiments, with both the combined and embedding extension methods providing significant gains over the baseline system.

In the future, we want to extend this work to related languages with different alphabets (experimenting with transliteration or phonetic transcription) and to extend other unsupervised bilingual lexicon induction systems, such as that of Lample et al. (2018a).
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Abstract

We propose an entity-centric neural cross-lingual coreference model that builds on multi-lingual embeddings and language-independent features. We perform both intrinsic and extrinsic evaluations of our model. In the intrinsic evaluation, we show that our model, when trained on English and tested on Chinese and Spanish, achieves competitive results to the models trained directly on Chinese and Spanish respectively. In the extrinsic evaluation, we show that our English model helps achieve superior entity linking accuracy on Chinese and Spanish test sets than the top 2015 TAC system without using any annotated data from Chinese or Spanish.

1 Introduction

Cross-lingual models for NLP tasks are important since they can be used on data from a new language without requiring annotation from the new language (Ji et al., 2014, 2015). This paper investigates the use of multi-lingual embeddings (Faruqui and Dyer, 2014; Upadhyay et al., 2016) for building cross-lingual models for the task of coreference resolution (Ng and Cardie, 2002; Pradhan et al., 2012). Consider the following text from a Spanish news article:

“Tormenta de nieve afecta a 100 millones de personas en EEUU. Unos 100 millones de personas enfrentaban el sábado nuevas dificultades tras la enorme tormenta de nieve de hace días en la costa este de Estados Unidos.”

The mentions “EEUU” (“US” in English) and “Estados Unidos” (“United States” in English) are coreferent. A coreference model trained on English data is unlikely to coreference these two mentions in Spanish since these mentions did not appear in English data and a regular English style abbreviation of “Estados Unidos” will be “EU” instead of “EEUU”. But in the bilingual English-Spanish word embedding space, the word embedding of “EEUU” sits close to the word embedding of “US” and the sum of word embeddings of “Estados Unidos” sit close to the sum of word embeddings of “United States”. Therefore, a coreference model trained using English-Spanish bilingual word embeddings on English data has the potential to make the correct coreference decision between “EEUU” and “Estados Unidos” without ever encountering these mentions in training data.

The contributions of this paper are two-fold. Firstly, we propose an entity-centric neural cross-lingual coreference model. This model, when trained on English and tested on Chinese and Spanish from the TAC 2015 Trilingual Entity Discovery and Linking (EDL) Task (Ji et al., 2015), achieves competitive results to models trained directly on Chinese and Spanish respectively. Secondly, a pipeline consisting of this coreference model and an Entity Linking (henceforth EL) model can achieve superior linking accuracy than the official top ranking system in 2015 on Chinese and Spanish test sets, without using any supervision in Chinese or Spanish.

Although most of the active coreference research is on solving the problem of noun phrase coreference resolution in the Ontonotes data set, invigorated by the 2011 and 2012 CoNLL shared task (Pradhan et al., 2011, 2012), there are many important applications/end tasks where the mentions of interest are not noun phrases. Consider the sentence,

“(U.S. president Barack Obama who started ((his) political career) in (Illinois)), was born in (Hawaii).”

The bracketing represents the Ontonotes style
noun phrases and underlines represent the phrases that should be linked to Wikipedia by an EL system. Note that mentions like “U.S.” and “Barack Obama” do not align with any noun phrase. Therefore, in this work, we focus on coreference on mentions that arise in our end task of entity linking and conduct experiments on TAC TriLingual 2015 data sets consisting of English, Chinese and Spanish.

2 Coreference Model

Each mention has a mention type \(m_{type}\) of either name or nominal and an entity type \(e_{type}\) of Person (PER) / Location (LOC) / GPE / facility (FAC) / organization (ORG) (following standard TAC (Ji et al., 2015) notations).

The objective of our model is to compute a function that can decide whether two partially constructed entities should be coreferenced or not. We gradually merge the mentions in the given document to form entities. Mentions are considered in the order of names and then nominals and within each group, mentions are arranged in the order they appear in the document. Suppose, the sorted order of mentions are \(m_1, \ldots, m_{N_1}, m_{N_1+1}, \ldots, m_{N_1+N_2}\) where \(N_1\) and \(N_2\) are respectively the number of the named and nominal mentions. A singleton entity is created from each mention. Let the order of entities be \(e_1, \ldots, e_{N_1}, e_{N_1+1}, \ldots, e_{N_1+N_2}\).

We merge the named entities with other named entities, then nominal entities with named entities in the same sentence and finally we merge nominal entities across sentences as follows:

**Step 1:** For each named entity \(e_i\) \((1 \leq i \leq N_1)\), antecedents are all entities \(e_j\) \((1 \leq j \leq i-1)\) such that \(e_j\) and \(e_i\) have same \(e_{type}\). Training examples are triplets of the form \((e_i, e_j, y_{ij})\). If \(e_i\) and \(e_j\) are coreferent (meaning, \(y_{ij}=1\)), they are merged.

**Step 2:** For each nominal entity \(e_i\) \((N_1+1 \leq i \leq N_1+N_2)\), we consider antecedents \(e_j\) such that \(e_i\) and \(e_j\) have the same \(e_{type}\) and \(e_j\) has some mention that appears in the same sentence as some mention in \(e_i\). Training examples are generated and entities are merged as in the previous step.

**Step 3:** This is similar to previous step, except \(e_i\) and \(e_j\) have no sentence restriction.

**Features:** For each training triplet \((e_1, e_2, y_{12})\), the network takes the entity pair \((e_1, e_2)\) as input and tries to predict \(y_{12}\) as output. Since each entity represents a set of mentions, the entity-pair embedding is obtained from the embeddings of mention pairs generated from the cross product of the entity pair. Let \(M(e_1, e_2)\) be the set \(\{(m_i, m_j) \mid (m_i, m_j) \in e_1 \times e_2\}\) . For each \((m_i, m_j) \in M(e_1, e_2)\), a feature vector \(\phi_{m_i, m_j}\) is computed. Then, every feature in \(\phi_{m_i, m_j}\) is embedded as a vector in the real space. Let \(v_{m_i, m_j}\) denote the concatenation of embeddings of all features in \(\phi_{m_i, m_j}\). Embeddings of all features except the words are learned in the training process. Word embeddings are pre-trained. \(v_{m_i, m_j}\) includes the following language independent features:

- **String match:** whether \(m_i\) is a substring or exact match of \(m_j\) and vice versa (e.g. \(m_i = \text{“Barack Obama”}\) and \(m_j = \text{“Obama”}\))
- **Distance:** word distance and sentence distance between \(m_i\) and \(m_j\) discretized into bins
- \(m_{type}\): concatenation of \(m_{type}\)s for \(m_i\) and \(m_j\)
- \(e_{type}\): concatenation of \(e_{type}\)s for \(m_i\) and \(m_j\)
- **Acronym:** whether \(m_i\) is an acronym of \(m_j\) or vice versa (e.g. \(m_i = \text{“United States”}\) and \(m_j = \text{“US”}\))
- **First name mismatch:** whether \(m_i\) and \(m_j\) belong to \(e_{type}\) PERSON with the same last name but different first name (e.g. \(m_i = \text{“Barack Obama”}\) and \(m_j = \text{“Michelle Obama”}\))
- **Speaker detection:** whether \(m_i\) and \(m_j\) both occur in the contest of words indicating speech e.g. “say”, “said”

In addition, \(v_{m_i, m_j}\) includes the average of the word embeddings of \(m_i\) and average of the word embeddings of \(m_j\).

2.1 Network Architecture

The network architecture from the input to the output is shown in figure 1.

**Embedding Layer:** For each training triplet \((e_1, e_2, y)\), a sequence of vectors \(v_{m_i, m_j}\) (for each \(\{(m_i, m_j) \in M(e_1, e_2)\}\)) is given as input to the network.

**Relu Layer:** \(v'_{m_i, m_j} = max(0, W^{(1)}v_{m_i, m_j})\)

**Attention Layer:** To generate the entity-pair embedding, we need to combine the embeddings of mention pairs generated from the entity-pair. Consider two entities \(e_1 = \{(\text{President}^1, \text{Obama})\}\) and \(e_2 = \{(\text{President}^2, \text{Clinton})\}\). Here the superscripts are used to indicate two different mentions with the same surface form. Since the named mention pair (Obama, Clinton) has no string overlap, \(e_1\) and \(e_2\) should not be coreferenced even though the
Figure 1: Network architecture for our coreference system. Blue circles in mention-pair embeddings layer represent embeddings of features. Green circles represent word embeddings.

The training objective is to maximize $L$.

$$L = \prod_{d \in D} \prod_{(e_1, e_2, y_{12}) \in \mathcal{S}_d} P(y_{12} | e_1, e_2; W^{(1)}, W^{(2)}, a, w^s)$$

Here $D$ is the corpus and $\mathcal{S}_d$ is the training triplets generated from document $d$.

Decoding proceeds similarly to training algorithm, except at each of the three steps, for each entity $e_i$, the highest scoring antecedent $e_j$ is selected and if the score is above a threshold, $e_i$ and $e_j$ are merged.

A Zero-shot Entity Linking model

We use our recently proposed cross-lingual EL model, described in (Sil et al., 2018), where our target is to perform “zero shot learning” (Socher et al., 2013; Palatucci et al., 2009). We train an EL model on English and use it to decode on any other language, provided that we have access to multi-lingual embeddings from English and the target language. We briefly describe our techniques here and direct the interested readers to the paper. The EL model computes several similarity/coherence scores $S$ in a “feature abstraction layer” which computes several measures of similarity between the context of the mention $m$ in the query document and the context of the candidate link’s Wikipedia page which are fed to a
feed-forward neural layer which acts as a binary classifier to predict the correct link for \( m \). Specifically, the feature abstraction layer computes cosine similarities (Sil and Florian, 2016) between the representations of the source query document and the target Wikipedia pages over various granularities. These representations are computed by performing CNNs and LSTMs over the context of the entities. Then these similarities are fed into a Multi-perspective Binning layer which maps each similarity into a higher dimensional vector. We also train fine-grained similarities and dissimilarities between the query and candidate document from multiple perspectives, combined with convolution and tensor networks.

The model achieves state-of-the-art (SOTA) results on English benchmark EL datasets and also performs surprisingly well on Spanish and Chinese. However, although the EL model is “zero-shot”, the within-document coreference resolution in the system is a language-dependent SOTA coreference system that has won multiple TAC-KBP (Ji et al., 2015; Sil et al., 2015) evaluations but is trained on the target language. Hence, our aim is to apply our proposed coreference model to the EL system to perform an extrinsic evaluation of our proposed algorithm.

4 Experiments

We evaluate cross-lingual transfer of coreference models on the TAC 2015 Tri-Lingual EL datasets. It contains mentions annotated with their grounded Freebase \(^1\) links (if such links exist) or corpus-wide clustering information for 3 languages: English (henceforth, En), Chinese (henceforth, Zh) and Spanish (henceforth, Es). Table 1 shows the size of the training and test sets for the three languages. The documents come from two genres of newswire and discussion forums. The mentions in this dataset are either named entities or nominals that belong to five types: PER, ORG, GPE, LOC and FAC.

Hyperparameters: Every feature is embedded in a 50 dimensional space except the words which reside in a 300 dimensional space. The Relu and Sigmoid layers have 100 and 500 neurons respectively. We use SGD for optimization with an initial learning rate of 0.05 which is linearly reduced to 0.0001. Our mini batch size is 32 and we train for 50 epochs and keep the best model based on dev set.

Coreference Results: For each language, we follow the official train-test splits made in the TAC 2015 competition. Except, a small portion of the training set is held out as development set for tuning the models. All experimental results on all languages reported in this paper were obtained on the official test sets. We used the official CoNLL 2012 evaluation script and report MUC, B\(^3\) and CEAF scores and their average (CONLL score). See Pradhan et al. (2011, 2012).

To test the competitiveness of our model with other SOTA models, we train the publicly available system of Clark and Manning (2016) (henceforth, C&M16) on the TAC 15 En training set and test on the TAC 15 En test set. The C&M16 system normally outputs both noun phrase mentions and their coreference and is trained on Ontonotes. To ensure a fair comparison, we changed the configuration of the system to accept gold mention boundaries both during training and testing. Since the system was unable to deal with partially overlapping mentions, we excluded such mentions in the evaluation. Table 2 shows that our model outperforms C&M16 by 8 points.

For cross-lingual experiments, we build monolingual embeddings for En, Zh and Es using the widely used CBOW word2vec model (Mikolov et al., 2013a). Recently Canonical Correlation Analysis (CCA) (Faruqui and Dyer, 2014), MulticCA (Ammar et al., 2016) and Weighted Regression (Mikolov et al., 2013b) have been proposed for building the multi-lingual embedding space from monolingual embedding. In our prelimi-
Table 3: Coreference results on the Es and Zh test sets of TAC 15. En model performs competitively to the models trained on target language data.

<table>
<thead>
<tr>
<th>Systems</th>
<th>Target Lang</th>
<th>Acc. on Es</th>
<th>Acc. on Zh</th>
</tr>
</thead>
<tbody>
<tr>
<td>EL - Coref</td>
<td>No</td>
<td>78.1</td>
<td>81.3</td>
</tr>
<tr>
<td>EL + En Coref</td>
<td>No</td>
<td><strong>81.1</strong></td>
<td><strong>83.9</strong></td>
</tr>
<tr>
<td>TAC Rank 1</td>
<td>Yes</td>
<td>80.4</td>
<td>83.1</td>
</tr>
<tr>
<td>S18</td>
<td>Yes</td>
<td>82.3</td>
<td>84.4</td>
</tr>
</tbody>
</table>

Table 4: Performance comparison on the TAC 2015 Es and Zh datasets. EL + En Coref outperforms the best 2015 TAC system (Rank 1) without requiring any Es or Zh coreference data.

5 Related Work

Rule based (Raghunathan et al., 2010) and statistical coreference models (Bengtson and Roth, 2008; Rahman and Ng, 2009; Fernandes et al., 2012; Durrett et al., 2013; Clark and Manning, 2015; Martschat and Strube, 2015; Björkelund and Kuhn, 2014) are hard to transfer across languages due to their use of lexical features or patterns in the rules. Neural coreference is promising since it allows cross-lingual transfer using multi-lingual embedding. However, most of the recent neural coreference models (Wiseman et al., 2015, 2016; Clark and Manning, 2015, 2016; Lee et al., 2017) have focused on training and testing on the same language. In contrast, our model performs cross-lingual coreference. There have been some recent promising results regarding such cross-lingual models for other tasks, most notably mention detection (Ni et al., 2017) and EL (Tsai and Roth, 2016; Sil and Florian, 2016). In this work, we show that such promise exists for coreference also.

The tasks of EL and coreference are intrinsically related, prompting joint models (Durrett and Klein, 2014; Hajishirzi et al., 2013). However, the recent SOTA was obtained using pipeline models of coreference and EL (Sil et al., 2018). Compared to a joint model, pipeline models are easier to implement, improve and adapt to a new domain.

6 Conclusion

The proposed cross-lingual coreference model was found to be empirically strong in both intrinsic and extrinsic evaluations in the context of an entity linking task.
References


Eric Bengtson and Dan Roth. 2008. Understanding the value of features for coreference resolution. In EMNLP.

Anders Björkelund and Jonas Kuhn. 2014. Learning structured perceptrons for coreference resolution with latent antecedents and non-local features. In ACL.

Kevin Clark and Christopher D Manning. 2015. Entity-centric coreference resolution with model stacking. In ACL.

Kevin Clark and Christopher D Manning. 2016. Improving coreference resolution by learning entity-level distributed representations. In ACL.

Greg Durrett, David Leo Wright Hall, and Dan Klein. 2013. Decentralized entity-level modeling for coreference resolution. In ACL.


Manaal Faruqui and Chris Dyer. 2014. Improving vector space word representations using multilingual correlation. In EACL.

Eraldo Rezende Fernandes, Cicero Nogueira Dos Santos, and Ruy Luiz Milidiú. 2012. Latent structure perceptron with feature induction for unrestricted coreference resolution. In EMNLP-CoNLL.


Heng Ji, Joel Nothman, Ben Hachey, and Radu Florian. 2015. Overview of tac-kbp2015 tri-lingual entity discovery and linking. In TAC.


Vincent Ng and Claire Cardie. 2002. Improving machine learning approaches to coreference resolution. In ACL.


Altar Rahman and Vincent Ng. 2009. Supervised models for coreference resolution. In EMNLP.

Avirup Sil, Georgiana Dinu, and Radu Florian. 2015. The ibm systems for trilingual entity discovery and linking at tac 2015. In TAC.

Avirup Sil and Radu Florian. 2016. One for all: Towards language independent named entity linking. In ACL.

Avirup Sil, Gourab Kundu, Radu Florian, and Wael Hamza. 2018. Neural cross-lingual entity linking. In AAAI.

Richard Socher, Milind Ganjoo, Christopher D Manning, and Andrew Ng. 2013. Zero-shot learning through cross-modal transfer. In NIPS.

Chen-Tse Tsai and Dan Roth. 2016. Cross-lingual wickification using multilingual embeddings. In HLT-NAACL.

Shyam Upadhyay, Manaal Faruqui, Chris Dyer, and Dan Roth. 2016. Cross-lingual models of word embeddings: An empirical comparison. In ACL.


Sam Joshua Wiseman, Alexander Matthew Rush, Stuart Merrill Shieber, and Jason Weston. 2015. Learning anaphoricity and antecedent ranking features for coreference resolution. In ACL.
Judicious Selection of Training Data in Assisting Language for Multilingual Neural NER

Rudra Murthy V†, Anoop Kunchukuttan‡, Pushpak Bhattacharyya†
† Center for Indian Language Technology (CFILT)
Department of Computer Science and Engineering
IIT Bombay, India.
‡ Microsoft AI & Research, Hyderabad, India.
{rudra,pb}@cse.iitb.ac.in, ankunchu@microsoft.com

Abstract
Multilingual learning for Neural Named Entity Recognition (NNER) involves jointly training a neural network for multiple languages. Typically, the goal is improving the NER performance of one of the languages (the primary language) using the other assisting languages. We show that the divergence in the tag distributions of the common named entities between the primary and assisting languages can reduce the effectiveness of multilingual learning. To alleviate this problem, we propose a metric based on symmetric KL divergence to filter out the highly divergent training instances in the assisting language. We empirically show that our data selection strategy improves NER performance in many languages, including those with very limited training data.

1 Introduction
Neural NER trains a deep neural network for the NER task and has become quite popular as they minimize the need for hand-crafted features and, learn feature representations from the training data itself. Recently, multilingual learning has been shown to benefit Neural NER in a resource-rich language setting (Gillick et al., 2016; Yang et al., 2017). Multilingual learning aims to improve the NER performance on the language under consideration (primary language) by adding training data from one or more assisting languages. The neural network is trained on the combined data of the primary \( (D_P) \) and the assisting languages \( (D_A) \). The neural network has a combination of language-dependent and language-independent layers, and, the network learns better cross-lingual features via these language-independent layers.

Existing approaches add all training sentences from the assisting language to the primary language and train the neural network on the combined data. However, data from assisting languages can introduce a drift in the tag distribution for named entities, since the common named entities from the two languages may have vastly divergent tag distributions. For example, the entity China appears in training split of Spanish (primary) and English (assisting) (Tjong Kim Sang, 2002; Tjong Kim Sang and De Meulder, 2003) with the corresponding tag frequencies, Spanish = \{ Loc : 20, Org : 49, Misc : 1 \} and English = \{ Loc : 91, Org : 7 \}. By adding English data to Spanish, the tag distribution of China is skewed towards Location entity in Spanish. This leads to a drop in named entity recognition performance.

In this work, we address this problem of drift in tag distribution owing to adding training data from a supporting language.

The problem is similar to the problem of data selection for domain adaptation of various NLP tasks, except that additional complexity is introduced due to the multilingual nature of the learning task. For domain adaptation in various NLP tasks, several approaches have been proposed to address drift in data distribution (Moore and Lewis, 2010; Axelrod et al., 2011; Ruder and Plank, 2017). For instance, in machine translation, sentences from out-of-domain data are selected based on a suitably defined metric (Moore and Lewis, 2010; Axelrod et al., 2011). The metric attempts to capture similarity of the out-of-domain sentences with the in-domain data. Out-of-domain sentences most similar to the in-domain data are added.

Like the domain adaptation techniques summarized above, we propose to judiciously add sentences from the assisting language to the primary language data based on the divergence between the tag distributions of named entities in the train-
Table 1: Dataset Statistics

<table>
<thead>
<tr>
<th>Language</th>
<th>Source</th>
<th>Train (#Tokens)</th>
<th>Test (#Tokens)</th>
<th>Word Embeddings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italian</td>
<td>Speranza (2009)</td>
<td>149,651</td>
<td>86,420</td>
<td></td>
</tr>
<tr>
<td>German</td>
<td>Faruqui and Padó (2010)</td>
<td>74,907</td>
<td>20,696</td>
<td></td>
</tr>
<tr>
<td>Hindi</td>
<td>Lalitha Devi et al. (2014)</td>
<td>81,817</td>
<td>23,696</td>
<td>Bojanowski et al. (2017) (fastText embeddings)</td>
</tr>
<tr>
<td>Marathi</td>
<td>In-house</td>
<td>71,299</td>
<td>36,581</td>
<td></td>
</tr>
<tr>
<td>Tamil</td>
<td>Lalitha Devi et al. (2014)</td>
<td>66,143</td>
<td>18,646</td>
<td></td>
</tr>
<tr>
<td>Bengali</td>
<td>Lalitha Devi et al. (2014)</td>
<td>34,387</td>
<td>7,614</td>
<td></td>
</tr>
<tr>
<td>Malayalam</td>
<td>Lalitha Devi et al. (2014)</td>
<td>26,295</td>
<td>8,275</td>
<td></td>
</tr>
</tbody>
</table>

KL-Divergence calculates the distance between the two probability distributions. Lower the KL-Divergence score, higher is the tag agreement for an entity in both the languages thereby, reducing the possibility of entity drift in multilingual learning. Assisting language sentences with the sentence score below a threshold value are added to the primary language data for multilingual learning. If an assisting language sentence contains no overlapping entities, the corresponding sentence score is zero resulting in its selection.

2 Judicious Selection of Assisting Language Sentences

For every assisting language sentence, we calculate the sentence score based on the average symmetric KL-Divergence score of overlapping entities present in that sentence. By overlapping entities, we mean entities whose surface form appears in both the languages’ training data. The symmetric KL-Divergence $SKL(x)$, of a named entity $x$, is defined as follows,

$$SKL(x) = \frac{KL(P_p(x) || P_a(x)) + KL(P_a(x) || P_p(x))}{2} \tag{1}$$

where $P_p(x)$ and $P_a(x)$ are the probability distributions for entity $x$ in the primary ($p$) and the assisting ($a$) languages respectively. $KL$ refers to the standard KL-Divergence score between the two probability distributions.

Network Architecture

Several deep learning models (Collobert et al., 2011; Ma and Hovy, 2016; Murthy and Bhattacharyya, 2016; Lample et al., 2016; Yang et al., 2017) have been proposed for monolingual NER in the literature. Apart from the model by Collobert et al. (2011), remaining approaches extract sub-word features using either Convolution Neural Networks (CNNs) or Bi-LSTMs. The proposed data selection strategy for multilingual Neural NER can be used with any of the existing models. We choose the model by Murthy and Bhattacharyya (2016)\(^1\) in our experiments.

Multilingual Learning

We consider two parameter sharing configurations for multilingual learning (i) sub-word feature extractors shared across languages (Yang et al., 2017) (Sub-word) (ii) the entire network trained in a language independent way (All). As Murthy and Bhattacharyya (2016) use CNNs to extract sub-word features, only the character-level CNNs are shared for the Sub-word configuration.

\(^1\)The code is available here: https://github.com/murthyrudra/NeuralNER
### Table 2: F-Score for German and Italian Test data using Monolingual and Multilingual learning strategies.

† indicates that the SKL results are statistically significant compared to adding all assisting language data with p-value < 0.05 using two-sided Welch t-test.

<table>
<thead>
<tr>
<th>Primary Language</th>
<th>Assisting Language</th>
<th>Layers</th>
<th>Data Selection</th>
<th>Primary Language</th>
<th>Assisting Language</th>
<th>Layers</th>
<th>Data Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>German</td>
<td>Monolingual</td>
<td>None</td>
<td>87.64</td>
<td>Italian</td>
<td>Monolingual</td>
<td>None</td>
<td>75.98</td>
</tr>
<tr>
<td></td>
<td>English</td>
<td>All</td>
<td>89.08</td>
<td>Italian</td>
<td>English</td>
<td>All</td>
<td>76.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sub-word</td>
<td>88.76</td>
<td>Italian</td>
<td></td>
<td>Sub-word</td>
<td>79.44</td>
</tr>
<tr>
<td></td>
<td>Spanish</td>
<td>All</td>
<td>89.02</td>
<td>Italian</td>
<td>Spanish</td>
<td>All</td>
<td>74.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sub-word</td>
<td>83.37</td>
<td>Italian</td>
<td></td>
<td>Sub-word</td>
<td>77.29</td>
</tr>
<tr>
<td></td>
<td>Dutch</td>
<td>All</td>
<td>89.66</td>
<td>Italian</td>
<td>Dutch</td>
<td>All</td>
<td>75.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sub-word</td>
<td>89.94</td>
<td>Italian</td>
<td></td>
<td>Sub-word</td>
<td>77.38</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td></td>
<td>89.46</td>
<td>Italian</td>
<td>All</td>
<td></td>
<td>76.91†</td>
</tr>
<tr>
<td></td>
<td>Sub-word</td>
<td></td>
<td>89.10</td>
<td>Italian</td>
<td>Sub-word</td>
<td></td>
<td>79.44†</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td></td>
<td>91.61†</td>
<td>Italian</td>
<td>All</td>
<td></td>
<td>76.92†</td>
</tr>
<tr>
<td></td>
<td>Sub-word</td>
<td></td>
<td>89.10†</td>
<td>Italian</td>
<td>Sub-word</td>
<td></td>
<td>77.45†</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td></td>
<td>90.85†</td>
<td>Italian</td>
<td>All</td>
<td></td>
<td>77.29†</td>
</tr>
<tr>
<td></td>
<td>Sub-word</td>
<td></td>
<td>90.11</td>
<td>Italian</td>
<td>Sub-word</td>
<td></td>
<td>77.56</td>
</tr>
</tbody>
</table>

3 Experimental Setup

In this section we list the datasets used and the network configurations used in our experiments.

#### 3.1 Datasets

The Table 1 lists the datasets used in our experiments along with pre-trained word embeddings used and other dataset statistics. For German NER, we use ep-96-04-16.conll to create train and development splits, and use ep-96-04-15.conll as test split. As Italian has a different tag set compared to English, Spanish and Dutch, we do not share output layer for All configuration in multilingual experiments involving Italian. Even though the languages considered are resource-rich languages, we consider German and Italian as primary languages due to their relatively lower number of train tokens. The German NER data followed IO notation and for all experiments involving German, we converted other language data to IO notation. Similarly, the Italian NER data followed IOBES notation and for all experiments involving Italian, we converted other language data to IOBES notation.

For low-resource language setup, we consider the following Indian languages: Hindi, Marathi\(^3\), Bengali, Tamil and Malayalam. Except for Hindi all are low-resource languages. We consider only Person, Location and Organization tags. Though the scripts of these languages are different, they share the same set of phonemes making script mapping across languages easier. We convert Tamil, Bengali and Malayalam data to the Devanagari script using the Indic NLP library\(^3\) (Kunchukuttan et al., 2015) thereby, allowing sharing of sub-word features across the Indian languages. For Indian languages, the annotated data followed the IOB format.

#### 3.2 Network Hyper-parameters

With the exception of English, Spanish and Dutch, remaining language datasets did not have official train and development splits provided. We randomly select 70% of the train split for training the model and remaining as development split. The threshold for sentence score SKL, is selected based on cross-validation for every language pair. The dimensions of the Bi-LSTM hidden layer are 200 and 400 for the monolingual and multilingual experiments respectively. We extract 20 features per convolution filter, with width varying from 1 to 9. The initial learning rate is 0.4 and multiplied by 0.7 when validation error increases. The training is stopped when the learning rate drops below 0.002. We assign a weight of 0.1 to assisting language sentences and oversample primary language sentences to match the assisting language sentence count in all multilingual experiments.

For European languages, we have performed hyper-parameter tuning for both the monolingual and multilingual learning (with all assisting language sentences) configurations. The best hyper-parameter values for the language pair involved were observed to be within similar range. Hence, we chose the same set of hyper-parameter values for all languages.

\(^3\)Data is available here: http://www.cfilt.iitb.ac.in/ner/annotated_corpus/

\(^3\)https://github.com/anoopkunchukuttan/indic_nlp_library
4 Results

We now present the results on both resource-rich and resource-poor languages.

4.1 Resource-Rich Languages

Table 2 presents the results for German and Italian NER. We consistently observe improvements for German and Italian NER using our data selection strategy, irrespective of whether only subword features are shared (Sub-word) or the entire network (All) is shared across languages.

Adding all Spanish/Dutch sentences to Italian data leads to a drop in Italian NER performance when all layers are shared. Label drift from overlapping entities is one of the reasons for the poor results. This can be observed by comparing the histograms of English and Spanish sentences ranked by the SKL scores for Italian multilingual learning (Figure 1). Most English sentences have lower SKL scores indicating higher tag agreement for overlapping entities and lower drift in tag distribution. Hence, adding all English sentences improves Italian NER accuracy. In contrast, most Spanish sentences have larger SKL scores and adding these sentences adversely impacts Italian NER performance. By judiciously selecting assisting language sentences, we eliminate sentences which are responsible for drift occurring during multilingual learning.

To understand how overlapping entities impact the NER performance, we study the statistics of overlapping named entities between Italian-English and Italian-Spanish pairs. 911 and 916 unique entities out of 4061 unique Italian entities appear in the English and Spanish data respectively. We had hypothesized that entities with divergent tag distribution are responsible for hindering the performance in multilingual learning. If we sort the common entities based on their SKL divergence value. We observe that 484 out of 911 common entities in English and 535 out of 916 common entities in Spanish have an SKL score greater than 1.0. 162 out of 484 common entities in English-Italian data having SKL divergence value greater than 1.0 also appear more than 10 times in the English corpus. Similarly, 123 out of 535 common entities in Spanish-Italian data having SKL divergence value greater than 1.0 also appear more than 10 times in the Spanish corpus. However, these common 162 entities have a combined frequency of 12893 in English, while the 123 common entities have a combined frequency of 34945 in Spanish. To summarize, although the number of overlapping entities is comparable in English and Spanish sentences, entities with larger SKL divergence score appears more frequently in Spanish sentences compared to English sentences. As a consequence, adding all Spanish sentences leads to significant drop in Italian NER performance which is not the case when all English sentences are added.

Figure 1: Histogram of assisting language sentences ranked by their sentence scores

Figure 2: Spanish-Italian Multilingual Learning: Influence of Sentence score (SKL) on Italian NER
Table 3: Test set F-Score from monolingual and multilingual learning on Indian languages. Result from monolingual training on the primary language is underlined. † indicates SKL results statistically significant compared to adding all assisting language data with p-value < 0.05 using two-sided Welch t-test.

<table>
<thead>
<tr>
<th>Primary Language</th>
<th>Assisting Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hindi</td>
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<td>Hindi</td>
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Abstract

Conventional Open Information Extraction (Open IE) systems are usually built on hand-crafted patterns from other NLP tools such as syntactic parsing, yet they face problems of error propagation. In this paper, we propose a neural Open IE approach with an encoder-decoder framework. Distinct from existing methods, the neural Open IE approach learns highly confident arguments and relation tuples bootstrapped from a state-of-the-art Open IE system. An empirical study on a large benchmark dataset shows that the neural Open IE system significantly outperforms several baselines, while maintaining comparable computational efficiency.

1 Introduction

Open Information Extraction (Open IE) involves generating a structured representation of information in text, usually in the form of triples or n-ary propositions. An Open IE system not only extracts arguments but also relation phrases from the given text, which does not rely on pre-defined ontology schema. For instance, given the sentence “deep learning is a subfield of machine learning”, the triple (deep learning; is a subfield of; machine learning) can be extracted, where the relation phrase “is a subfield of” indicates the semantic relationship between two arguments. Open IE plays a key role in natural language understanding and fosters many downstream NLP applications such as knowledge base construction, question answering, text comprehension, and others.

The Open IE system was first introduced by TEXTRUNNER (Banko et al., 2007), followed by several popular systems such as REVERB (Fader et al., 2011), OLLIE (Mausam et al., 2012), ClausIE (Del Corro and Gemulla, 2013) Stanford OPENIE (Angeli et al., 2015), PropS (Stanovsky et al., 2016) and most recently OPENIE4\(^1\) (Mausam, 2016) and OPENIE5\(^2\). Although these systems have been widely used in a variety of applications, most of them were built on hand-crafted patterns from syntactic parsing, which causes errors in propagation and compounding at each stage (Banko et al., 2007; Gash teovski et al., 2017; Schneider et al., 2017). Therefore, it is essential to solve the problems of cascading errors to alleviate extracting incorrect tuples.

To this end, we propose a neural Open IE approach with an encoder-decoder framework. The encoder-decoder framework is a text generation technique and has been successfully applied to many tasks, such as machine translation (Cho et al., 2014; Bahdanau et al., 2014; Sutskever et al., 2014), image caption (Vinyals et al., 2014), abstractive summarization (Rush et al., 2015; Nallapati et al., 2016; See et al., 2017) and recently keyphrase extraction (Meng et al., 2017). Generally, the encoder encodes the input sequence to an internal representation called ‘context vector’ which is used by the decoder to generate the output sequence. The lengths of input and output sequences can be different, as there is no one on one relation between the input and output sequences. In this work, Open IE is cast as a sequence-to-sequence generation problem, where the input sequence is the sentence and the output sequence is the tuples with special placeholders. For instance, given the input sequence “deep learning is a subfield of machine learning”, the output sequence will be “⟨arg1⟩ deep learning ⟨/arg1⟩ ⟨rel⟩ ⟨arg2⟩ machine learning”. The output sequence can be nested, and the output sequence is the tuples with special placeholders.

---

1https://github.com/allenai/openie-standalone
2https://github.com/dair-iitd/OpenIE-standalone
learning \langle/arg2\rangle”. We obtain the input and output sequence pairs from highly confident tuples bootstrapped from a state-of-the-art Open IE system. Experiment results on a large benchmark dataset illustrate that the neural Open IE approach is significantly better than others in precision and recall, while also reducing the dependencies on other NLP tools.

The contributions of this paper are three-fold. First, the encoder-decoder framework learns the sequence-to-sequence task directly, bypassing other hand-crafted patterns and alleviating error propagation. Second, a large number of high-quality training examples can be bootstrapped from state-of-the-art Open IE systems, which is released for future research. Third, we conduct comprehensive experiments on a large benchmark dataset to compare different Open IE systems to show the neural approach’s promising potential.

2 Methodology

2.1 Problem Definition

Let \((X, Y)\) be a sentence and tuples pair, where \(X = (x_1, x_2, ..., x_m)\) is the word sequence and \(Y = (y_1, y_2, ..., y_n)\) is the tuple sequence extracted from \(X\). The conditional probability of \(P(Y|X)\) can be decomposed as:

\[
P(Y|X) = P(Y|x_1, x_2, ..., x_m) = \prod_{i=1}^{n} p(y_i|y_1, y_2, ..., y_{i-1}; x_1, x_2, ..., x_m)
\]  

(1)

In this work, we only consider the binary extractions from sentences, leaving n-ary extractions and nested extractions for future research. In addition, we ensure that both the argument and relation phrases are sub-spans of the input sequence. Therefore, the output vocabulary equals the input vocabulary plus the placeholder symbols.

2.2 Encoder-Decoder Model Architecture

The encoder-decoder framework takes a variable length input sequence to a compressed representation vector that is used by the decoder to generate the output sequence. In this work, both the encoder and decoder are implemented using Recurrent Neural Networks (RNN) and the model architecture is shown in Figure 1.

The encoder uses a 3-layer stacked Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) network to covert the input sequence \(X = (x_1, x_2, ..., x_m)\) into a set of hidden representations \(h = (h_1, h_2, ..., h_m)\), where each hidden state is obtained iteratively as follows:

\[
h_t = \text{LSTM}(x_t, h_{t-1})
\]  

(2)

The decoder also uses a 3-layer LSTM network to accept the encoder’s output and generate a variable-length sequence \(Y\) as follows:

\[
s_t = \text{LSTM}(y_{t-1}, s_{t-1}, c)\]

\[
p(y_t) = \text{softmax}(y_t, s_t, c)
\]  

(3)

where \(s_t\) is the hidden state of the decoder LSTM at time \(t\), \(c\) is the context vector that is introduced later. We use the softmax layer to calculate the output probability of \(y_t\) and select the word with the largest probability.

An attention mechanism is vital for the encoder-decoder framework, especially for our neural
Open IE system. Both the arguments and relations are sub-spans that correspond to the input sequence. We leverage the attention method proposed by Bahdanau et al. to calculate the context vector \( c \) as follows:

\[
c_i = \sum_{j=1}^{n} \alpha_{ij} h_j
\]

\[
\alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{k=1}^{n} \exp(e_{ik})}
\]

\[
e_{ij} = a(s_{i-1}, h_j)
\]

where \( a \) is an alignment model that scores how well the inputs around position \( j \) and the output at position \( i \) match, which is measured by the encoder hidden state \( h_j \) and the decoder hidden state \( s_{i-1} \). The encoder and decoder are jointly optimized to maximize the log probability of the output sequence conditioned on the input sequence.

### 2.3 Copying Mechanism

Since most encoder-decoder methods maintain a fixed vocabulary of frequent words and convert a large number of long-tail words into a special symbol “(unk)”, the copying mechanism (Gu et al., 2016; Gulcehre et al., 2016; See et al., 2017; Meng et al., 2017) is designed to copy words from the input sequence to the output sequence, thus enlarging the vocabulary and reducing the proportion of generated unknown words. For the neural Open IE task, the copying mechanism is more important because the output vocabulary is directly from the input vocabulary except for the placeholder symbols. We simplify the copying method in (See et al., 2017), the probability of generating the word \( y_t \) comes from two parts as follows:

\[
p(y_t) = \begin{cases} p(y_t|y_1, y_2, \ldots, y_{t-1}; X) & \text{if } y_t \in V \\ \sum_{i:x_i=y_t} a^t_i & \text{otherwise} \end{cases}
\]

where \( V \) is the target vocabulary. We combine the sequence-to-sequence generation and attention-based copying together to derive the final output.

### 3 Experiments

#### 3.1 Data

For the training data, we used Wikipedia dump 20180101\(^3\) and extracted all the sentences that are 40 words or less. OPENIE4 is used to analyze the sentences and extract all the tuples with binary relations. To further obtain high-quality tuples, we only kept the tuples whose confidence score is at least 0.9. Finally, there are a total of 36,247,584 \( \langle \text{sentence}, \text{tuple} \rangle \) pairs extracted. The training data is released for public use at [https://1drv.ms/u/s!ApPZx_TWwibImHl49ZBwxOU0ktHv](https://1drv.ms/u/s!ApPZx_TWwibImHl49ZBwxOU0ktHv).

For the test data, we used a large benchmark dataset (Stanovsky and Dagan, 2016) that contains 3,200 sentences with 10,359 extractions\(^4\). We compared with several state-of-the-art baselines including OLLIE, ClausIE, Stanford OPENIE, PropS and OPENIE4. The evaluation metrics are precision and recall.

#### 3.2 Parameter Settings

We implemented the neural Open IE model using OpenNMT (Klein et al., 2017), which is an open source encoder-decoder framework. We used 4 M60 GPUs for parallel training, which takes 3 days. The encoder is a 3-layer bidirectional LSTM and the decoder is another 3-layer LSTM. Our model has 256-dimensional hidden states and 256-dimensional word embeddings. A vocabulary of 50k words is used for both the source and target sides. We optimized the model with SGD and the initial learning rate is set to 1. We trained the model for 40 epochs and started learning rate decay from the 11\(^{th} \) epoch with a decay rate 0.7. The dropout rate is set to 0.3. We split the data into 20 partitions and used data sampling in OpenNMT to train the model. This reduces the length of the epochs for more frequent learning rate updates and validation perplexity computation.

#### 3.3 Results

We used the script in (Stanovsky and Dagan, 2016)\(^5\) to evaluate the precision and recall of different baseline systems as well as the neural Open IE system. The precision-recall curve is shown in Figure 2. It is observed that the neural Open IE system performs best among all tested systems. Furthermore, we also calculated the Area under Precision-Recall Curve (AUC) for each system. The neural Open IE system with top-5 outputs achieves the best AUC score 0.473, which is significantly better than other systems. Although the

---

\( ^3\)https://dumps.wikimedia.org/enwiki/20180101/

\( ^4\)https://github.com/gabrielStanovsky/oie-benchmark

\( ^5\)The absolute scores are different from the original paper because the authors changed the matching function in their GitHub Repo, but did not change the relative performance.
neural Open IE is learned from the bootstrapped outputs of OpenIE4’s extractions, only 11.4% of the extractions from neural Open IE agree with the OpenIE4’s extractions, while the AUC score is even better than OpenIE4’s result. We believe this is because the neural approach learns arguments and relations across a large number of highly confident training instances. This also indicates that the generalization capability of the neural approach is better than previous methods. We observed many cases in which the neural Open IE is able to correctly identify the boundary of arguments but OpenIE4 cannot, for instance:

Input | Instead, much of numerical analysis is concerned with obtaining approximate solutions while maintaining reasonable bounds on errors.

Gold | much of numerical analysis ||| concerned ||| with obtaining approximate solutions while maintaining reasonable bounds on errors

OpenIE4 | much of numerical analysis ||| is concerned with ||| obtaining approximate solutions

Neural Open IE | much of numerical analysis ||| is concerned with ||| obtaining approximate solutions while maintaining reasonable bounds on errors

This case illustrates that the neural approach reduces the limitation of hand-crafted patterns from other NLP tools. Therefore, it reduces the error propagation effect and performs better than other systems especially for long sentences.

We also investigated the computational cost of different systems. For the baseline systems, we obtained the Open IE extractions using a Xeon 2.4 GHz CPU. For the neural Open IE, we evaluated performance based on an M60 GPU. The running time was calculated by extracting Open IE tuples from the test dataset that contains a total of 3,200 sentences. The results are shown in Table 1. Among the aforementioned conventional systems, Ollie is the most efficient approach which takes around 160s to finish the extraction. By using GPU, the neural approach takes 172s to extract the tuples from the test data, which is comparable with conventional approaches. As the neural approach does not depend on other NLP tools, we can further optimize the computational cost in future research efforts.

<table>
<thead>
<tr>
<th>System</th>
<th>Device</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stanford</td>
<td>CPU</td>
<td>234s</td>
</tr>
<tr>
<td>Ollie</td>
<td>CPU</td>
<td>160s</td>
</tr>
<tr>
<td>ClausIE</td>
<td>CPU</td>
<td>960s</td>
</tr>
<tr>
<td>PropS</td>
<td>CPU</td>
<td>432s</td>
</tr>
<tr>
<td>OpenIE4</td>
<td>CPU</td>
<td>181s</td>
</tr>
<tr>
<td>Neural Open IE</td>
<td>GPU</td>
<td>172s</td>
</tr>
</tbody>
</table>

Table 1: Running time of different systems

4 Related Work

The development of Open IE systems has witnessed rapid growth during the past decade (Mausam, 2016). The Open IE system was introduced by TextRunner (Banko et al., 2007) as the first generation. It casts the argument and relation extraction task as a sequential labeling problem. The system is highly scalable and extracts facts from large scale web content. ReVerb (Fader et al., 2011) improved over TextRunner with syntactic and lexical constraints on binary relations expressed by verbs, which more than doubles the area under the
precision-recall curve. Following these efforts, the second generation known as R2A2 (Etzioni et al., 2011) was developed based on REVERB and an argument identifier, ARGLEARNER, to better extract the arguments for the relation phrases. The first and second generation Open IE systems extract only relations that are mediated by verbs and ignore contexts. To alleviate these limitations, the third generation OLLIE (Mausam et al., 2012) was developed, which achieves better performance by extracting relations mediated by nouns, adjectives, and more. In addition, contextual information is also leveraged to improve the precision of extractions. All the three generations only consider binary extractions from the text, while binary extractions are not always enough for their semantics representations. Therefore, SRLIE (Christensen et al., 2010) was developed to include an attribute context with a tuple when it is available. OPENIE4 was built on SRLIE with a rule-based extraction system RELNOUN (Pal and Mausam, 2016) for extracting noun-mediated relations. Recently, OPENIE5 improved upon extractions from numerical sentences (Saha et al., 2017) and broke conjunctions in arguments to generate multiple extractions. During this period, there were also some other Open IE systems emerged and successfully applied in different scenarios, such as ClausIE (Del Corro and Gemulla, 2013) Stanford OPENIE (Angeli et al., 2015), PropS (Stanovsky et al., 2016), and more.

The encoder-decoder framework was introduced by Cho et al. and Sutskever et al., where a multi-layered LSTM/GRU is used to map the input sequence to a vector of a fixed dimensionality, and then another deep LSTM/GRU to decode the target sequence from the vector. Bahdanau et al. and Luong et al. further improved the encoder-decoder framework by integrating an attention mechanism so that the model can automatically find parts of a source sentence that are relevant to predicting a target word. To improve the parallelization of model training, convolutional sequence-to-sequence (ConvS2S) framework (Gehring et al., 2016, 2017) was proposed to fully parallelize the training since the number of non-linearities is fixed and independent of the input length. Recently, the transformer framework (Vaswani et al., 2017) further improved over the vanilla S2S model and ConvS2S in both accuracy and training time.

In this paper, we use the LSTM-based S2S approach to obtain binary extractions for the Open IE task. To the best of our knowledge, this is the first time that the Open IE task is addressed using an end-to-end neural approach, bypassing the hand-crafted patterns and alleviating error propagation.

5 Conclusion and Future Work
We proposed a neural Open IE approach using an encoder-decoder framework. The neural Open IE model is trained with highly confident binary extractions bootstrapped from a state-of-the-art Open IE system, therefore it can generate high-quality tuples without any hand-crafted patterns from other NLP tools. Experiments show that our approach achieves very promising results on a large benchmark dataset.

For future research, we will further investigate how to generate more complex tuples such as n-ary extractions and nested extractions with the neural approach. Moreover, other frameworks such as convolutional sequence-to-sequence and transformer models could apply to achieve better performance.

Acknowledgments
We are grateful to the anonymous reviewers for their insightful comments and suggestions.

References


Document Embedding Enhanced Event Detection with Hierarchical and Supervised Attention

Yue Zhao, Xiaolong Jin, Yuanzhuo Wang, Xueqi Cheng

CAS Key Laboratory of Network Data Science and Technology,
Institute of Computing Technology, Chinese Academy of Science (CAS);
School of Computer and Control Engineering, The University of CAS
zhaoyue@software.ict.ac.cn;
{jinxiaolong, wangyuanzhuo, cxq}@ict.ac.cn

Abstract

Document-level information is very important for event detection even at sentence level. In this paper, we propose a novel Document Embedding Enhanced Bi-RNN model, called DEEB-RNN, to detect events in sentences. This model first learns event detection oriented embeddings of documents through a hierarchical and supervised attention based RNN, which pays word-level attention to event triggers and sentence-level attention to those sentences containing events. It then uses the learned document embedding to enhance another bidirectional RNN model to identify event triggers and their types in sentences. Through experiments on the ACE-2005 dataset, we demonstrate the effectiveness and merits of the proposed DEEB-RNN model via comparison with state-of-the-art methods.

1 Introduction

Event Detection (ED) is an important subtask of event extraction. It extracts event triggers from individual sentences and further identifies the type of the corresponding events. For instance, according to the ACE-2005 annotation guideline, in the sentence “Jane and John are married”, an ED system should be able to identify the word “married” as a trigger of the event “Marry”. However, it may be difficult to identify events from isolated sentences, because the same event trigger might represent different event types in different contexts.

Existing ED methods can mainly be categorized into two classes, namely, feature-based methods (e.g., Mcclosky et al., 2011; Hong et al., 2011; Li et al., 2014)) and representation-based methods (e.g., Nguyen and Grishman, 2015; Chen et al., 2015; Liu et al., 2016a; Chen et al., 2017)). The former mainly rely on a set of hand-designed features, while the latter employ distributed representation to capture meaningful semantic information. In general, most of these existing methods mainly exploit sentence-level contextual information. However, document-level information is also important for ED, because the sentences in the same document, although they may contain different types of events, are often correlated with respect to the theme of the document. For example, there are the following sentences in ACE-2005:

... I knew it was time to leave. Isn’t that a great argument for term limits? ...

If we only examine the first sentence, it is hard to determine whether the trigger “leave” indicates a “Transport” event meaning that he wants to leave the current place, or an “End-Position” event indicating that he will stop working for his current organization. However, if we can capture the contextual information of this sentence, it is more confident for us to label “leave” as the trigger of an “End-Position” event. Upon such observation, there have been some feature-based studies (Ji and Grishman, 2008; Liao and Grishman, 2010; Huang and Riloff, 2012) that construct rules to capture document-level information for improving sentence-level ED. However, they suffer from two major limitations. First, the features used therein often need to be manually designed and may involve error propagation due to natural language processing; Second, they discover inter-event information at document level by constructing inference rules, which is time-consuming and is hard to make the rule set as complete as possible. Besides, a representation-based study has been presented in (Duan et al., 2017), which employs the PV-DM model to train document embeddings and further uses it in a RNN-based event classifier. However, as being limited by the unsupervised training
In this paper, we propose a novel Document Embedding Enhanced Bi-RNN model, called DEEB-RNN, for ED at sentence level. This model first learns ED oriented embeddings of documents through a hierarchical and supervised attention based bidirectional RNN, which pays word-level attention to event triggers and sentence-level attention to those sentences containing events. It then uses the learned document embeddings to facilitate another bidirectional RNN model to identify event triggers and their types in individual sentences. This learning process is guided by a general loss function where the loss corresponding to attention at both word and sentence levels and that of event type identification are integrated.

2 The Proposed Model

We formalize ED as a multi-class classification problem. Given a sentence, we treat every word in it as a trigger candidate, and classify each candidate to a certain event type. In the ACE-2005 dataset, there are 8 event types, further being divided into 33 subtypes, and a “Not Applicable (NA)” type. Without loss of generality, in this paper we regard the 33 subtypes as 33 event types.

Figure 1 presents the schematic diagram of the proposed DEEB-RNN model, which contains two main modules:

1. The ED Oriented Document Embedding Learning (EDODEL) module, which learns the distributed representations of documents from both word and sentence levels via the well-designed hierarchical and supervised attention mechanism.

2. The Document-level Enhanced Event Detector (DEED) module, which tags each trigger candidate with an event type based on the learned embedding of documents.

2.1 The EDODEL Module

To learn the ED oriented embedding of a document, we apply the hierarchical and supervised attention network presented in Figure 1, which consists of a word-level Bi-GRU (Schuster and Paliwal, 2002) encoder with attention on event triggers.
Joy Fenter was indicted by the grand jury.
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(a)

\[
\begin{array}{cccccc}
S_1 & S_2 & S_3 & \cdots & S_{L-2} & S_L \\
1 & 0 & 1 & \cdots & 0 & 0 & 1
\end{array}
\]

(b)

Figure 2: Examples of the gold word- and sentence-level attention without normalization. (a) Word-level attention. “Indicted” is a candidate trigger; (b) Sentence-level attention. The sentences in purple contain trigger words.

and a sentence-level Bi-GRU encoder with attention on sentences with events. Given a document with \( L \) sentences, DEEB-RNN learns its embedding for detecting events in all sentences. 

**Word-level embeddings** Given a sentence \( s_i \) \( (i = 1, 2, ..., L) \) consisting of words \( \{w_{it} | t = 1, 2, ..., T\} \). For each word \( w_{it} \), we first concatenate its embedding \( e_{it} \) and its entity type embedding\(^1\) \( e_{j it} \) (Nguyen and Grishman, 2015) as the input \( g_{it} \) of a Bi-GRU and thus obtain the bidirectional hidden state \( h_{it} \):

\[
h_{it} = [\text{GRU}_w(g_{it}), \text{GRU}_r(g_{it})].
\]

We then feed \( h_{it} \) to a perceptron with no bias to get \( u_{it} = \text{tanh}(W_e h_{it}) \) as a hidden representation of \( h_{it} \) and also obtain an attention weight \( \alpha_{it} = u_{it}^T c_w \), which should be normalized through a softmax function. Here, similar to that in (Yang et al., 2016), \( c_w \) is a vector representing the word-level context of \( w_{it} \), which is initialized at random. Finally, the embedding of the sentence \( s_i \) can be obtained by summing up \( h_{it} \) with their weights:

\[
s_i = \sum_{t=1}^{T} \alpha_{it} h_{it}.
\]

To pay more attention to trigger words than other words, we construct the **gold word-level attention signals** \( \alpha^* \) for the sentence \( s_i \), as illustrated in Figure 2a. We can then take the square error as the general loss of the attention at word level to supervise the learning process:

\[
E_w(\alpha^*, \alpha) = \sum_{i=1}^{L} \sum_{t=1}^{T} (\alpha_{it}^* - \alpha_{it})^2.
\]

\(^1\)The words in the ACE-2005 dataset are annotated with their entity types (annotated as “NA” if they are not an entity).

**Sentence-level embeddings** Given the sentence embeddings \( \{s_i | i = 1, 2, ..., L\} \), we first get the hidden state \( q_i \) via a Bi-GRU:

\[
q_i = [\text{GRU}_s(s_i), \text{GRU}_r(s_i)].
\]

We also think that the sentences containing event should obtain more attention than other ones. Therefore, similar to the case at word level, we construct the **gold sentence-level attention signals** \( \beta^* \) for the document \( d \), as illustrated in Figure 2b, and further take the square error as the general loss of the attention at sentence level to supervise the learning process:

\[
E_s(\beta^*, \beta) = \sum_{i=1}^{L} (\beta_{i}^* - \beta_i)^2.
\]

### 2.2 The DEED Module

We employ another Bi-GRU encoder and a softmax output layer to model the ED task, which can handle event triggers with multiple words. Specifically, given a sentence \( s_j \) \( (j = 1, 2, ..., L) \) in document \( d \), for each of its word \( w_{jt} \) \( (t = 1, 2, ..., T) \), we concatenate its word embedding \( w_{jt} \) and entity type embedding \( e_{jt} \) with the corresponding document embedding \( d \) as the input \( r_{jt} \) of the Bi-GRU and thus obtain the hidden state \( f_{jt} \):

\[
f_{jt} = [\text{GRU}_w(r_{jt}), \text{GRU}_e(r_{jt})].
\]

Finally, we get the probability vector \( o_{jt} \) with \( K \) dimensions through a softmax layer for \( w_{jt} \), where the \( k \)-th element, \( o_{(k)jt} \), of \( o_{jt} \) indicates the probability of classifying \( w_{jt} \) to the \( k \)-th event type. The loss function, \( J(y, o) \), can thus be defined in terms of the cross-entropy error of the real event type \( y_{jt} \) and the predicted probability \( o_{(k)jt} \) as follows:

\[
J(y, o) = -\sum_{j=1}^{L} \sum_{t=1}^{T} \sum_{k=1}^{K} I(y_{jt} = k) \log o_{(k)jt},
\]

where \( I(\cdot) \) is the indicator function.
2.3 Joint Training of the DEEB-RNN model

In the DEEB-RNN model, the above two modules are jointly trained. For this purpose, we define the joint loss function in the training process upon the losses specified for different modules as follows:

\[
\mathcal{J}(\theta) = \sum_{\forall d \in \phi} (J(y, \alpha) + \lambda E_w(\alpha^*, \alpha) + \mu E_s(\beta^*, \beta)),
\]

where \( \theta \) denotes, as a whole, the parameters used in DEEB-RNN, \( \phi \) is the training document set, and \( \lambda \) and \( \mu \) are hyper-parameters for striking a balance among \( J(y, \alpha) \), \( E_w(\alpha^*, \alpha) \) and \( E_s(\beta^*, \beta) \).

3 Experiments

3.1 Datasets and Settings

We validate the proposed model through comparison with state-of-the-art methods on the ACE-2005 dataset. In the experiments, the validation set has 30 documents from different genres, the test set has 40 documents and the training set contains the remaining 529 documents. All the data preprocessing and evaluation criteria follow those in (Ghaeini et al., 2016).

Hyper-parameters are tuned on the validation set. We set the dimension of the hidden layers corresponding to GRU\(_w\), GRU\(_s\), and GRU\(_c\) to 300, 200, and 300, respectively, the output size of \( W_w \) and \( W_s \) to 600 and 400, respectively, the dimension of entity type embeddings to 50, the batch size to 25, the dropout rate to 0.5. In addition, we utilize the pre-trained word embeddings with 300 dimensions from (Mikolov et al., 2013) for initialization. For entity types, their embeddings are randomly initialized. We train the model using Stochastic Gradient Descent (SGD) over shuffled mini-batches and using dropout (Krizhevsky et al., 2012) for regularization.

3.2 Baseline Models

In order to validate the proposed DEEB-RNN model through experimental comparison, we choose the following typical models as the baselines.

**Sentence-level** is a feature-based model proposed in (Hong et al., 2011), which regards entity-type consistency as a key feature to predict event mentions.

**Joint Local** is a feature-based model developed in (Li et al., 2013), which incorporates such features that explicitly capture the dependency among multiple triggers and arguments.

<table>
<thead>
<tr>
<th>Methods</th>
<th>( \lambda )</th>
<th>( \mu )</th>
<th>( P )</th>
<th>( R )</th>
<th>( F_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-GRU</td>
<td>-</td>
<td>-</td>
<td>66.2</td>
<td>72.3</td>
<td>69.1</td>
</tr>
<tr>
<td>DEEB-RNN</td>
<td>0</td>
<td>0</td>
<td>69.3</td>
<td>75.2</td>
<td>72.1</td>
</tr>
<tr>
<td>DEEB-RNN1</td>
<td>1</td>
<td>0</td>
<td>70.9</td>
<td>76.7</td>
<td>73.7</td>
</tr>
<tr>
<td>DEEB-RNN2</td>
<td>0</td>
<td>1</td>
<td>72.3</td>
<td>74.5</td>
<td>73.4</td>
</tr>
<tr>
<td>DEEB-RNN3</td>
<td>1</td>
<td>1</td>
<td>72.3</td>
<td>75.8</td>
<td>74.0</td>
</tr>
</tbody>
</table>

Table 1: Experimental results with different attention strategies.

**JRNN** is a representation-based model proposed in (Nguyen et al., 2016), which exploits the inter-dependency between event triggers and argument roles via discrete structures.

**Skip-CNN** is a representation-based model presented in (Nguyen and Grishman, 2016), which proposes a novel convolution to exploit non-consecutive k-grams for event detection.

**ANN-S2** is a representation-based model developed in (Liu et al., 2017), which explicitly exploits argument information for event detection via supervised attention mechanisms.

**Cross-event** is a feature-based model proposed in (Liao and Grishman, 2010), which learns relations among event types from training corpus and futher helps predict the occurrence of events.

**PSL** is a feature-based model developed in (Liu et al., 2016b), which encodes global information such as event-event association in the form of logic using the probabilistic soft logic model.

**DLRNN** is a representation-based model proposed in (Duan et al., 2017), which automatically extracts cross-sentence clues to improve sentence-level event detection.

3.3 Impacts of Different Attention Strategies

In this section, we conduct experiments on the ACE-2005 dataset to demonstrate the effectiveness of different attention strategies.

**Bi-GRU** is the basic ED model, which does not employ document-level embeddings.

**DEEB-RNN** uses the document embeddings and computes attentions without supervision, in which hyper-parameters \( \lambda \) and \( \mu \) are set to 0.

**DEEB-RNN1/2/3** means they uses the gold attention signals as supervision information. Specifically, DEEB-RNN1 uses only the gold word-level attention signal (\( \lambda = 1 \) and \( \mu = 0 \), DEEB-RNN2 uses only the gold sentence-level attention signal (\( \lambda = 0 \) and \( \mu = 1 \), whilst DEEB-RNN3 employs the gold attention signals at both word and sen-
Table 2: Comparison between different methods. † indicates that the corresponding ED method uses information at both sentence and document levels.

ten levels ($\lambda = 1$ and $\mu = 1$).

Table 1 compares these methods, where we can observe that the methods with document embeddings (i.e., the last four) significantly outperform the pure Bi-GRU method, which suggests that document-level information is very beneficial for ED. An interesting phenomenon is that, as compared to DEEB-RNN, DEEB-RNN2 changes the precision-recall balance. This is because of the following reasons. On one hand, as compared to DEEB-RNN, DEEB-RNN2 uses the gold sentence-level attention signal, indicating that it pays special attention to the sentences containing events with event triggers. In this way, the Bi-RNN model for learning document embeddings will filter out the sentences containing events but without explicit event triggers. That means the events detected by DEEB-RNN2 are basically the ones with explicit event triggers. Therefore, as compared to DEEB-RNN, the precision of DEEB-RNN2 is improved; On the other hand, the above strategy may result in less learning of words, which are event triggers but do not appear in the training dataset. Therefore, those sentences with such event triggers cannot be detected. The recall of DEEB-RNN2 is thus lowered, as compared to DEEB-RNN. Moreover, DEEB-RNN3 shows the best performance, indicating that the gold attention signals at both word and sentence levels are useful for ED.

3.4 Performance Comparison

Table 2 presents the overall performance of all methods on ACE-2005. We can see that different versions of DEEB-RNN consistently out-

perform the existing state-of-the-art methods in terms of both recall and F1-measure, while their precision is comparable to that of others. The better performance of DEEB-RNN can be explained by the following reasons: (1) Compared with feature-based methods, including Sentence-level, Joint Local, and representation-based methods, including JRNN, Skip-CNN and ANN-S2, our method exploits document-level information (i.e., the ED oriented document embeddings) from both word and sentence levels in a document by the supervised attention mechanism, which enhance the ability of identifying trigger words; (2) Compared with feature-based methods using document-level information, such as Cross-event, PSL, our method can automatically capture event types in documents via a end-to-end Bi-RNN based model without manually designed rules; (3) Compared with representation-based methods using document-level information, such as DLRNN, our method can learn event detection oriented embeddings of documents through the hierarchical and supervised attention based Bi-RNN network.

4 Conclusions and Future Work

In this study, we proposed a hierarchical and supervised attention based and document embedding enhanced Bi-RNN method, called DEEB-RNN, for event detection. We explored different strategies to construct gold word- and sentence-level attentions to focus on event information. Experiments on the ACE-2005 dataset demonstrate that DEEB-RNN achieves better performance as compared to the state-of-the-art methods in terms of both recall and F1-measure. In this paper, we can strike a balance between sentence and document embeddings by adjusting their dimensions. In the future, we may improve the DEEB-RNN model to automatically determine the weights of sentence and document embeddings.
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Abstract

We propose a method that can leverage unlabeled data to learn a matching model for response selection in retrieval-based chatbots. The method employs a sequence-to-sequence architecture (Seq2Seq) model as a weak annotator to judge the matching degree of unlabeled pairs, and then performs learning with both the weak signals and the unlabeled data. Experimental results on two public data sets indicate that matching models get significant improvements when they are learned with the proposed method.

1 Introduction

Recently, more and more attention from both academia and industry is paying to building non-task-oriented chatbots that can naturally converse with humans on any open domain topics. Existing approaches can be categorized into generation-based methods (Shang et al., 2015; Vinyals and Le, 2015; Serban et al., 2016; Sordoni et al., 2015; Xing et al., 2017; Serban et al., 2017; Xing et al., 2018) which synthesize a response with natural language generation techniques, and retrieval-based methods (Hu et al., 2014; Lowe et al., 2015; Yan et al., 2016; Zhou et al., 2016; Wu et al., 2017) which select a response from a pre-built index. In this work, we study response selection for retrieval-based chatbots, not only because retrieval-based methods can return fluent and informative responses, but also because they have been successfully applied to many real products such as the social-bot XiaoIce from Microsoft (Shum et al., 2018) and the E-commerce assistant AliMe Assist from Alibaba Group (Li et al., 2017).

A key step to response selection is measuring the matching degree between a response candidate and an input which is either a single message (Hu et al., 2014) or a conversational context consisting of multiple utterances (Wu et al., 2017). While existing research focuses on how to define a matching model with neural networks, little attention has been paid to how to learn such a model when few labeled data are available. In practice, because human labeling is expensive and exhausting, one cannot have large scale labeled data for model training. Thus, a common practice is to transform the matching problem to a classification problem with human responses as positive examples and randomly sampled ones as negative examples. This strategy, however, oversimplifies the learning problem, as most of the randomly sampled responses are either far from the semantics of the messages or the contexts, or they are false negatives which pollute the training data as noise. As a result, there often exists a significant gap between the performance of a model in training and the same model in practice (Wang et al., 2015; Wu et al., 2017).

We propose a new method that can effectively leverage unlabeled data for learning matching models. To simulate the real scenario of a retrieval-based chatbot, we construct an unlabeled data set by retrieving response candidates from an index. Then, we employ a weak annotator to provide matching signals for the unlabeled input-response pairs, and leverage the signals to supervise the learning of matching models. The weak annotator is pre-trained from large scale human-human conversations without any annotations, and thus a Seq2Seq model becomes a natural choice. Our approach is compatible with any matching models, and falls in a teacher-student framework
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1The model performs well on randomly sampled data, but badly on human labeled data.
(Hinton et al., 2015) where the Seq2Seq model transfers the knowledge from human-human conversations to the learning process of the matching models. Broadly speaking, both of (Hinton et al., 2015) and our work let a neural network supervise the learning of another network. An advantage of our method is that it turns the hard zero-one labels in the existing learning paradigm to soft (weak) matching scores. Hence, the model can learn a large margin between a true response with a true negative example, and the semantic distance between a true response and a false negative example is short. Furthermore, due to the simulation of real scenario, harder examples can been seen in the training phase that makes the model more robust in the testing.

We conduct experiments on two public data sets, and experimental results on both data sets indicate that models learned with our method can significantly outperform their counterparts learned with the random sampling strategy.

Our contributions include: (1) proposal of a new method that can leverage unlabeled data to learn matching models for retrieval-based chatbots; and (2) empirical verification of the effectiveness of the method on public data sets.

2 Approach

2.1 The Existing Learning Approach

Given a data set \(D = \{(x_i, (y_{i,1}, \ldots, y_{i,n}))\}_{i=1}^N\) with \(x_i\) a message or a conversational context and \(y_{i,j}\) a response candidate of \(x_i\), we aim to learn a matching model \(M(\cdot, \cdot)\) from \(D\). Thus, for any new pair \((x, y)\), \(M(x, y)\) measures the matching degree between \(x\) and \(y\).

To obtain a matching model, one has to deal with two problems: (1) how to define \(M(\cdot, \cdot)\); and (2) how to perform learning. Existing work focuses on Problem (1) where state-of-the-art methods include dual LSTM (Lowe et al., 2015), MultiView LSTM (Zhou et al., 2016), CNN (Yan et al., 2016), and Sequential Matching Network (Wu et al., 2017), but adopts a simple strategy for Problem (2): \(\forall x_i\), a human response is designated as \(y_{i,1}\) with a label 1, and some randomly sampled responses are treated as \((y_{i,2}, \ldots, y_{i,n})\) with labels 0. \(M(\cdot, \cdot)\) is then learned by maximizing the following objective:

\[
\sum_{i=1}^N \sum_{j=1}^n [r_{i,j} \log(M(x_i, y_{i,j})) + (1 - r_{i,j}) \log(1 - M(x_i, y_{i,j}))],
\]

where \(r_{i,j} \in \{0, 1\}\) is a label. While matching accuracy can be improved by carefully designing \(M(\cdot, \cdot)\) (Wu et al., 2017), the bottleneck becomes the learning approach which suffers obvious problems: most of the randomly sampled \(y_{i,j}\) are semantically far from \(x_i\) which may cause an undesired decision boundary at the end of optimization; some \(y_{i,j}\) are false negatives. As hard zero-one labels are adopted in Equation (1), these false negatives may mislead the learning algorithm. The problems remind us that besides good architectures of matching models, we also need a good approach to learn such models from data.

2.2 A New Learning Method

As human labeling is infeasible when training complicated neural networks, we propose a new method that can leverage unlabeled data to learn a matching model. Specifically, instead of random sampling, we construct \(D\) by retrieving \((y_{i,2}, \ldots, y_{i,n})\) from an index \((y_{i,1}\) is the human response of \(x_i)\). By this means, some \(y_{i,j}\) are true positives, and some are negatives but semantically close to \(x_i\). After that, we employ a weak annotator \(G(\cdot, \cdot)\) to indicate the matching degree of every \((x_i, y_{i,j})\) in \(D\) as weak supervision signals. Let \(s_{ij} = G(x_i, y_{i,j})\), then the learning approach can be formulated as:

\[
\arg\min_{M(\cdot, \cdot)} \sum_{i=1}^N \sum_{j=1}^n \max(0, M(x_i, y_{i,j}) - M(x_i, y_{i,1}) + s_{ij}),
\]

(2)

where \(s_{ij}\) is a normalized weak signal defined as \(\max(0, \frac{s_{ij}}{s_{i,1}^*} - 1)\). The normalization here eliminates bias from different \(x_i\).

Objective (2) encourages a large margin between the matching of an input and its human response and the matching of the input and a negative response judged by \(G(\cdot, \cdot)\) (as will be seen later, \(\frac{s_{ij}}{s_{i,1}^*} > 1\)). The learning approach simulates how we build a matching model in a retrieval-based chatbot: given \(\{x_i\}\), some response candidates are first retrieved from an index. Then human annotators are hired to judge the matching degree of each pair. Finally, both the data and the human labels are fed to an optimization program for model training. Here, we replace the expensive human labels with cheap judgment from \(G(\cdot, \cdot)\).

We define \(G(\cdot, \cdot)\) as a sequence-to-sequence architecture (Vinyals and Le, 2015) with an attention mechanism (Bahdanau et al., 2015), and pre-train it with large amounts of human-human conversa-
tion data. The Seq2Seq model can capture the semantic correspondence between an input and a response, and then transfer the knowledge to the learning of a matching model in the optimization of (2). $s_{i,j}$ is then defined as the likelihood of generating $y_{i,j}$ from $x_i$:

$$s_{i,j} = \sum_k \log[p(w_{y_{i,j,k}},|x_i, w_{y_{i,j},i<k})], \quad (3)$$

where $w_{y_{i,j,k}}$ is the $k$-th word of $y_{i,j}$ and $w_{y_{i,j},i<k}$ is the word sequence before $w_{y_{i,j,k}}$.

Since negative examples are retrieved by a search engine, the oversimplification problem of the negative sampling approach can be partially mitigated. We leverage a weak annotator to assign a score for each example to distinguish false negative examples and true negative examples. Equation (2) turns the hard zero-one labels in Equation (1) to soft matching degrees, and thus our method encourages the model to be more confident to classify a response with a high $s_{i,j}$ score as a negative one. In this way, we can avoid false negative examples and true negative examples are treated equally during training, and update the model toward a correct direction.

It is noteworthy that although our approach also involves an interaction between a generator and a discriminator, it is different from the GANs (Goodfellow et al., 2014) in principle. GANs try to learn a better generator via an adversarial process, while our approach aims to improve the discriminator with supervision from the generator, which also differentiates it from the recent work on transferring knowledge from a discriminator to a generative visual dialog model (Lu et al., 2017). Our approach is also different from those semi-supervised approaches in the teacher-student framework (Dehghani et al., 2017a,b), as there are no labeled data in learning.

3 Experiment

We conduct experiments on two public data sets: STC data set (Wang et al., 2013) for single-turn response selection and Douban Conversation Corpus (Wu et al., 2017) for multi-turn response selection. Note that we do not test the proposed approach on Ubuntu Corpus (Lowe et al., 2015), because both training and test data in the corpus are constructed by random sampling.

3.1 Implementation Details

We implement our approach with TensorFlow. In both experiments, the same Seq2Seq model is exploited which is trained with 3.3 million input-response pairs extracted from the training set of the Douban data. Each input is a concatenation of consecutive utterances in a context, and the response is the next turn ($\{u_{<i}\}$, $u_i$). We set the vocabulary size as 30,000, the hidden vector size as 1024, and the embedding size as 620. Optimization is conducted with stochastic gradient descent (Bottou, 2010), and is terminated when perplexity on a validation set (170k pairs) does not decrease in 3 consecutive epochs. In optimization of Objective (2), we initialize $M(\cdot, \cdot)$ with a model trained under Objective (1) with the (random) negative sampling strategy, and fix word embeddings throughout training. This can stabilize the learning process. The learning rate is fixed as 0.1.

3.2 Single-turn Response Selection

Experiment settings: in the STC (stands for Short Text Conversation) data set, the task is to select a proper response for a post in Weibo\(^2\). The training set contains 4.8 million post-response (true response) pairs. The test set consists of 422 posts with each one associated with around 30 responses labeled by human annotators in “good” and “bad”. In total, there are 12,402 labeled pairs in the test data. Following (Wang et al., 2013, 2015), we combine the score from a matching model with TF-IDF based cosine similarity using RankSVM whose parameters are chosen by 5-fold cross validation. Precision at position 1 (P@1) is employed as an evaluation metric. In addition to the models compared on the data in the existing literatures, we also implement dual LSTM (Lowe et al., 2015) as a baseline. As case studies, we learn a dual LSTM and an CNN (Hu et al., 2014) with the proposed approach, and denote them as LSTM+WS (Weak Supervision) and CNN+WS, respectively. When constructing $D$, we build an index with the training data using Lucene\(^3\) and retrieve 9 candidates (i.e., $\{y_{i,2}, \ldots, y_{i,n}\}$) for each post with the inline algorithm of the index. We form a validation set by randomly sampling 10 thousand posts associated with the responses from $D$ (human response is positive and others are treated as negative).

Results: Table 1 reports the results. We can see

\(^2\)http://weibo.sina.com

\(^3\)https://lucenenet.apache.org/
<table>
<thead>
<tr>
<th>Method</th>
<th>P@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFIDF (Wang et al., 2013)</td>
<td>0.574</td>
</tr>
<tr>
<td>+Translation (Wang et al., 2013)</td>
<td>0.587</td>
</tr>
<tr>
<td>+WordEmbedding</td>
<td>0.579</td>
</tr>
<tr>
<td>+DeepMatch-topic (Lu and Li, 2013)</td>
<td>0.587</td>
</tr>
<tr>
<td>+DeepMatch-ree (Wang et al., 2015)</td>
<td>0.608</td>
</tr>
<tr>
<td>+LSTM (Lowe et al., 2015)</td>
<td>0.592</td>
</tr>
<tr>
<td>+LSTM+WS</td>
<td>0.616</td>
</tr>
<tr>
<td>+CNN (Hu et al., 2014)</td>
<td>0.383</td>
</tr>
<tr>
<td>+CNN+WS</td>
<td>0.604</td>
</tr>
</tbody>
</table>

Table 1: Results on STC

that CNN and LSTM consistently get improved when learned with the proposed approach, and the improvements over the models learned with random sampling are statistically significant (t-test with p-value < 0.01). LSTM+WS even surpasses the best performing model, DeepMatch-ree, reported on this data. These results indicate the usefulness of the proposed approach in practice. One can expect improvements to models like DeepMatch-ree with the new learning method. We leave the verification as future work.

3.3 Multi-turn Response Selection

Experiment settings: Douban Conversation Corpus contains 0.5 million context-response (true response) pairs for training and 1000 contexts for test. In the test set, every context has 10 response candidates, and each of the response has a label “good” or “bad” judged by human annotators. Mean average precision (MAP) (Baeza-Yates et al., 1999), mean reciprocal rank (MRR) (Voorhees, 1999), and precision at position 1 (P@1) are employed as evaluation metrics. We copy the numbers reported in (Wu et al., 2017) for the baseline models, and learn LSTM, Multi-View, and SMN with the proposed approach. We build an index with the training data, and retrieve 9 candidates with the method in (Wu et al., 2017) for each context when constructing $D$. 10 thousand pairs are sampled from $D$ as a validation set.

Results: Table 2 reports the results. Consistent with the results on the STC data, every model (+WS one) gets improved with the new learning approach, and the improvements are statistically significant (t-test with p-value < 0.01).

3.4 Discussion

Ablation studies: we first replace the weak supervision $s_{ij}$ in Equation (2) with a constant $\epsilon$ selected from $\{0.1, 0.2, \ldots, 0.9\}$ on validation, and denote the models as model+const. Then, we keep everything the same as our approach but replace $D$ with a set constructed by random sampling, denoted as model+WSrand. Table 3 reports the results. We can conclude that both the weak supervision and the strategy of training data construction are important to the success of the proposed learning approach. Training data construction plays a more crucial role, because it involves more true positives and negatives with different semantic distances to the positives into learning.

Does updating the Seq2Seq model help? It is well known that Seq2Seq models suffer from the “safe response” (Li et al., 2016a) problem, which may bias the weak supervision signals to high-frequency responses. Therefore, we attempt to iteratively optimize the Seq2Seq model and the matching model and check if the matching model can be further improved. Specifically, we update the Seq2Seq model every 20 mini-batches with the policy-based reinforcement learning approach proposed in (Li et al., 2016b). The reward is defined as the matching score of a context and a response given by the matching model. Unfortunately, we do not observe significant improvement on the matching model. The result is attributed to two factors: (1) it is difficult to significantly im-
prove the Seq2Seq model with a policy gradient based method; and (2) eliminating “safe response” for Seq2Seq model cannot help a matching model to learn a better decision boundary.

**How the number of response candidates affects learning:** we vary the number of $\{y_{i,j}\}_{j=1}^{n}$ in $D$ in $\{2, 5, 10, 20\}$ and study how the hyper-parameter influences learning. We study with LSTM on the STC data and SMN on the Douban data. Table 4 reports the results. We can see that as the number of candidates increases, the performance of the learned models becomes better. Even with 2 candidates (one from human and the other from retrieval), our approach can still improve the performance of matching models.

<table>
<thead>
<tr>
<th></th>
<th>LSTM2</th>
<th>LSTM5</th>
<th>LSTM10</th>
<th>LSTM20</th>
</tr>
</thead>
<tbody>
<tr>
<td>P@1</td>
<td>0.603</td>
<td>0.608</td>
<td>0.615</td>
<td>0.616</td>
</tr>
<tr>
<td>SMN2</td>
<td>0.542</td>
<td>0.536</td>
<td>0.565</td>
<td>0.567</td>
</tr>
<tr>
<td>MAP</td>
<td>0.588</td>
<td>0.594</td>
<td>0.609</td>
<td>0.609</td>
</tr>
<tr>
<td>MR@1</td>
<td>0.408</td>
<td>0.412</td>
<td>0.421</td>
<td>0.423</td>
</tr>
</tbody>
</table>

Table 4: The effect of instance number

4 Conclusion and Future Work

Previous studies focus on architecture design for retrieval-based chatbots, but neglect the problems brought by random negative sampling in the learning process. In this paper, we propose leveraging a Seq2Seq model as a weak annotator on unlabeled data to learn a matching model for response selection. By this means, we can mine hard instances for matching model and give them scores with a weak annotator. Experimental results on public data sets verify the effectiveness of the new learning approach. In the future, we will investigate how to remove bias from the weak supervisors, and further improve the matching model performance with a semi-supervised approach.
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Abstract

We present a generative neural network model for slot filling based on a sequence-to-sequence (Seq2Seq) model together with a pointer network, in the situation where only sentence-level slot annotations are available in the spoken dialogue data. This model predicts slot values by jointly learning to copy a word which may be out-of-vocabulary (OOV) from an input utterance through a pointer network, or generate a word within the vocabulary through an attentional Seq2Seq model. Experimental results show the effectiveness of our slot filling model, especially at addressing the OOV problem. Additionally, we integrate the proposed model into a spoken language understanding system and achieve the state-of-the-art performance on the benchmark data.

1 Introduction

Slot filling is a key component in spoken language understanding (SLU), which is usually treated as a sequence labeling problem and solved using methods such as conditional random fields (CRFs) (Raymond and Riccardi, 2007) or recurrent neural networks (RNNs) (Yao et al., 2013; Mesnil et al., 2015).

Although these models have achieved good results, they are learned on the datasets with word-level annotations, e.g., with the BIO tagging schema as in ATIS (Hemphill et al., 1990). Manual annotations at word level require big effort and some corpora has only sentence-level annotations available, e.g., the utterance “... moderately priced restaurant” has a slot-value pair annotation of “pricerange=moderate”. As such datasets lack explicit alignment between the annotations and the input words, some systems rely on handcrafted rules to find the alignments in order to automatically create word-level labels to learn the sequence model (Zhou and He, 2011; Henderson, 2015), but finding such alignments is non-trivial. For example, it was shown in (Henderson, 2015) that when applying the manually created word aliases to the speech recognition hypotheses, only around 73% of alignments can be found due to the noise, and a CRF model trained on such noisy data performs particularly worse than some other methods. In addition it is time-consuming to adapt the manual rules or aliases to new domains.

Some other work avoids this issue by regarding slot filling as a classification task (Henderson et al., 2012; Williams, 2014; Barahona et al., 2016), where an utterance is classified into one or more slot-value pairs. This, however, brings other challenges. One is that some types of slots may have a large or even unlimited number of possible values, so the classifiers may suffer from the data sparsity problem when the training data is limited. Another is the OOV problem caused by unknown slot values (e.g., restaurant name, street name), which is impossible to predefine and is very common in real-world spoken dialogue applications.

To address these challenges, we present a neural generative model for slot filling on unaligned dialogue data, specifically for slot value prediction as it has more challenges caused by OOV. The model uses Seq2Seq learning to predict a sequence of slot values from an utterance. Inspired by the ability of pointer network (Ptr-Net) (Vinyals et al., 2015) at addressing OOV problems, we incorporate Ptr-Net into a standard Seq2Seq attentional model to handle OOV slots. It can predict slot values by either generating one from a fixed vocabulary or selecting a word from the utterance. The final model is a weighted combination of the two operations.

To summarize, our main contributions are:
We use a neural generative model for slot filling on the data without word-level annotations which has received less attention.

We adopt the pointer network to handle the OOV problem in slot value prediction, which achieves good performance without any manually-designed rules or features.

2 Background of Pointer Network

Ptr-Net is a variation of the standard Seq2Seq model with attention. At each decoding step, it selects a position from the input sequence based on the attention distribution instead of generating a token from the target vocabulary. Given the input \( X = \{x_1, ..., x_T\} \), the output \( y_t \) at time step \( t \) is predicted by:

\[
P_{ptr}(y_t = w|y_{1}^{t-1}, X) = \sum_{i: x_i = w} a_i^t
\]

where \( a_i^t \) is the attention weight of position \( i \) at step \( t \). The advantage of Ptr-Net is that it can make better predictions on unknown or rare words. It has been successfully applied to tasks such as abstractive summarization (See et al., 2017), question answering (He et al., 2017), reading comprehension (Wang and Jiang, 2016), and chunking (Zhai et al., 2017).

3 Model for Slot Value Prediction

Our model for slot value prediction is a hybrid of a Seq2Seq attentional model and a Ptr-Net, similar as the one in See et al. (2017). The input is a sequence of words in an utterance, and the output is a sequence of slot values whose tokens may or may not appear in the input.

The hybrid model, illustrated in Figure 1, allows us to both generate a slot value from a fixed vocabulary and pick a value from the input via pointing. The two components (Seq2Seq and Ptr-Net) share the same encoder-decoder architecture and attention scores. We adopt a single-layer bidirectional GRU (Cho et al., 2014) for the encoder, and a single-layer unidirectional GRU for the decoder. The attention is calculated as in Bahdanau et al. (2014).

The slot vocabulary is set to contain only the values of enumerable slots, but not those of non-enumerable slots (e.g., values of “restaurant name”) as we assume these are not known in advance in the real scenarios.

We use the term “extended vocabulary” to denote the union of the slot vocabulary and all words from the input utterances. The probability distribution over the extended vocabulary is calculated as:

\[
P(w) = p_t P_{gen} + (1 - p_t) P_{ptr}
\]

That is, the model makes the final predictions using a weighted combination of the predictions from two individual components. At the decoding step \( t \), the Seq2Seq component produces the probability distribution \( P_{gen} \) for the next slot value within the vocabulary, while Ptr-Net produces the probability distribution \( P_{ptr} \) over the input positions. \( p_t \in [0, 1] \) is a parameter to balance the two components. It is learned at each time step based on the decoder input \( d_t \), decoder state \( s_t \) and the context vector \( c_t \) as follows:

\[
p_t = \sigma(w_c c_t + w_s s_t + w_d d_t + b)
\]

where \( \sigma \) is a sigmoid function. \( w_c, w_s \) and \( w_d \) are all trainable weights.
Table 1: Results of slot value prediction.

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>93.3</td>
<td>76.3</td>
<td>84.0</td>
</tr>
<tr>
<td>Seq2Seq w/ attention</td>
<td>86.6</td>
<td>81.9</td>
<td>84.2</td>
</tr>
<tr>
<td>Our model</td>
<td>88.8</td>
<td>81.3</td>
<td>84.9</td>
</tr>
</tbody>
</table>

4 Experiments

In this section, we present our experimental results on DSTC2 (Dialog State Tracking Challenge) (Henderson et al., 2014), including the results of slot value prediction solely and a complete SLU system. Our models are implemented using Keras\(^1\) with TensorFlow as backend. In all the experiments, the dimension of hidden states is 128, dimension of word embeddings is 100, dropout rate is 0.5, and batch size is 32. Word embeddings are not pre-trained but learned from scratch during training. Teacher forcing is used during training, with Adam optimizer (Kingma and Ba, 2014). All training consists of 10 epochs with early stopping on the development set.

4.1 Data

DSTC2 consists of multi-turn dialogues between users and a dialog system, in the restaurant search domain. Each utterance is annotated with semantics including dialog-acts and slot-value pairs. For an utterance, both its transcription and 10-best hypotheses are provided. We use the top hypothesis as input throughout our experiments. The corpus has been separated into training, development and testing, containing 11,677, 3,934 and 9,890 utterances respectively.

4.2 A Complete SLU System

For better evaluation and comparison, we integrated our model of slot value prediction into a complete SLU system, which uses a CNN classifier to obtain dialog-acts and slot types respectively after slot value prediction. For dialog act prediction, the input to the CNN model is the utterance and the output is one or more dialog acts (some utterances can have more than one dialog acts). For slot type prediction, the input is each predicted slot value together with the utterance, and the output is one of the predefined slot types. Given the limited numbers of various dialog-acts and slot types for classification, a standard CNN model is expected to achieve good performance.

\(^1\)https://keras.io

Table 2: Results of slot value prediction with varying training size and OOV ratio.

<table>
<thead>
<tr>
<th>Training size</th>
<th>5% (16%)</th>
<th>10% (12%)</th>
<th>15% (4%)</th>
<th>20% (2%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seq2Seq w/ attention</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note that we can adopt other SLU frameworks as well (e.g., some joint frameworks), but given our focus in this work is to explore the hybrid Seq2Seq solutions for slot filling, we do not explore much on the SLU architecture, nor do we use any extra information (e.g., dialogue context). Despite the simplicity of our SLU system, it outperforms the prior state-of-the-art. In the whole process, neither manually designed features nor domain-specific rules are employed.

4.3 Baselines

We compare the overall SLU performance of our system against two existing baselines on DSTC2. One baseline (Williams, 2014) uses binary SVM classifiers to predict the existence of each slot-value pair and dialog act. The other (Barahona et al., 2016) uses CNN and LSTM jointly for classification.

For slot value prediction, since it is a sub-task of SLU and not reported in the prior work, we implemented another two models for it. One adopts CNN to classify an utterance into one or more slot values. The other uses the basic Seq2Seq attentional model (without Ptr-Net). Note that when learning this basic model, the target vocabulary is set to contain all the slot values in the training set.

4.4 Results of Slot Value Prediction

We first report the results on slot value prediction only. We compare the results of our proposed model and our own implemented baselines in Table 1, using precision, recall and F1.

We can see that the proposed hybrid model achieves the best F1 score. Although CNN has a high precision, it suffers from the low recall. By looking into the results for each slot type, it is ob-
Table 3: Overall SLU performance.

<table>
<thead>
<tr>
<th>Training Size</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CNN</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>91.6</td>
<td>92.0</td>
<td>92.3</td>
<td>93.0</td>
</tr>
<tr>
<td>R</td>
<td>67.5</td>
<td>70.4</td>
<td>71.7</td>
<td>72.7</td>
</tr>
<tr>
<td>F</td>
<td>77.8</td>
<td>79.8</td>
<td>80.7</td>
<td>81.6</td>
</tr>
<tr>
<td><strong>Seq2Seq w/ attention</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>82.8</td>
<td>87.2</td>
<td>86.4</td>
<td>87.9</td>
</tr>
<tr>
<td>R</td>
<td>74.3</td>
<td>75.1</td>
<td>78.0</td>
<td>78.4</td>
</tr>
<tr>
<td>F</td>
<td>78.3</td>
<td>80.7</td>
<td>82.0</td>
<td>82.9</td>
</tr>
<tr>
<td><strong>Our model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>84.9</td>
<td>86.3</td>
<td>88.4</td>
<td>88.0</td>
</tr>
<tr>
<td>R</td>
<td>76.8</td>
<td>77.9</td>
<td>79.0</td>
<td>79.9</td>
</tr>
<tr>
<td>F</td>
<td><strong>80.6</strong></td>
<td><strong>81.9</strong></td>
<td><strong>83.4</strong></td>
<td><strong>83.8</strong></td>
</tr>
</tbody>
</table>

Table 4: SLU results with varying training size.

Table 5: Examples of predicted slot values. Output is from the proposed model, Seq2Seq w/ attn, and CNN respectively (split by “|”). Bold denotes gold standard and “None” denotes empty result.

As shown in each column, on all the specific datasets, our model achieves the best performance. The CNN model performs much poorer than before in terms of the recall. We can see that by reducing the training size, the OOV ratio (indicated in the first row in the brackets) goes up, and the performance of all models decreases in general. While CNN and the basic Seq2Seq model decline 10.3% and 9.2% in F1 respectively using the smallest training set compared to using the complete one, our model is the most stable one with the least performance drop of 5.4%. The gain of our model over the other two becomes more significant with the larger OOV rate. This shows the capability of the Ptr-Net to correctly predict the OOV slots.

Overall, the results in Section 4.4 and 4.5 demonstrate the effectiveness of the proposed hybrid model for slot value prediction, especially when the training set is small and the OOV ratio is large.

4.6 SLU Results

Table 3 compares the results of the overall SLU task by our systems (incorporated with different slot value prediction models) and prior arts. All our systems outperform the prior work, and among them the one with the proposed hybrid model achieves the best F1 score.

We also conduct the similar OOV experiments as in Section 4.5 for SLU (Table 4). Similar trend is observed as discussed before. The performance of the proposed model with 20% training data already reaches that of the best system reported in the literature with 100% training data.

4.7 Case Study and Error Analysis

Table 5 gives some examples of slot values predicted by the proposed model and baselines. We...
can see that for the less frequent slots, our model can still predict the values correctly, while without the Ptr-Net, the basic Seq2Seq model tends to generate words not appearing in the input, and CNN outputs nothing in many cases, which aligns with our assumption. We analyze the cases where Ptr-Net does not perform well and find several major types of errors: 1) partial prediction (e.g., detect only “oriental” for “asian oriental food”); 2) the prediction contains repetition of correct values; 3) speech recognition error although the prediction is proper if we look at the hypothesis itself (the third example). There are also cases where all the models fail to give a completely correct prediction, yet with different behaviors (the last example).

5 Conclusion

We adopt an attentional Seq2Seq model with Ptr-Net to predict slot values on dialogue data when only sentence-level semantic annotations are available. By switching between copying and generating words, this solution can bypass the need of word-level annotations and overcome the OOV issue which is very common in real-world spoken dialogue applications. It does not require any domain-specific rules or dictionaries, and therefore can be easily adapted to new domains. Our model has achieved the state-of-the-art performance for both slot value prediction and SLU on the benchmark even with less training data.
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Abstract

Robust dialogue belief tracking is a key component in maintaining good quality dialogue systems. The tasks that dialogue systems are trying to solve are becoming increasingly complex, requiring scalability to multi-domain, semantically rich dialogues. However, most current approaches have difficulty scaling up with domains because of the dependency of the model parameters on the dialogue ontology. In this paper, a novel approach is introduced that fully utilizes semantic similarity between dialogue utterances and the ontology terms, allowing the information to be shared across domains. The evaluation is performed on a recently collected multi-domain dialogues dataset, one order of magnitude larger than currently available corpora. Our model demonstrates great capability in handling multi-domain dialogues, simultaneously outperforming existing state-of-the-art models in single-domain dialogue tracking tasks.

1 Introduction

Spoken Dialogue Systems (SDS) are computer programs that can hold a conversation with a human. These can be task-based systems that help the user achieve specific goals, e.g. finding and booking hotels or restaurants. In order for the SDS to infer the user goals/intentions during the conversation, its Belief Tracking (BT) component maintains a distribution of states, called a belief state, across dialogue turns (Young et al., 2010). The belief state is used by the system to take actions in each turn until the conversation is concluded and the user goal is achieved. In order to extract these belief states from the conversation, traditional approaches use a Spoken Language Understanding (SLU) unit that utilizes a semantic dictionary to hold all the key terms, rephrasings and alternative mentions of a belief state. The SLU then delexicalises each turn using this semantic dictionary, before it passes it to the BT component (Wang and Lemon, 2013; Henderson et al., 2014b; Williams, 2014; Zilka and Jurcicek, 2015; Perez and Liu, 2016; Rastogi et al., 2017). However, this approach is not scalable to multi-domain dialogues because of the effort required to define a semantic dictionary for each domain. More advanced approaches, such as the Neural Belief Tracker (NBT), use word embeddings to alleviate the need for delexicalisation and combine the SLU and BT into one unit, mapping directly from turns to belief states (Mrkšić et al., 2017). Nevertheless, the NBT model does not tackle the problem of mixing different domains in a conversation. Moreover, as each slot is trained independently without sharing information between different slots, scaling such approaches to large multi-domain systems is greatly hindered.

In this paper, we propose a model that jointly identifies the domain and tracks the belief states corresponding to that domain. It uses semantic similarity between ontology terms and turn utterances to allow for parameter sharing between different slots across domains and within a single domain. In addition, the model parameters are independent of the ontology/belief states, thus the dimensionality of the parameters does not increase with the size of the ontology, making the model practically feasible to deploy in multi-domain environments without any modifications. Finally, we introduce a new, large-scale corpora of natural, human-human conversations providing new possibilities to train complex, neural-based models. Our model systematically improves upon state-of-the-art neural approaches both in single and multi-domain conversations.
2 Background

The belief states of the BT are defined based on an ontology - the structured representation of the database which contains entities the system can talk about. The ontology defines the terms over which the distribution is to be tracked in the dialogue. This ontology is constructed in terms of slots and values in a single domain setting. Or, alternatively, in terms of domains, slots and values in a multi-domain environment. Each domain consists of multiple slots and each slot contains several values, e.g. domain=hotel, slot=price, value=expensive. In each turn, the BT fits a distribution over the values of each slot in each domain, and a none value is added to each slot to indicate if the slot is not mentioned so that the distribution sums up to 1. The BT then passes these states to the Policy Optimization unit as full probability distributions to take actions. This allows robustness to noisy environments (Young et al., 2010). The larger the ontology, the more flexible and multi-purposed the system is, but the harder it is to train and maintain a good quality BT.

3 Related Work

In recent years, a plethora of research has been generated on belief tracking (Williams et al., 2016). For the purposes of this paper, two previously proposed models are particularly relevant.

3.1 Neural Belief Tracker (NBT)

The main idea behind the NBT (Mrkšić et al., 2017) is to use semantically specialized pre-trained word embeddings to encode the user utterance, the system act and the candidate slots and values taken from the ontology. These are fed to semantic decoding and context modeling modules that apply a three-way gating mechanism and pass the output to a non-linear classifier layer to produce a distribution over the values for each slot. It uses a simple update rule, \( p(s_t) = \beta p(s_{t-1}) + \lambda y \), where \( p(s_t) \) is the belief state at time step \( t \), \( y \) is the output of the binary decision maker of the NBT and \( \beta \) and \( \lambda \) are tunable parameters.

The NBT leverages semantic information from the word embeddings to resolve lexical/morphological ambiguity and maximize the shared parameters across the values of each slot. However, it only applies to a single domain and does not share parameters across slots.

3.2 Multi-domain Dialogue State Tracking

Recently, Rastogi et al. (2017) proposed a multi-domain approach using delexicalized utterances fed to a two layer stacked bi-directional GRU network to extract features from the user and the system utterances. These, combined with the candidate slots and values, are passed to a feed-forward neural network with a softmax in the last layer. The candidate set fed to the network consists of the selected candidates from the previous turn and candidates from the ontology to a limit \( K \), which restricts the maximum size of the chosen set. Consequently, the model does not need an ad-hoc belief state update mechanism like in the NBT.

The parameters of the GRU network are defined for the domain, whereas the parameters of the feed-forward network are defined per slot, allowing transfer learning across different domains. However, the model relies on delexicalization to extract the features, which limits the performance of the BT, as it does not scale to the rich variety of the language. Moreover, the number of parameters increases with the number of slots.

4 Method

The core idea is to leverage semantic similarities between the utterances and ontology terms to compute the belief state distribution. In this way, the model parameters only learn to model the interactions between turn utterances and ontology terms in the semantic space, rather than the mapping from utterances to states. Consequently, information is shared between both slots and across domains. Additionally, the number of parameters does not increase with the ontology size. Domain tracking is considered as a separate task but is learned jointly with the belief state tracking of the slots and values. The proposed model uses semantically specialized pre-trained word embeddings (Wieting et al., 2015). To encode the user and system utterances, we employed 7 independent bi-directional LSTMs (Graves and Schmidhuber, 2005). Three of them are used to encode the system utterance for domain, slot and value tracking respectively. Similarly, three Bi-LSTMs encode the user utterance while and the last one is used to track the user affirmation. A variant of the CNNs as a feature extractor, similar to the one used in the NBT-CNN (Mrkšić et al., 2017) is also employed.
4.1 Domain Tracking

Figure 1 presents the system architecture with two bi-directional LSTM networks as information encoders running over the word embeddings of the user and system utterances. The last hidden states of the forward and backward layers are concatenated to produce $h_{usr}^d, h_{sys}^d$ of size $L$ for the user and system utterances respectively. In the second variant of the model, CNNs are used to produce these vectors (Kim, 2014; Kalchbrenner et al., 2014). To detect the presence of the domain in the dialogue turn, element-wise multiplication is used as a similarity metric between the hidden states and the ontology embeddings of the domain:

$$d_k = h_k^d \odot \tanh(W_d e_d + b_d),$$

where $k \in \{usr, sys\}$, $e_d$ is the embedding vector of the domain and $W_d \in \mathbb{R}^{L \times D}$ transforms the domain word embeddings of dimension $D$ to the hidden representation. The information about semantic similarity is held by $d_{usr}$ and $d_{sys}$, which are fed to a non-linear layer to output a binary decision:

$$P_t(d) = \sigma(w_d \{d_{usr} \oplus d_{sys}\} + b_d),$$

where $w_d \in \mathbb{R}^{2L}$ and $b_d$ are learnable parameters that map the semantic similarity to a belief state probability $P_t(d)$ of a domain $d$ at a turn $t$.

4.2 Candidate Slots and Values Tracking

Slots and values are tracked using a similar architecture as for domain tracking (Figure 1). However, to correctly model the context of the system-user dialogue at each turn, three different cases are considered when computing the similarity vectors:

1. **Inform**: The user is informing the system about his/her goal, e.g. ‘I am looking for a restaurant that serves Turkish food’.
2. **Request**: The system is requesting information by asking the user about the value of a specific slot. If the system utterance is: ‘When do you want the taxi to arrive?’ and the user answers with ‘19:30’.
3. **Confirm**: The system wants to confirm information about the value of a specific slot. If the system asked: ‘Would you like free parking?’, the user can either affirm positively or negatively. The model detects the user affirmation, using a separate bi-directional LSTM or CNN to output $h_{usr}^d$.

The three cases are modelled as following:

$$y_{inf}^{s,v} = w_{inf} \{s_{usr} \oplus v_{usr}\} + b_{inf},$$

$$y_{req}^{s,v} = w_{req} \{s_{sys} \oplus v_{usr}\} + b_{req},$$

$$y_{af}^{s,v} = w_{af} \{s_{sys} \oplus v_{sys} \oplus h_{usr}^d\} + b_{af},$$

Figure 1: The proposed model architecture, using Bi-LSTMs as encoders. Other variants of the model use CNNs as feature extractors (Kim, 2014; Kalchbrenner et al., 2014).
where $s_k, v_k$ for $k \in \{usr, sys\}$ represent semantic similarity between the user and system utterances and the ontology slot and value terms respectively computed as shown in Figure 1, and $w$ and $b$ are learnable parameters.

The distribution over the values of slot $s$ in domain $d$ at turn $t$ can be computed by summing the unscaled states, $y_{inf}, y_{req}$ and $y_{af}$ for each value $v$ in $s$, and applying a softmax to normalize the distribution:

$$P_t(s, v) = \text{softmax}(y_{inf}^{s,v} + y_{req}^{s,v} + y_{af}^{s,v}).$$

### 4.3 Belief State Update

Since dialogue systems in the real-world operate in noisy environments, a robust BT should utilize the flow of the conversation to reduce the uncertainty in the belief state distribution. This can be achieved by passing the output of the decision maker, at each turn, as an input to an RNN that runs over the dialogue turns as shown in Figure 1, which allows the gradients to be propagated across turns. This alleviates the problem of tuning hyper-parameters for rule-based updates. To avoid the vanishing gradient problem, three networks were tested: a simple RNN, an RNN with a memory cell (Henderson et al., 2014a) and an LSTM. The RNN with a memory cell proved to give the best results. In addition to the fact that it reduces the vanishing gradient problem, this variant is less complex than an LSTM, which makes training easier. Furthermore, a variant of RNN used for domain tracking has all its weights of the form: $W_i = \alpha_i I$, where $\alpha_i$ is a distinct learnable parameter for hidden, memory and previous state layers and $I$ is the identity matrix. Similarly, weights of the RNN used to track the slots and values is of the form: $W_j = \gamma_j I + \lambda_j (1 - I)$, where $\gamma_j$ and $\lambda_j$ are the learnable parameters. These two variants of RNN are a combination of Henderson et al. (2014a) and Mrkvič and Vulič (2018) previous works. The output is $P_{1:T}(d)$ and $P_{1:T}(s, v)$, which represents the joint probability distribution of the domains and slots and values respectively over the complete dialogue. Combining these together produces the full belief state distribution of the dialogue:

$$P_{1:T}(d, s, v) = P_{1:T}(d)P_{1:T}(s, v).$$

### 4.4 Training Criteria

Domain tracking and slots and values tracking are trained disjointly. Belief state labels for each turn are split into domains and slots and values. Thanks to the disjoint training, the learning of slot and value belief states are not restricted to a specific domain. Therefore, the model shares the knowledge of slots and values across different domains. The loss function for the domain tracking is:

$$L_d = -\sum_{n=1}^{N} \sum_{d \in D} t^n(d) \log P^n_{1:T}(d),$$

where $d$ is a vector of domains over the dialogue, $t^n(d)$ is the domain label for the dialogue $n$ and $N$ is the number of dialogues. Similarly, the loss function for the slots and values tracking is:

$$L_{s,v} = -\sum_{n=1}^{N} \sum_{s,v \in S,V} t^n(s, v) \log P^n_{1:T}(s, v),$$

where $s$ and $v$ are vectors of slots and values over the dialogue and $t^n(s, v)$ is the joint label vector for the dialogue $n$.

### 5 Datasets and Baselines

Neural approaches to statistical dialogue development, especially in a task-oriented paradigm, are greatly hindered by the lack of large scale datasets. That is why, following the Wizard-of-Oz (WOZ) approach (Kelley, 1984; Wen et al., 2017), we ran text-based multi-domain corpus data collection scheme through Amazon MTurk. The main goal of the data collection was to acquire human-human conversations between a tourist visiting a city and a clerk from an information center. At the beginning of each dialogue the user (visitor) was given explicit instructions about the goal to fulfill, which often spanned multiple domains. The task of the system (wizard) is to assist a visitor having an access to databases over domains. The WOZ paradigm allowed us to obtain natural and semantically rich multi-topic dialogues spanning over multiple domains such as hotels, attractions, restaurants, booking trains or taxis. The dialogues cover from 1 up to 5 domains per dialogue greatly varying in length and complexity.

#### 5.1 Data Structure

The data consists of 2480 single-domain dialogues and 7375 multi-domain dialogues usually spanning from 2 up to 5 domains. Some domains consist also of sub-domains like booking. The average sentence lengths are 11.63 and 15.01 for users.
Table 1: WOZ 2.0 and new dataset test set accuracies of the NBT-CNN and the two variants of the proposed model, for slots food, price range, area and joint goals.

<table>
<thead>
<tr>
<th>Slot</th>
<th>NBT-CNN</th>
<th>Bi-LSTM</th>
<th>CNN</th>
<th>NBT-CNN</th>
<th>Bi-LSTM</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>88.9</td>
<td>96.1</td>
<td>96.4</td>
<td>78.3</td>
<td>84.7</td>
<td>85.3</td>
</tr>
<tr>
<td>Price range</td>
<td>93.7</td>
<td>98.0</td>
<td>97.9</td>
<td>92.6</td>
<td>95.6</td>
<td>93.6</td>
</tr>
<tr>
<td>Area</td>
<td>94.3</td>
<td>97.8</td>
<td>98.1</td>
<td>78.3</td>
<td>82.6</td>
<td>86.4</td>
</tr>
<tr>
<td>Joint goals</td>
<td>84.2</td>
<td>85.1</td>
<td>85.5</td>
<td>57.7</td>
<td>59.9</td>
<td>63.7</td>
</tr>
</tbody>
</table>

Table 2: The overall F1 score and accuracy for the multi-domain dialogues test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1 score</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform Sampling</td>
<td>0.108</td>
<td>10.8</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>0.876</td>
<td><strong>93.7</strong></td>
</tr>
<tr>
<td>CNN</td>
<td><strong>0.878</strong></td>
<td>93.2</td>
</tr>
</tbody>
</table>

This is because the dialogues in the new dataset are richer and more noisier, as a closer resemblance to real environment dialogues.

Table 2 presents the results on multi-domain dialogues from the new dataset described in Section 5. To demonstrate the difficulty of the multi-domain belief tracking problem, values of a theoretical baseline that samples the belief state uniformly at random are also presented. Our model gracefully handles such a difficult task. In most of the cases, CNNs demonstrate better performance than Bi-LSTMs. We hypothesize that this comes from the effectiveness of extracting local and position-invariant features, which are crucial for semantic similarities (Yin et al., 2017).

7 Conclusions

In this paper, we proposed a new approach that tackles the issue of multi-domain belief tracking, such as model parameter scalability with the ontology size. Our model shows improved performance in single-domain tasks compared to the state-of-the-art NBT method. By exploiting semantic similarities between dialogue utterances and ontology terms, the model alleviates the need for ontology-dependent parameters and maximizes the amount of information shared between slots and across domains. In future, we intend to investigate introducing new domains and ontology terms without further training thus performing zero-shot learning.

---

1Publicly available at https://mi.eng.cam.ac.uk/˜nm460/woz_2.0.zip.
3F1-score is computed by considering all the values in each slot of each domain as positive and the "none" state of the slot as negative.
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Abstract

Identifying long-span dependencies between discourse units is crucial to improve discourse parsing performance. Most existing approaches design sophisticated features or exploit various off-the-shelf tools, but achieve little success. In this paper, we propose a new transition-based discourse parser that makes use of memory networks to take discourse cohesion into account. The automatically captured discourse cohesion benefits discourse parsing, especially for long span scenarios. Experiments on the RST discourse treebank show that our method outperforms traditional featured based methods, and the memory based discourse cohesion can improve the overall parsing performance significantly.

1 Introduction

Discourse parsing aims to identify the structure and relationship between different element discourse units (EDUs). As a fundamental topic in natural language processing, discourse parsing can assist many down-stream applications such as summarization (Louis et al., 2010), sentiment analysis (Polanyi and van den Berg, 2011) and question-answering (Ferrucci et al., 2010). However, the performance of discourse parsing is still far from perfect, especially for EDUs that are distant to each other in the discourse. In fact, as found in (Jia et al., 2018), the discourse parsing performance drops quickly as the dependency span increases. The reason may be twofold:

Firstly, as discussed in previous works (Joty et al., 2013), it is important to address discourse structure characteristics, e.g., through modeling lexical chains in a discourse, for discourse parsing, especially in dealing with long span scenarios. However, most existing approaches mainly focus on studying the semantic and syntactic aspects of EDU pairs, in a more local view. Discourse cohesion reflects the syntactic or semantic relationship between words or phrases in a discourse, and, to some extent, can indicate the topic changing or threads in a discourse. Discourse cohesion includes five situations, including reference, substitution, ellipsis, conjunction and lexical cohesion (Halliday and Hasan, 1989). Here, lexical cohesion reflects the semantic relationship of words, and can be modeled as the recurrence of words, synonym and contextual words.

However, previous works do not well model the discourse cohesion within the discourse parsing task, or do not even take this issue into account. Morris and Hirst (1991) proposes to utilize Roget thesauri to form lexical chains (sequences of semantically related words that can reflect the topic shifts within a discourse), which are used to extract features to characterize discourse structures. (Joty et al., 2013) uses lexical chain feature to model multi-sentential relation. Actually, these simplified cohesion features can already improve parsing performance, especially in long spans.

Secondly, in modern neural network methods, modeling discourse cohesion as part of the networks is not a trivial task. One can still use off-the-shell tools to obtain lexical chains, but these tools can not be jointly optimized with the main neural network parser. We argue that characterizing discourse cohesion implicitly within a unified framework would be more
We perform greedy search during decoding.

So late. I drive into the highway, but meet a traffic jam. Oh, I finally arrive at the company. It is nine o'clock. Thank God, I am not late for work. It is eight o'clock when I leave home. So much for thecho...}

straightforward and effective for our neural network based parser. As shown in Figure 1, the 12 EDUs in the given discourse talk about different topics, marked with 3 different colors, which could be captured by a memory network that maintains several memory slots. In discourse parsing, such an architecture may help to cluster topically similar or related EDUs into the same memory slot, and each slot could be considered as a representation that maintains a specific topic or thread within the current discourse. Intuitively, we could also treat such a mechanism as a way to capture the cohesion characteristics of the discourse, just like the lexical chain features used in previous works, but without relying on external tools or resources.

In this paper, we investigate how to exploit discourse cohesion to improve discourse parsing. Our contribution includes: 1) we design a memory network method to capture discourse cohesion implicitly in order to improve discourse parsing. 2) We choose bidirectional long-short term memory (LSTM) (Hochreiter and Schmidhuber, 1997) with an attention mechanism to represent EDUs directly from embeddings, and use simple position features to capture shallow discourse structures, without relying on off-the-shelf tools or resources. Experiments on the RST corpus show that the memory based discourse cohesion model can help better capture discourse structure information and lead to significant improvement over traditional feature based discourse parsing methods.

2 Model overview

Our parser is an arc-eager style transition system (Nivre, 2003) with 2 stacks and a queue as shown in Figure 2, which is similar in spirit with (Dyer et al., 2015; Ballesteros et al., 2015). We follow the conventional data structures in transition-based dependency parsing, i.e., a queue (B) of EDUs to be processed, a stack (S) to store the partially constructed discourse trees, and a stack (A) to represent the history of transitions (actions combined with discourse relations).

In our parser, the transition actions include Shift, Reduce, Left-arc and Right-arc. At each step, the parser chooses to take one of the four actions and pushes the selected transition into A. Shift pushes the first EDU in queue B to the top of the stack S, while Reduce pops the top item of S. Left-arc connects the first EDU (head) in B to the top EDU (dependent) in S and then pops the top item of S, while Right-arc connects the top EDU (head) of S to the first EDU (dependent) in B and then pushes B’s first EDU to the top of S. A parse tree can be finally constructed until B is empty and S only contains a complete discourse tree. For more details, please refer to (Nivre, 2003).

As shown in Figure 2, at time t, we characterize the current parsing process by preserving the top two elements in B, top three elements in A and the root EDU in the partially constructed tree at the top of S. We first concatenate the embeddings of the preserved elements in each data structure to obtain the embeddings of S, B and A. We then append the three representations with the position2 features (introduced in Section 2.1), respectively. We pass them through one ReLU layer and two fully connected layers with ReLU as their activation functions to obtain the final state representation pt at time t, which will be used to determine the best transition to take at t.

Next, we apply an affine transformation to pt and feed it to a softmax layer to get the distribution over all possible decisions (actions combined with discourse relations). We train our model using the automatically generated oracle action sequences as the gold-standard annotations, and utilize cross entropy as the loss function. We perform greedy search during decoding.
... cohesion clue of $B$ from its memory according to the weighted sum of $m_i$.

$$BC_{coh} = \sum_i w_i m_i$$ (3)

Figure 2: Our discourse parsing framework: (1) Basic EDU representation module; (2) Memory networks to capture the discourse cohesion so as to obtain the refined representations of $S$ and $B$. RA(Li) means that the chosen action is Right-arc and its relation is List. SH means Shift. $a_1$ to $a_n$ are weights for the attention mechanism of the bidirectional LSTM.

2.1 Discourse Structures

As mentioned in previous work (Jia et al., 2018), when the top EDUs in $S$ and $B$ are far from each other in the discourse, i.e., with a long span, the parser will be prone to making wrong decisions. To deal with these long-span cases, one should take discourse structures into account, e.g., extracting features from the structure of a long discourse or analyzing and characterizing different topics discussed in the discourse.

We, therefore, choose two kinds of position features to reflect the structure information, which can be viewed as a shallow form of discourse cohesion. The first one describes the position of an EDU alone, while the second represents the spatial relationship between the top EDUs of $S$ and $B$. (1) **Position$_1$**: the positions of the EDU in the sentence, paragraph and discourse, respectively. (2) **Position$_2$**: whether the top EDUs of $S$ and $B$ are in the same sentence/paragraph or not, and the distance between them.

3 Memory based Discourse Cohesion

**Basic EDU representation**: In our model, the EDUs in both $S$ and $B$ follow the same representation method, and we take an EDU in $B$ as an example as shown in Figure 2. The basic representation for an EDU is built by concatenating three components, i.e., word, $POS$ and $Position_1$. Regarding **word**, we feed the sequence of words in the EDU to a bi-directional Long Short Term Memory (LSTM) with attention mechanism and obtain the final word representation by concatenating the two final outputs from both directions. Here, we use pre-trained Glove (Pennington et al., 2014) as the word embeddings. We get the POS tags from Stanford CoreNLP toolkit (Manning et al., 2014), and similarly, send the POS tag sequence of the EDU to a bi-directional LSTM with attention mechanism to obtain the final POS representation. For concise, we omit the bi-directional LSTM network structure for $POS$ in Figure 2, which is the same as the one for word. The $Position_1$ feature vectors are randomly initialized and we expect them to work as a proxy to capture the shallow discourse structure information.

**Memory Refined Representation**: Besides the shallow structure features, we design a memory network component to cluster EDUs with similar topics to the same memory slot to alleviate the long span issues, as illustrated in Figure 1. We expect these memory slots can work as lexical chains, which can maintain different threads within the discourse. Such a memory mechanism has the advantage that it can perform the clustering automatically and does not rely on extra tools or resources to train.

Concretely, we match the representations of $S$ and $B$ with their corresponding memory networks, respectively, to get their discourse cohesion clues, which are used to improve the original representations. Take $B$ as an example, we first compute the similarity between the representation of $B$ ($V_b$) and each memory slot $m_i$ in $B$’s memory. We adopt the cosine similarity as our metric as below:

$$Sim[x, y] = \frac{x \cdot y}{\|x\| \cdot \|y\|}$$ (1)

Then, we use this cosine similarity to produce a normalized weight $w_i$ for each memory slot. We introduce a strength factor $\lambda$ to improve the focus.

$$w_i = \frac{\exp(\lambda Sim[V_b, m_i])}{\sum_j \exp(\lambda Sim[V_b, m_j])}$$ (2)

Finally, we get the discourse cohesion clue of $B$ (denoted by $B_{Coh}$) from its memory according to the weighted sum of $m_i$.

$$B_{Coh} = \sum_i w_i m_i$$ (3)
We concatenate $B_{Coh}$ (the discourse cohesion clue of $B$) and the original embedding of $B$ to get the refined representation $B_{refined}$ for $B$. Similarly, we concatenate $S_{Coh}$ and the embedding of $S$ to get the refined representation $S_{refined}$ for $S$, as shown in Figure 2. In our experiments, each memory contains 20 slots, which are randomly initialized and optimized during training.

4 Evaluation and Results

Dataset: We use the RST Discourse Treebank (Carlson et al., 2001) with the same split as in (Li et al., 2014), i.e., 312 for training, 30 for development and 38 for testing. We experiment with two sets of relations, the 111 types of fine-grained relations and the 19 types of coarse-grained relations, respectively.

Evaluation Metrics: In the Rhetorical Structure Theory (RST) (Mann and Thompson, 1988), head is the core of a discourse, and a dependent gives supporting evidence to its head with certain relationship. We adopt unlabeled accuracy $UAS$ (the ratio of EDUs that correctly identify their heads) and labeled accuracy $LAS$ (the ratio of EDUs that have both correct heads and relations) as our evaluation metrics.

Baselines: We compare our method with the following baselines and models: (1) Perceptron: We re-implement the perceptron based arc-eager style dependency discourse parser as mentioned in (Jia et al., 2018) with coarse-grained relation. The Perceptron model chooses words, POS tags, positions and length features, totally 100 feature templates, with the early update strategy (Collins and Roark, 2004). (2) Jia18: Jia et al. (2018) implement a transition-based discourse parser with stacked LSTM, where they choose a two-layer LSTM to represent EDUs by encoding four kinds of features including words, POS tags, positions and length features. (3) Basic EDU representation (Basic): Our discourse parser with the basic EDU representation method mentioned in Section 3. (4) Memory refined representation (Refined): Our full parser equipped with the basic EDU representation method and the memory networks to capture the discourse cohesion mentioned in Section 3. (5) MST-full (Li et al., 2014): a graph-based dependency discourse parser with carefully selected 6 sets of features including words, POS tags, positions, length, syntactic and semantic similarity features, which achieves the state-of-art performance on the RST Treebank.

4.1 Results

We list the overall discourse parsing performance in Table 1. Here, Jia18, a stack LSTM based method (Jia et al., 2018), outperforms the traditional Perceptron method, but falls behind our Basic model with word, POS tags and Position features. The reason may be that representing EDUs directly from the sequence of word/POS embeddings could probably capture the semantic meaning of EDUs, which is especially useful for taking into account synonyms or paraphrases that often confuse traditional feature-based methods. We can also see that Basic(word+pos+position) significantly outperforms Basic(word+pos), as the Position features may play a crucial role in providing useful structural clues to our parser. Such position information can also be considered as a shallow treatment to capture the discourse cohesion, especially for long span scenarios. When using the memory network, our Refined method achieves better performance than the Basic(word+pos+position) in both UAS and LAS. The reason may come from the ability of the memory networks in simulating the lexical chains within a discourse, where the memory networks can model the discourse cohesion so as to provide topical or structural clues to our parser. We use SIGF V2 (Pado, 2006) to perform significance test for the discussed models. We find that the Basic(word+pos+position) method significantly outperforms (Jia et al., 2018), and our Refined model performs significantly better than Basic(word+pos+position) (with $p < 0.1$).

However, when compared with MST-full (Li et al., 2014), our models still fall behind this state-of-the-art method. The main reason might be that MST-full follows a global graph-based dependency parsing framework, where their high order methods (in cubic time complexity) can directly analyze the relationship between any EDUs pairs in the discourse, while, we choose the transition-based local method with linear time complexity, which can only investigate the top EDUs in $S$ and $B$ according to the selected actions, thus usually has a lower performance than the global graph-based methods, but with a
lower (linear) time complexity. On the other hand, the neural network components help us maintain much fewer features than MST-full, which carefully selects 6 different sets of features that are usually obtained using extra tools and resources. And, the neural network design is flexible enough to incorporate various clues into a uniform framework, just like how we introduce the memory networks as a proxy to capture discourse cohesion.

In the RST corpus, when the distance between two EDUs is larger, there are usually fewer numbers of such EDU pairs, but the parsing performance for those long span cases drops more significantly. For example, the LAS is even lower than 5% for those dependencies that have a range of 6 EDUs. We take a detailed look at the parsing performance for dependencies at different lengths (from 1 to 6 as an example) using coarse-grained relations. As shown in Table 2, compared with the Basic method, both UAS and LAS of the Refined method are improved significantly in almost all spans, where we observe more prominent improvement for the UAS in larger spans such as span 5 and span 6, with about 8.70% and 6.38%, respectively.

### Table 1: Overall discourse parsing performance in the RST dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>UAS (Fine)</th>
<th>UAS (Coarse)</th>
<th>LAS (Fine)</th>
<th>LAS (Coarse)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceptron</td>
<td>0.5422</td>
<td>0.3231</td>
<td>0.3777</td>
<td></td>
</tr>
<tr>
<td>Ji18</td>
<td>0.5852</td>
<td>0.3286</td>
<td>0.4037</td>
<td></td>
</tr>
<tr>
<td>Basic (word+pos)</td>
<td>0.5588</td>
<td>0.367</td>
<td>0.3985</td>
<td></td>
</tr>
<tr>
<td>Basic (word+pos+position)</td>
<td>0.5933</td>
<td>0.3832</td>
<td>0.4305</td>
<td></td>
</tr>
<tr>
<td>Refined (20 slots)</td>
<td>0.6197</td>
<td>0.3947</td>
<td>0.4445</td>
<td></td>
</tr>
<tr>
<td>MST-full</td>
<td>0.7531</td>
<td>0.4309</td>
<td>0.4851</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Performance in different discourse spans.

<table>
<thead>
<tr>
<th>span (count)</th>
<th>Basic(word+pos+position)</th>
<th>Refined (20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UAS</td>
<td>LAS</td>
<td>UAS</td>
</tr>
<tr>
<td>1(1225)</td>
<td>0.7796</td>
<td>0.618</td>
</tr>
<tr>
<td>2 (405)</td>
<td>0.6198</td>
<td>0.649</td>
</tr>
<tr>
<td>3 (212)</td>
<td>0.434</td>
<td>0.221</td>
</tr>
<tr>
<td>4 (125)</td>
<td>0.256</td>
<td>0.122</td>
</tr>
<tr>
<td>5 (69)</td>
<td>0.1739</td>
<td>0.0725</td>
</tr>
<tr>
<td>6 (47)</td>
<td>0.1064</td>
<td>0.0426</td>
</tr>
</tbody>
</table>

Finally, let us take a detailed comparison between Refined and Basic to investigate the advantages of capturing discourse cohesion. Note that, our Refined method wins Basic in almost all relations. Here, we discuss one typical relation List, which often indicates a long span dependency between a pair of EDUs. In the test set of RST, the average span for List is 7.55, with the max span of 69. Our Refined can successfully identify 55 of them, with an average span of 9.02 and the largest one of 63, while, the Basic method can only identify 41 edges labeled with List, which are mostly shorter cases, with an average span of 1.32 and the largest one of 5. More detailedly, there are 18 edges that are correctly identified by our Refined but missed by the Basic method. The average span of those dependencies is 25.39. It is easy to find that without further considerations in discourse structures, the Basic method has limited ability in correctly identifying longer span dependencies. And those comparisons prove again that our Refined can take better advantage of modeling discourse cohesion, which enables our model to perform better in long span scenarios.

5 Conclusions

In this paper, we propose to utilize memory networks to model discourse cohesion automatically. By doing so we could capture the topic change or threads within a discourse, which can further improve the discourse parsing performance, especially for long span scenarios. Experimental results on the RST Discourse Treebank show that our proposed method can characterize the discourse cohesion efficiently and archive significant improvement over traditional feature based discourse parsing methods.
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Abstract

Annotation corpus for discourse relations benefits NLP tasks such as machine translation and question answering. In this paper, we present SciDTB, a domain-specific discourse treebank annotated on scientific articles. Different from widely-used RST-DT and PDTB, SciDTB uses dependency trees to represent discourse structure, which is flexible and simplified to some extent but do not sacrifice structural integrity. We discuss the labeling framework, annotation workflow and some statistics about SciDTB. Furthermore, our treebank is made as a benchmark for evaluating discourse dependency parsers, on which we provide several baselines as fundamental work.

1 Introduction

Discourse relation depicts how the text spans in a text relate to each other. These relations can be categorized into different types according to semantics, logic or writer’s intention. Annotations of such discourse relations can benefit many down-stream NLP tasks including machine translation (Guzmán et al., 2014; Joty et al., 2014) and automatic summarization (Gerani et al., 2014).

Several discourse corpora have been proposed in previous work, grounded with various discourse theories. Among them Rhetorical Structure Theory TreeBank (RST-DT) (Carlson et al., 2003) and Penn Discourse TreeBank (PDTB) (Prasad et al., 2007) are the most widely-used resources. PDTB focuses on shallow discourse relations between two arguments and ignores the whole organization. RST-DT based on Rhetorical Structure Theory (RST) (Mann and Thompson, 1988) represents a text into a hierarchical discourse tree. Though RST-DT provides more comprehensive discourse information, its limitations including the introduction of intermediate nodes and absence of non-projective structures bring the annotation and parsing complexity.

Li et al. (2014) and Yoshida et al. (2014) both realized the problems of RST-DT and introduced dependency structures into discourse representation. Stede et al. (2016) adopted dependency tree format to compare RST structure and Segmented Discourse Representation Theory(SDRT) (Lascarides and Asher, 2008) structure for a corpus of short texts. Their discourse dependency framework is adapted from syntactic dependency structure (Hudson, 1984; Böhmová et al., 2003), with words replaced by elementary discourse units (EDUs). Binary discourse relations are represented from dominant EDU (called “head”) to subordinate EDU (called “dependent”), which makes non-projective structure possible. However, Li et al. (2014) and Yoshida et al. (2014) mainly focused on the definition of discourse dependency structure and directly transformed constituency trees in RST-DT into dependency trees. On the one hand, they only simply treated the transformation ambiguity, while constituency structures and dependency structures did not correspond one-to-one. On the other hand, the transformed corpus still did not contain non-projective dependency trees, though “crossed dependencies” actually exist in the real flexible discourse structures (Wolf and Gibson, 2005). In such case, it is essential to construct a discourse dependency treebank from scratch instead of through automatically converting from the constituency structures.

In this paper, we construct the discourse dependency corpus SciDTB, based on scientific abstracts, with the reference to the discourse de-

1The treebank is available at https://github.com/PKU-TANGENT/SciDTB
pendency representation in Li et al. (2014). We choose scientific abstracts as the corpus for two reasons. First, we observe that when long news articles in RST-DT have several paragraphs, the discourse relations between paragraphs are very loose and their annotations are not so meaningful. Thus, short texts with obvious logics become our preference. Here, we choose scientific abstracts from ACL Anthology\(^2\) which are usually composed of one passage and have strong logics. Second, we prefer to conduct domain-specific discourse annotation. RST-DT and PDTB are both constructed on news articles, which are unspecific in domain coverage. We choose the scientific domain that is more specific and can benefit further academic applications such as automatic summarization and translation. Furthermore, our treebank SciDTB can be made as a benchmark for evaluating discourse parsers. Three baselines are provided as fundamental work.

2 Annotation Framework

In this section, we describe two key aspects of our annotation framework, including elementary discourse units (EDU) and discourse relations.

2.1 Elementary Discourse Units

We first need to divide a passage into non-overlapping text spans, which are named elementary discourse units (EDUs). We follow the criterion of Polanyi (1988) and Irmer (2011) which treats clauses as EDUs.

However, since a discourse unit is a semantic concept but a clause is defined syntactically, in some cases segmentation by clauses is still not the most proper strategy. In practice, we refer to the guidelines defined by (Carlson and Marcu, 2001). For example, subjective clauses, objective clauses of non-attributive verbs and verb complement clauses are not segmented. Nominal post-modifiers with predicates are treated as EDUs. Strong discourse cues such as “despite” and “because of” starts a new EDU no matter they are followed by a clause or a phrase. We give an EDU segmentation example as follows.

1. [Despite bilingual embeddings success,][the contextual information][which is of critical

\^2\url{http://www.aclweb.org/anthology/}. SciDTB follows the same CC BY-NC-SA 3.0 and CC BY 4.0 licenses as ACL Anthology.

2.2 Discourse Relations

A discourse relation is defined as tri-tuple \((h, d, r)\), where \(h\) means the head EDU, \(d\) is the dependent EDU, and \(r\) defines the relation category between \(h\) and \(d\). For a discourse relation, head EDU is defined as the unit with essential information and dependent EDU with supportive content. Here, we follow Carlson and Marcu (2001) to adopt deletion test in the determination of head and dependent. If one unit in a binary relation pair is deleted but the whole meaning can still be almost understood from the other unit, the deleted unit is treated as dependent and the other one as the head.

For the relation categories, we mainly refer to the work of (Carlson and Marcu, 2001) and (Bunt and Prasad, 2016). Table 1 presents the discourse relation set of SciDTB, which are not explained detailedly one by one due to space limitation. Through investigation of scientific abstracts, we define 17 coarse-grained relation types and 26 fine-grained relations for SciDTB.

It is noted that we make some modifications to adapt to the scientific domain. For example, In SciDTB, Background relation is divided into three

<table>
<thead>
<tr>
<th>Coarse</th>
<th>Fine</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ROOT</td>
<td>ROOT</td>
</tr>
<tr>
<td>2. Attribution</td>
<td>Attribution</td>
</tr>
<tr>
<td>3. Background</td>
<td>Related, Goal, General</td>
</tr>
<tr>
<td>4. Cause-effect</td>
<td>Cause, Result</td>
</tr>
<tr>
<td>5. Comparison</td>
<td>Comparison</td>
</tr>
<tr>
<td>6. Condition</td>
<td>Condition</td>
</tr>
<tr>
<td>7. Contrast</td>
<td>Contrast</td>
</tr>
<tr>
<td>8. Elaboration</td>
<td>Addition, Aspect, Process-step, Definition, Enumerate, Example</td>
</tr>
<tr>
<td>9. Enablement</td>
<td>Enablement</td>
</tr>
<tr>
<td>10. Evaluation</td>
<td>Evaluation</td>
</tr>
<tr>
<td>11. Explain</td>
<td>Evidence, Reason</td>
</tr>
<tr>
<td>12. Joint</td>
<td>Joint</td>
</tr>
<tr>
<td>13. Manner-means</td>
<td>Manner-means</td>
</tr>
<tr>
<td>14. Progression</td>
<td>Progression</td>
</tr>
<tr>
<td>15. Same-unit</td>
<td>Same-unit</td>
</tr>
<tr>
<td>16. Summary</td>
<td>Summary</td>
</tr>
<tr>
<td>17. Temporal</td>
<td>Temporal</td>
</tr>
</tbody>
</table>

Table 1: Discourse relation category of SciDTB.

It is noted, as in Example 1, there are EDUs which are broken into two parts (in bold) by relative clauses or nominal postmodifiers. Like RST, we connect the two parts by a pseudo-relation type Same-unit to represent their integrity.
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There is rich knowledge encoded in online web data. For example, entity tags in Wikipedia data define some word boundaries. In this paper we adopt partial-label learning with conditional random fields to make use of this knowledge for semi-supervised Chinese word segmentation. The basic idea of partial-label learning is to optimize a cost function that marginalizes the probability mass in the constrained space that encodes this knowledge.

By integrating some domain adaptation techniques, such as EasyAdapt, our result reaches an F-measure of 95.98% on the CTB-6 corpus.

Figure 1: An example discourse dependency tree for an abstract in SciDTB.

subtypes: Related, Goal and General, because the background description in scientific abstracts usually has more different intents. Meanwhile, for attribution relation we treat the attributive content rather than act as head, which is contrary to that defined in (Carlson and Marcu, 2001), because scientific facts or research arguments mentioned in attributive content are more important in abstracts. For some symmetric discourse relations such as joint and comparison, where two connected EDUs are equally important and have interchangeable semantic roles, we follow the strategy as (Li et al., 2014) and treat the preceding EDU as the head.

Another issue on coherence relations is about polynary relations which involve more than two EDUs. The first scenario is that one EDU dominates a set of posterior EDUs as its member. In this case, we annotate binary relations from head EDU to each member EDU with the same relation. The second scenario is that several EDUs are of equal importance in a polynary relation. For this case, we link each former EDU to its neighboring EDU with the same relation, forming a relation chain similar to “right-heavy” binarization transformation in (Morey et al., 2017).

By assuring that each EDU has one and only one head EDU, we can obtain a dependency tree for each scientific abstract. An example of dependency annotation is shown in Figure 1.

3 Corpus Construction

Following the annotation framework, we collected 798 abstracts from ACL anthology and constructed the SciDTB corpus. The construction details are introduced as follows.

Annotator Recruitment To select annotators, we put forward two requirements to ensure the annotation quality. First, we required the candidates to have linguistic knowledge. Second, each candidate was asked to join a test annotation of 20 abstracts, whose quality was evaluated by experts. After the judgement, 5 annotators were qualified to participate in our work.

EDU Segmentation We performed EDU segmentation in a semi-automatic way. First, we did sentence tokenization on raw texts using NLTK 3.2 (Bird and Loper, 2004). Then we used SPADE (Soricut and Marcu, 2003), a pre-trained EDU segmenter relying on Charniak’s syntactic parser (Charniak, 2000), to automatically cut sentences into EDUs. Then, we manually checked each segmented abstract to ensure the segmentation quality. Two annotators conducted the checking task, with one proofreading the output of SPADE, and the other reviewing the proofreading. The checking process was recorded for statistical analysis.

Tree Annotation Labeling dependency trees was the most labor-intensive work in the corpus construction. 798 segmented abstracts were labeled by 5 annotators in 6 months. 506 abstracts were annotated more than twice separately by different annotators, with the purpose of analysing annotation consistency and providing human performance as an upper bound. The annotated trees were stored in JSON format. For convenience, we
developed an online tool\textsuperscript{3} for annotating and visualising discourse dependency trees.

4 Corpus Statistics

SciDTB contains 798 unique abstracts with 63% labeled more than once and 18,978 discourse relations in total. Table 2 compares the size of SciDTB with RST-DT and another PDTB-style domain-specific corpus BioDRB (Prasad et al., 2011), we can see SciDTB has a comparable size with RST-DT. Moreover, it is relatively easy for SciDTB to augment its size since the dependency structure simplifies the annotation to some extent. Compared with BioDRB, SciDTB has larger size and passage-level representations.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>#Doc.</th>
<th>#Doc. (unique)</th>
<th>#Relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SciDTB</td>
<td>1355</td>
<td>798</td>
<td>18978</td>
</tr>
<tr>
<td>RST-DT</td>
<td>438</td>
<td>385</td>
<td>23611</td>
</tr>
<tr>
<td>BioDRB</td>
<td>24</td>
<td>24</td>
<td>5859</td>
</tr>
</tbody>
</table>

Table 2: Size of SciDTB and other discourse relation banks.

4.1 Annotation Consistency

EDU Segmentation We use 214 abstracts for analysis. After the proofreading of the first annotator, the abstracts are composed of totally 2,772 EDUs. Among these EDUs, only 28 (1.01%) EDUs are disagreed and revised by the second annotator, which means a very high consensus between annotators on EDU segmentation.

<table>
<thead>
<tr>
<th>Annotator</th>
<th>#Doc.</th>
<th>UAS</th>
<th>LAS</th>
<th>Kappa score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 2</td>
<td>93</td>
<td>0.811</td>
<td>0.644</td>
<td>0.763</td>
</tr>
<tr>
<td>1 &amp; 3</td>
<td>147</td>
<td>0.800</td>
<td>0.628</td>
<td>0.761</td>
</tr>
<tr>
<td>1 &amp; 4</td>
<td>42</td>
<td>0.772</td>
<td>0.609</td>
<td>0.767</td>
</tr>
<tr>
<td>3 &amp; 4</td>
<td>46</td>
<td>0.806</td>
<td>0.639</td>
<td>0.772</td>
</tr>
<tr>
<td>4 &amp; 5</td>
<td>44</td>
<td>0.753</td>
<td>0.550</td>
<td>0.699</td>
</tr>
</tbody>
</table>

Table 3: Relation annotation consistency.

Tree Labeling Here, we evaluate the consistency of two annotators on labeling discourse relations using 3 metrics from different aspects. When labeling a discourse relation, each non-root EDU must choose its head with a specific relation type. Thus, the annotation disagreement mainly comes from selecting head or determining relation type. Similar to syntactic dependency parsing, un-labeled and labeled attachment scores (UAS and LAS) are employed to measure the labeling correspondence. UAS calculates the proportion of EDUs which are assigned the same head in two annotations, while LAS considers the uniformity of both head and relation label. Cohen’s Kappa score evaluates the agreement of labeling relation types under the premise of knowing the correct heads.

Table 3 shows the agreement results between two annotators. We can see that most of the LAS values between annotators exceed 0.60. The agreement on tree structure reflected by UAS all reaches 0.75. The Kappa values for relation types agreement keep equal to or greater than 0.7.

4.2 Structural Characteristics

Non-projection in Treebank One advantage of dependency trees is that they can represent non-projective structures. In SciDTB, we annotated 39 non-projective dependency trees, which account for about 3% of the whole corpus. This phenomenon in our treebank is not so frequent as (Wolf and Gibson, 2005). We think this may be because scientific abstracts are much shorter and scientific expressions are relatively restricted.

Dependency Distance Here we investigate the distance of two EDUs involved in a discourse relation. The distance is defined as the number of EDUs between head and dependent. We present the distance distribution of all the relations in SciDTB, as shown in Table 4. It should be noted that ROOT and Same-unit relations are omitted in this analysis. From Table 4, we find most relations connect near EDUs. Most relations (61.6%) occur between neighboring EDUs and about 75% relations occur with at most one intermediate EDU.

Although most dependency relations function intra-sentence, there exist long-range dependency relations in the treebank. On average, the distance of 8.8% relations is greater than 5. We summarize that the most frequent 5 fine-grained rela-

\begin{tabular}{|c|c|c|c|c|}
\hline
Distance & #Relations & Percentage/% \\
\hline
0 EDU    & 10576      & 61.64       \\
1 EDU    & 2208       & 12.87       \\
2 EDUs   & 1231       & 7.17        \\
3-5 EDUs & 1626       & 9.48        \\
6-10 EDUs & 1146     & 6.68        \\
11-15 EDUs & 304      & 1.77        \\
>15 EDUs & 67         & 0.39        \\
\hline
Total    & 17158      & 100.00      \\
\hline
\end{tabular}

Table 4: Distribution of dependency distance.
tion types of these long-distance relations belong to *Evaluation*, *Aspect*, *Addition*, *Process-step* and *Goal*, which tend to appear on higher level in dependency trees.

5 Benchmark for Discourse Parsers

We further apply SciDTB as a benchmark for comparing and evaluating discourse dependency parsers. For the 798 unique abstracts in SciDTB, 154 are used for development set and 152 for test set. The remaining 492 abstracts are used for training. We implement two transition-based parsers and a graph-based parser as baselines.

**Vanilla Transition-based Parser** We adopt the transition-based method for dependency parsing by Nivre (2003). The action set of arc-standard system (Nivre et al., 2004) is employed. We build an SVM classifier to predict most possible transition action for given configuration. We adopt the N-gram features, positional features, length features and dependency features for top-2 EDUs in the stack and top EDU in the buffer, which can be referred from (Li et al., 2014; Wang et al., 2017)

**Two-stage Transition-based Parser** We implement a two-stage transition-based dependency parser following (Wang et al., 2017). First, an unlabeled tree is produced by vanilla transition-based approach. Then we train a separate SVM classifier to predict relation types on the tree in pre-order. For the 2nd-stage, apart from features in the 1st-stage, two kinds of features are added, including depth of head and dependent in the tree and the predicted relation between the head and its head.

**Graph-based Parser** We implement a graph-based parser as in (Li et al., 2014). For simplicity, we use averaged perceptron rather than MIRA to train weights. N-gram, positional, length and dependency features between head and dependent labeled with relation type are considered.

**Hyper-parameters** During training, the hyper-parameters of these models are tuned using development set. For vanilla transition-based parser, we take linear kernel for the SVM classifier. The penalty parameter C is set to 1.5. For two-stage parser, the 1st-stage classifier follows the same setting as the vanilla parser. For 2nd-stage, we use the linear kernel and set C to 0.5. The averaged perceptron in graph-based parser is trained for 10 epochs on the training set. Weights of features are initialized to be 0 and trained with fixed learning rate.

**Results** Table 5 shows the performance of these parsers on development and test data. We also measure parsing accuracy with UAS and LAS. The human agreement is presented for comparison. With the addition of tree structural features in relation type prediction, the two-stage dependency parser gets better performance on LAS than vanilla system on both development and test set. Compared with graph-based model, the two transition-based baselines achieve higher accuracy with regard to UAS and LAS. Using more effective training strategies like MIRA may improve graph-based models. We can also see that human performance is still much higher than the three parsers, meaning there is large space for improvement in future work.

6 Conclusions

In this paper, we propose to construct a discourse dependency treebank SciDTB for scientific abstracts. It represents passages with dependency tree structure, which is simpler and more flexible for analysis. We have presented our annotation framework, construction workflow and statistics of SciDTB, which can provide annotation experience for extending to other domains. Moreover, this treebank can serve as an evaluating benchmark of discourse parsers.

In the future, we will enlarge our annotation scale to cover more domains and longer passages, and explore how to use SciDTB in some downstreaming applications.
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<table>
<thead>
<tr>
<th></th>
<th>Dev set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UAS</td>
<td>LAS</td>
</tr>
<tr>
<td>Vanilla transition</td>
<td>0.730</td>
<td>0.557</td>
</tr>
<tr>
<td>Two-stage transition</td>
<td>0.730</td>
<td>0.577</td>
</tr>
<tr>
<td>Graph-based</td>
<td>0.607</td>
<td>0.455</td>
</tr>
<tr>
<td>Human</td>
<td>0.806</td>
<td>0.627</td>
</tr>
</tbody>
</table>

Table 5: Performance of baseline parsers.
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Abstract

Because obtaining training data is often the most difficult part of an NLP or ML project, we develop methods for predicting how much data is required to achieve a desired test accuracy by extrapolating results from systems trained on a small pilot training dataset. We model how accuracy varies as a function of training size on subsets of the pilot data, and use that model to predict how much training data would be required to achieve the desired accuracy. We introduce a new performance extrapolation task to evaluate how well different extrapolations predict system accuracy on larger training sets. We show that details of hyperparameter optimisation and the extrapolation models can have dramatic effects in a document classification task. We believe this is an important first step in developing methods for estimating the resources required to meet specific engineering performance targets.

1 Introduction

An engineering discipline should be able to predict the cost of a project before the project is started. Because training data is often the most expensive part of an NLP or ML project, it is important to estimate how much training data required for a system to achieve a target accuracy. Unfortunately our field only offers fairly impractical advice, e.g., that more data increases accuracy (Banko and Brill, 2001); we currently have no practical methods for estimating how much data or what quality of data is required to achieve a target accuracy goal. Imagine if bridge construction was planned the way we build our systems!

Our long-term goal is to develop practical methods for designing systems that achieve target performance specifications, including identifying the amount of training data that the system will require. This paper starts to address this goal by introducing an extrapolation methodology that predicts a system’s accuracy on a larger dataset from its performance on subsets of much smaller pilot data. These extrapolations allow us to estimate how much training data a system will require to achieve a target accuracy. We focus on a specific task (document classification) using a specific system (the fastText classifier of Joulin et al. (2016)), and leave to future work to determine if our approach and results generalise to other tasks and systems.

We introduce an accuracy extrapolation task that can be used to evaluate different extrapolation models. We describe three well-known extrapolation models and evaluate them on a document classification dataset. On our development data the biased power-law method with binomial item weighting performs best, so we propose it should be a baseline for future research. We demonstrate the importance of hyperparameter optimisation on each different-sized data subset (rather than just optimising on the largest data subset) and item weighting, and show that these can have a dramatic impact on extrapolation, especially from small pilot data sets. The data and code for all experiments in this paper, including the R code for the graphics, is available from http://web.science.mq.edu.au/~mjohnson.

2 Related work

Power analysis (Cohen, 1992) is widely-used statistical technique (e.g., in biomedical trials) for predicting the number of measurements required in an experimental design; we aim to develop sim-
ilar techniques for NLP and ML systems. There is a large body of research on the relationship between training data size and system performance. Geman et al. (1992) decompose the squared error of a model into a bias term (due to model errors) and a variance term (due to statistical noise). Bias does not vary with training data size \( n \), but the error due to variance should decrease as \( O(1/\sqrt{n}) \) if the training observations are independent (Dominos, 2000a,b). The power-law models used in this paper have been investigated many times in prior literature (Haussler et al., 1996; Mukherjee et al., 2003; Figueroa et al., 2012; Beleites et al., 2013; Hajian-Tilaki, 2014; Cho et al., 2015). Sun et al. (2017), Barone et al. (2017) and the concurrent unpublished work by Hestness et al. (2017) point out that these power-law models describe modern ML and NLP systems quite well, including complex deep-learning systems, so we expect our results to generalise to these systems.

This paper differs from prior work in that we explicitly focus on the task of extrapolating system performance from small pilot data. We introduce a new evaluation task to compare the effectiveness of different models for this extrapolation, and demonstrate the importance of per-subset hyperparameter optimisation and item weighting, which prior work did not investigate.

3 Models for extrapolating pilot data

We are given a system whose accuracy on a large dataset we wish to predict, but only a smaller pilot dataset is available. We train the system on different-sized subsets of the pilot dataset, and use the results of those training runs to estimate how the system’s accuracy varies as a function of training data size.

We focus on predicting the minimum error rate \( e(n) \) that the system can achieve on a dataset of size \( n \) after hyperparameter optimisation (where the error rate is 1 – accuracy for a classifier) given a pilot dataset of size \( m \ll n \) (in the task below, \( m = n/2 \) or \( m = n/10 \)). We investigate three different extrapolation models of \( e(n) \) in this paper:

- **Power law**: \( \hat{e}(n) = bn^c \)
- **Inverse square-root**: \( \hat{e}(n) = a + bn^{-1/2} \)
- **Biased power law**: \( \hat{e}(n) = a + bn^c \)

Here \( \hat{e}(n) \) is the estimate of \( e(n) \), and \( a, b \) and \( c \) are adjustable parameters that are estimated based on the system’s performance on the pilot dataset. The inverse square-root curve is what one would expect if the error is distributed according to a Bias-Variance decomposition (Geman et al., 1992) with a constant bias term \( a \) and a variance term that asymptotically follows the Central Limit Theorem. We fit these models using weighted least squares regression. Each data point or item in the regression is the result of a run of the system on a subset of the pilot dataset.

Assuming that the underlying system has adjustable hyperparameters, the question arises: how should the hyperparameters be set? The computationally least demanding approach is to optimise the system’s hyperparameters on the full pilot dataset, and use these hyperparameters for all the runs on subsets of the pilot dataset. An alternative, computationally more demanding approach is to optimise the system’s hyperparameters separately on each of the subsets of the pilot dataset. Figure 1 shows an example where optimising the hyperparameters just on the full pilot dataset is clearly in-

![Figure 1: An extrapolation run from pilot data consisting of either 0.1 or 0.5 of the ag_news corpus. The x-axis is the size of the subset of pilot data, while the y-axis is the classification error rate. The shapes/colors show the maximum fraction of the corpus used in the pilot data, and whether hyperparameters were optimised only once on all of the pilot data (e.g., \( 0.1 \) and \( 0.5 \)) or at each smaller subset of the pilot data (e.g., \( \leq 0.1 \) and \( \leq 0.5 \)). The lines are least-squares fits of biased power-law models \( (\hat{e}(n) = a + bn^c) \) to the corresponding pilot data. The red star shows minimum error rate when all the training data is used to train the classifier (this is the value we are trying to predict).](image-url)
ferior to optimising the hyperparameters on each subset of the pilot dataset. We show below that the more demanding approach of optimising on each subset is superior, especially when extrapolating from small pilot datasets.

We also investigate how details of the regression fit affect the regression accuracy $\hat{e}(n)$. We experimented with several link functions (we used the default Gaussian link here), but found that these had less impact than adjusting the item weights in the regression. Runs with smaller training sets presumably have higher variance, and since our goal is to extrapolate to larger datasets, it is reasonable to place more weight on items corresponding to larger datasets. We investigated three item weighting functions in regression:

• constant weights (1),
• linear weights ($n$), and
• binomial weights ($n^c/\epsilon(1 - \epsilon)$)

Linear weights are motivated by the assumption that the item variance follows the Central Limit Theorem, while the binomial weights are motivated by the assumption that item variance follows a binomial distribution (see the Supplemental Materials for further discussion). As Figure 2 makes clear, linear weights and binomial weights generally produce more accurate extrapolations than constant weights, so we use binomial weights in our evaluation in Table 2.

4 A performance extrapolation task

We used the fastText document classifier and the document classification corpora distributed with it; see Joulin et al. (2016) for full details. FastText’s speed and evaluation scripts make it easy to do the experiments described below. We fitted our extrapolation models to the fastText document classifier results on the 8 corpora distributed with the fastText classifier. These corpora contain labelled documents for a document classification task, and come randomised and divided into training and test sections. All our results are on these test sections.

The corpora were divided into development and evaluation corpora (each with train and test splits) as shown in Table 1. We use the amazon_review_polarity, sogou_news, yahoo_answers and yelp_review.full corpora as our test set (so these are only used in the final evaluation), while the ag_news, dbpedia, amazon_review.full and yelp_review_polarity were used as development corpora. The development and evaluation sets contain document collections of roughly similar sizes and complexities, but no attempt was made to accurately “balance” the development and evaluation corpora.

We trained the fastText classifier on 13 differently-sized prefixes of each training set that are approximately logarithmically spaced over two orders of magnitude (i.e., varying from $\frac{1}{50}$ to all of the training corpus). To explore the effect of hyperparameter tuning on extrapolation, for each prefix of each training set we trained a classifier on each of 1,079 different hyperparameter settings, varying the n-gram length, learning rate, dimensionality of the hidden units and the loss function (the fastText classifier crashed on 17 hyperparameter combinations; we did not investigate why). We re-ran the entire process 8 times on randomly-shuffled versions of each training corpus.

As expected, the minimum error configuration invariably requires the full training data. When extrapolating from subsets of a smaller pilot set (we explored pilot sets consisting of 0.1 and 0.5 of the full training data) there are two plausible ways of performing hyperparameter optimisation. Ideally, one would optimise the hyperparameters for each subset of the pilot data considered (we selected the best-performing hyperparameters using grid search). However, if one is not working with computationally efficient algorithms like fastText, one might be tempted to only optimise the hyperparameters once on all the pilot data, and use the hyperparameters optimised on all the pilot data when calculating the error rate on subsets of that pilot data. As figure 2 and table 2 make clear, selecting the optimal hyperparameters for each subset of the pilot data generally produces better extrapolation results.

Figure 1 shows how different ways of choosing hyperparameters can affect extrapolation. As that figure shows, hyperparameters optimised on 50% of the training data perform very badly on 1% of the training data. As figure 2 shows, this can lead simpler extrapolation models such as the power-law to dramatically underestimate the error on the full dataset. Interestingly, more complex extrapolation models, such as the extended power-law model, often do much better.

Based on the development corpora results presented in Figures 1 and 2, we choose the biased power law model ($\hat{e}(n) = a + bn^c$) with binomial
Figure 2: Residuals on 8 runs when extrapolating from pilot data consisting of 0.1 or 0.5 of each development training corpus. The $y$-axis shows the residual error (the difference between the predicted error and the minimum error when the classifier is trained on all the training data), and the $x$-axis indicates the weight function used in extrapolation. Colours indicate the model fitted, (i.e., power-law ($\hat{e}(n) = bn^c$), inverse square-root ($\hat{e}(n) = a + bn^{-1/2}$), or biased power-law ($\hat{e}(n) = a + bn^c$) models). Facets indicate the development corpus used, and whether hyperparameters were optimised only once on all of the pilot data (e.g., $= 0.1$ or $= 0.5$) or on each subset of the pilot data (e.g., $\leq 0.1$ and $\leq 0.5$).

Table 1: Summary statistics of the development corpora (above line) and evaluation corpora (below line).

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Labels</th>
<th>Train (K)</th>
<th>Test (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ag_news</td>
<td>4</td>
<td>120</td>
<td>7.6</td>
</tr>
<tr>
<td>dbpedia</td>
<td>14</td>
<td>560</td>
<td>70</td>
</tr>
<tr>
<td>amazon_review_full</td>
<td>5</td>
<td>3,000</td>
<td>650</td>
</tr>
<tr>
<td>yelp_review_polarity</td>
<td>2</td>
<td>560</td>
<td>38</td>
</tr>
<tr>
<td>amazon_review_polarity</td>
<td>2</td>
<td>3,600</td>
<td>400</td>
</tr>
<tr>
<td>sogou_news</td>
<td>5</td>
<td>450</td>
<td>60</td>
</tr>
<tr>
<td>yahoo_answers</td>
<td>10</td>
<td>1,400</td>
<td>60</td>
</tr>
<tr>
<td>yelp_review_full</td>
<td>5</td>
<td>650</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 2: RMS relative residuals ($\hat{e}/e - 1$) on the four evaluation corpora over all runs for the biased power law model ($\hat{e}(n) = a + bn^c$) with binomial item weights ($n/e(1 - e)$). Lower scores are better.

Unsurprisingly, Table 2 shows that extrapolation is more accurate from larger pilot datasets; increasing the size of the pilot dataset 5 times results in lower scores.

We evaluate an extrapolation by calculating the root-mean-square (RMS) of the relative residuals $\hat{e}/e - 1$, where $e$ is the minimum error achieved by the classifier with any hyperparameter setting when trained on the full training set, and $\hat{e}$ is the predicted error made by the extrapolation model from the pilot dataset.

We use relative residuals because the residuals themselves vary greatly from corpus to corpus, and we use RMS to penalise large extrapolation errors. We admit that RMS relative residuals is probably not a close approximation to the extrapolation loss in real applications, and we hope future work will develop more realistic loss functions.
duces the RMS relative residuals by a factor of 10. It also clearly shows that it valuable to perform hyperparameter optimisation on all subsets of the pilot dataset, not just on the whole pilot data. Interestingly, Table 2 shows that the RMS difference between the two approaches to hyperparameter setting is greater when the pilot data is larger. This makes sense; the hyperparameters that are optimal on a large pilot dataset may be far from optimal on a very small subset (this is clearly visible in Figure 1, where the items deviating most are those for the $= 0.5$ pilot data and hyperparameter choice).

5 Conclusions and Future Work

This paper introduced an extrapolation methodology for predicting accuracy on large dataset from a small pilot dataset, applied it to a document classification system, and identified the biased power-law model with binomial weights as a good baseline extrapolation model. This only scratches the surface of performance extrapolation tasks. We hope that teams with greater computational resources will study the extrapolation task for computationally more-demanding systems, including popular deep learning models. The power-law models should be considered baselines for more sophisticated extrapolation models, which might exploit more information than just accuracy on subsets of the pilot data.

We hope this work will spur the development of better methods for estimating the resources needed to build an NLP or ML system to meet a specification, as we believe this is essential for any mature engineering field.
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Abstract

We investigate the influence that document context exerts on human acceptability judgements for English sentences, via two sets of experiments. The first compares ratings for sentences presented on their own with ratings for the same set of sentences given in their document contexts. The second assesses the accuracy with which two types of neural models — one that incorporates context during training and one that does not — predict these judgements. Our results indicate that: (1) context improves acceptability ratings for ill-formed sentences, but also reduces them for well-formed sentences; and (2) context helps unsupervised systems to model acceptability.¹

1 Introduction

Sentence acceptability is defined as the extent to which a sentence is well formed or natural to native speakers of a language. It encompasses semantic, syntactic and pragmatic plausibility and other non-linguistic factors such as memory limitation. Grammaticality, by contrast, is the syntactic well-formedness of a sentence. Grammaticality as characterised by formal linguists is a theoretical concept that is difficult to elicit from non-expert assessors. In the research presented here we are interested in predicting acceptability judgements.²

Lau et al. (2015, 2016) present unsupervised probabilistic methods to predict sentence acceptability, where sentences were judged independently of context. In this paper we extend this research to investigate the impact of context on human acceptability judgements, where context is defined as the full document environment surrounding a sentence. We also test the accuracy of more sophisticated language models — one which incorporates document context during training — to predict human acceptability judgements.

We believe that understanding how context influences acceptability is crucial to success in modelling human acceptability judgements. It has implications for tasks such as style/coherence assessment and language generation. Showing a strong correlation between unsupervised language model sentence probability and acceptability supports the view that linguistic knowledge can be represented as a probabilistic system. This result addresses foundational questions concerning the nature of grammatical knowledge (Lau et al., 2016).

Our work is guided by 3 hypotheses:

H₁: Document context boosts sentence acceptability judgements.
H₂: Document context helps language models to model acceptability.
H₃: A language model predicts acceptability more accurately when it is tested on sentences within document context than when it is tested on the sentences alone.

In Section 3, we experiment with two types of language models to predict acceptability: a standard language model and a topically-driven model. The latter extends the language model by incorporating document context as a conditioning

¹Annotated data (with acceptability ratings) is available at: https://github.com/GU-CLASP/BLL2018.
²See Lau et al. (2016) for a detailed discussion of the relationship between acceptability and grammaticality. They provide motivation for measuring acceptability rather than grammaticality in their crowd source surveys and modelling experiments.
variable. The model comparison allows us to understand the impact of incorporating context during training for acceptability prediction. We also experiment with adding context as input at test time for both models. These experiments collectively address $H_2$, by investigating the impact of using context during training and testing for modelling acceptability. We evaluate the models against crowd-sourced annotated sentences judged both in context and out of context. This tests $H_3$.

In Section 4 we briefly consider related work. We indicate the issues to be addressed in future research and summarise our conclusions in Section 5.

2 The Influence of Document Context on Acceptability Ratings

Our goal is to construct a dataset of sentences annotated with acceptability ratings, judged with and without document context. To obtain sentences and their document context, we extracted 100 random articles from the English Wikipedia and sampled a sentence from each article. To generate a set of sentences with varying degrees of acceptability we used the Moses MT system (Koehn et al., 2007) to translate each sentence from English to 4 target languages — Czech, Spanish, German and French — and then back to English.\(^3\) We chose these 4 languages because preliminary experiments found that they produce sentences with different sorts of grammatical, semantic, and lexical infelicities. Note that we only translate the sentences; the document context is not modified.

To gather acceptability judgements we used Amazon Mechanical Turk and asked workers to judge acceptability using a 4-point scale.\(^4\) We ran the annotation task twice: first where we presented sentences without context, and second within their document context. For the in-context experiment, the target sentence was highlighted in boldface, with one preceding and one succeeding sentence included as additional context. Workers had the option of revealing the full document context by clicking on the preceding and succeeding sentences. We did not check whether subjects viewed the full context when recording their ratings.

Henceforth human judgements made without context are denoted as $h^-$ and judgements with context as $h^+$. We collected 20 judgements per sentence, giving us a total of a 20,000 annotations (100 sentences × 5 languages × 2 presentations × 20 judgements).

To ensure annotation reliability, sentences were presented in groups of five, one from the original English set, and four from the round-trip translations, one per target language, with no sentence type (English original or its translated variant) appearing more than once in a HIT.\(^5\) We assume that the original English sentences are generally acceptable, and we filtered out workers who fail to consistently rate these sentences as such.\(^6\) Post-filtering, we aggregate the multiple ratings and compute the mean.

We first look at the correlation between without-context ($h^-$) and with-context ($h^+$) mean ratings. Figure 1 is a scatter plot of this relation. We found a strong correlation of Pearson’s $r = 0.80$ between the two sets of ratings.

We see that adding context generally improves acceptability (evidenced by points above the diagonal), but the pattern reverses as acceptability increases, suggesting that context boosts sentence ratings most for ill-formed sentences. The trend persists throughout the whole range of acceptability, so that for the most acceptable sentences, adding context actually diminishes their rated acceptability. We can see this trend clearly in Figure 1, where the average difference between $h^-$ and $h^+$ is represented by the distance between the linear regression and the diagonal. These lines cross at $h^+ = h^- = 3.28$, the point where context no longer boosts acceptability.

To understand the spread of individual judgements on a sentence, we compute the standard deviation of ratings for each sentence and then take the mean over all sentences. We found a small difference: 0.71 for $h^-$ and 0.76 for $h^+$. We also calculate one-vs-rest correlation, where for each

\[^3\]We use the pre-trained Moses models for translation: http://www.statmt.org/moses/RELEASE-4.0/models/.

\[^4\]We ask workers to judge how “natural” they find a sentence. For more details on the AMT protocol and our use of a four category naturalness rating system, see Lau et al. (2015, 2016).

\[^5\]A HIT is a “human intelligence task”. It constitutes a unit of work for crowdworkers.

\[^6\]Control sentence rating threshold $= 3$. Minimum accuracy for control sentences $= 0.70$. To prevent workers from gaming this system (by giving all perfect ratings), we also removed workers whose average rating $\geq 3.5$. Using these rules we filtered out on average, for each sentence, 7,5125 answers for $h^+$ and 3,9725 for $h^-$. This gave us approximately 13 and 16 annotators for each $h^+$ and $h^-$ sentence respectively.
Table 1: A sample of sentences with their without-context ($h^-$) and with-context ($h^+$) ratings. The "Language" column denotes the intermediate translation language. The original English sentence is marked with "—".

<table>
<thead>
<tr>
<th>Language</th>
<th>Sentence</th>
<th>$h^-$</th>
<th>$h^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>david acker, harry’s son, became the president of sleepy’s in 2001.</td>
<td>3.47</td>
<td>3.38</td>
</tr>
<tr>
<td>Czech</td>
<td>david acker harry’ with son has become president of the sleepy’ with in 2001.</td>
<td>1.75</td>
<td>2.08</td>
</tr>
<tr>
<td>German</td>
<td>david field, harry’ the son was the president of “ in 2001.</td>
<td>1.63</td>
<td>3.00</td>
</tr>
<tr>
<td>Spanish</td>
<td>david acker, harry’ his son, became president of the sleeping’ in 2001.</td>
<td>2.19</td>
<td>2.62</td>
</tr>
<tr>
<td>French</td>
<td>david acker, harry’ son, the president of the sleepy’ in 2001.</td>
<td>1.47</td>
<td>2.46</td>
</tr>
</tbody>
</table>

The "Language" column denotes the intermediate translation language.

Figure 1: With-context ($h^+$) against without-context ($h^-$) ratings. Points above the full diagonal represent sentences which are judged more acceptable when presented with context. The total least-square linear regression is shown as the second line.

One possible explanation for this compression is that workers focus more on global semantic and pragmatic coherence when context is supplied. If this is the case, then the syntactic mistakes introduced by MT have less effect on ratings than for the out-of-context sentences, where global coherence is not a factor.

To give a sense how context influences ratings, we present a sample of sentences with their without-context ($h^-$) and with-context ($h^+$) ratings in Table 1.

3 Modelling Sentence Acceptability with Enriched LMs

Lau et al. (2015, 2016) explored a number of unsupervised models for predicting acceptability, including $n$-gram language models, Bayesian HMMs, LDA-based models, and a simple recurrent network language model. They found that the neural model outperforms the others consistently over multiple domains, in several languages. In light of this, we experiment with neural models in this paper. We use: (1) a LSTM language model ($\text{lstm}$: Hochreiter and Schmidhuber (1997); Mikolov et al. (2010)), and (2) a topically driven neural language model ($\text{tdlm}$: Lau et al. (2017)).

$\text{lstm}$ is a standard LSTM language model, trained over a corpus to predict word sequences.

$\text{tdlm}$ is a standard LSTM language model, trained over a corpus to predict word sequences.

---

7Trials are repeated 1000 times and the average correlation is computed, to insure that we obtain robust results and avoid outlier ratings skewing our Pearson coefficient value. See Lau et al. (2016) for the details of this and an alternative method for simulating an individual annotator.

8We use the following $\text{tdlm}$ implementation: https://github.com/jhlau/topically-driven-language-model.
tdlm is a joint model of topic and language. The topic model component produces topics by processing documents through a convolutional layer and aligning it with trainable topic embeddings. The language model component incorporates context by combining its topic vector (produced by the topic model component) with the LSTM’s hidden state, to generate the probability distribution for the next word.

After training, given a sentence both lstm and tdlm produce a sentence probability (aggregated using the sequence of conditional word probabilities). In our case, we also have the document context information which both models can leverage. Therefore we have 4 variants at test time: models that use only the sentence as input, lstm− and tdlm−; models that use both sentence and context, lstm+ and tdlm+.9 lstm+ incorporates context by feeding it to the LSTM network and taking its final state10 as the initial state for the current sentence. tdlm− ignores the context by converting the topic vector into a vector of zeros.

To map sentence probability to acceptability, we compute several acceptability measures (Lau et al., 2016), which are designed to normalise sentence length and word frequency. These are given in Table 2.

We train tdlm and lstm on a sample of 100K English Wikipedia articles, which has no overlap with the 100 documents used for the annotation described in Section 2. The training data has approximately 40M tokens and a vocabulary size of 66K. Training details and all model hyperparameter settings are detailed in the supplementary material.

Table 2: Acceptability measures for predicting the acceptability of a sentence. s is the sentence (|s| is the sentence length); c is the document context (only used by lstm+ and tdlm+); Pm(s, c) is the probability of the sentence given by a model; Pu(s) is the unigram probability of the sentence.

<table>
<thead>
<tr>
<th>Acc. Measure</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogProb</td>
<td>log Pm(s, c)</td>
</tr>
<tr>
<td>Mean LP</td>
<td>log Pm(s, c) /</td>
</tr>
<tr>
<td>Norm LP (Div)</td>
<td>−log Pm(s, c) / log Pu(s)</td>
</tr>
<tr>
<td>Norm LP (Sub)</td>
<td>log Pm(s, c) − log Pu(s) /</td>
</tr>
<tr>
<td>SLOR</td>
<td>log Pu(s) /</td>
</tr>
</tbody>
</table>

Table 3: Pearson’s r of acceptability measures and human ratings. “Rtg” = “Rating”, “LP” = Log-Prob, “Mean” = Mean LP, “NrmS” = Norm LP (Div) and “NrmD” = Norm LP (Sub). Boldface indicates optimal performance in each row.

We also see that tdlm outperforms all other measures, which is consistent with the findings in Lau et al. (2015). We will focus on SLOR for the remainder of the discussion.

Across all models (lstm and tdlm) and human ratings (h− and h+), using context at test time improves model performance. This suggests that taking context into account helps in modelling acceptability, regardless of whether it is tested against judgements made with (h+) or without context (h−).13 We also see that tdlm consistently outperforms all other measures, which is consistent with the findings in Lau et al. (2015). We will focus on SLOR for the remainder of the discussion.

The first observation is that we replicate the performance of the original experiment setting (Lau et al., 2015). We achieved a correlation of 0.584 when we compared lstm− against h−, which is similar to the previously reported performance (0.570).12 SLOR outperforms all other measures, which is consistent with the findings in Lau et al. (2015). We will focus on SLOR for the remainder of the discussion.

We believe incorporating context at test time for lstm improves performance because context puts the starting state of the current sentence in the right “semantic” space when predicting its words. Without context, the initial state for the current sentence is defaulted to a vector of zeros, and the

---

9There are only two trained models: lstm and tdlm. The four variants are generated by varying the type of input provided at test time when computing the sentence probability.

10The final state is the hidden state produced by the last word of the context.
tently outperforms \texttt{lstm} over both types of human ratings and test input variants, showing that \texttt{tdlm} is a better model at predicting acceptability. In fact, if we look at \texttt{tdlm} vs. \texttt{lstm} (h$^-$: 0.640 vs. 0.633; h$^+$: 0.557 vs. 0.546), \texttt{tdlm} still performs better without context than \texttt{lstm} with context. These observations confirm that context helps in the modelling of acceptability, whether it is incorporated during training (\texttt{lstm} vs. \texttt{tdlm}) or at test time (\texttt{lstm}$^-$/\texttt{tdlm}$^-$ vs. \texttt{lstm}$^+$/\texttt{tdlm}$^+$).

Interestingly, we see a lower correlation when we are predicting sentence acceptability that is judged with context. The \textit{SLOR} correlation of \texttt{lstm}$^-$/\texttt{tdlm}$^+$ vs. h$^+$ (0.546/0.618) is lower than that of \texttt{lstm}$^-$/\texttt{tdlm}$^-$ vs. h$^-$ (0.584/0.640). This result corresponds to the low one-vs-rest human performance of h$^+$ compared to h$^-$ (0.299 vs. 0.636, see Section 2). It suggests that h$^+$ ratings are more difficult to predict than h$^-$.

With human performance taken into account, both models substantially outperform the average single-annotator correlation, which is encouraging for the prospect of accurate model prediction on this task.

4 Related Work

Nagata (1988) reports a small scale experiment with 12 Japanese speakers on the effect of repetition of sentences, and embedding them in context. He notes that both repetition and context cause acceptability judgements for ill formed sentences to be more lenient. Gradients in acceptability judgements are studied in the works of Sorace and Keller (2005) and Sprouse (2007).

There is an extensive literature on automatic detection of grammatical errors (Atwell, 1987; Chodorow and Leacock, 2000; Bigert and Knutsson, 2002; Sjöbergh, 2005; Wagner et al., 2007), but limited work on acceptability prediction. Heilman et al. (2014) trained a linear regression model that uses features such as spelling errors, sentence scores from n-gram models and parsers. Lau et al. (2015, 2016) experimented with unsupervised learners and found that a simple RNN was the best performing model. Both works predict acceptability independently of any contextual factors outside the target sentence.

5 Future Work and Conclusions

We found that (i) context positively influences acceptability, particularly for ill-formed sentences, but it also has the reverse effect for well-formed sentences ($H_1$); (ii) incorporating context (during training or testing) when modelling acceptability improves model performance ($H_2$); and (iii) prediction performance declines when tested on judgements collected with context, overturning our original hypothesis ($H_3$). We discovered that human agreement decreases when context is introduced, suggesting that ratings are less predictable in this case.

While it is intuitive that context should improve acceptability for ill-formed sentences, it is less obvious why it reduces acceptability for well-formed sentences. We will investigate this question in future work. We will also experiment with a wider range of models, including sentence embedding methodologies such as Skip-Thought (Kiros et al., 2015).
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Abstract
Feed-forward networks are widely used in cross-modal applications to bridge modalities by mapping distributed vectors of one modality to the other, or to a shared space. The predicted vectors are then used to perform e.g., retrieval or labeling. Thus, the success of the whole system relies on the ability of the mapping to make the neighborhood structure (i.e., the pairwise similarities) of the predicted vectors akin to that of the target vectors. However, whether this is achieved has not been investigated yet. Here, we propose a new similarity measure and two ad hoc experiments to shed light on this issue. In three cross-modal benchmarks we learn a large number of language-to-vision and vision-to-language neural network mappings (up to five layers) using a rich diversity of image and text features and loss functions. Our results reveal that, surprisingly, the neighborhood structure of the predicted vectors consistently resembles more that of the input vectors than that of the target vectors. In a second experiment, we further show that untrained nets do not significantly disrupt the neighborhood (i.e., semantic) structure of the input vectors.

1 Introduction
Neural network mappings are widely used to bridge modalities or spaces in cross-modal retrieval (Qiao et al., 2017; Wang et al., 2016; Zhang et al., 2016), zero-shot learning (Lazaridou et al., 2015b, 2014; Socher et al., 2013) in building multimodal representations (Collell et al., 2017) or in word translation (Lazaridou et al., 2015a), to name a few. Typically, a neural network is firstly trained to predict the distributed vectors of one modality (or space) from the other. At test time, some operation such as retrieval or labeling is performed based on the nearest neighbors of the predicted (mapped) vectors. For instance, in zero-shot image classification, image features are mapped to the text space and the label of the nearest neighbor word is assigned. Thus, the success of such systems relies entirely on the ability of the map to make the predicted vectors similar to the target vectors in terms of semantic or neighborhood structure. However, whether neural nets achieve this goal in general has not been investigated yet. In fact, recent work evidences that considerable information about the input modality propagates into the predicted modality (Collell et al., 2017; Lazaridou et al., 2015b; Frome et al., 2013).

To shed light on these questions, we first introduce the (to the best of our knowledge) first existing measure to quantify similarity between the neighborhood structures of two sets of vectors. Second, we perform extensive experiments in three benchmarks where we learn image-to-text and text-to-image neural net mappings using a rich variety of state-of-the-art text and image features and loss functions. Our results reveal that, contrary to expectation, the semantic structure of the mapped vectors consistently resembles more that of the input vectors than that of the target vectors of interest. In a second experiment, by using six concept similarity tasks we show that the semantic structure of the input vectors is preserved after mapping them with an untrained network, further evidencing that feed-forward nets naturally preserve semantic information about the input. Overall, we uncover and rise awareness of a largely

---

1 We indistinctly use the terms semantic structure, neighborhood structure and similarity structure. They refer to all pairwise similarities of a set of $N$ vectors, for some similarity measure (e.g., Euclidean or cosine).
ignored phenomenon relevant to a wide range of cross-modal / cross-space applications such as retrieval, zero-shot learning or image annotation.

Ultimately, this paper aims at: (1) Encouraging the development of better architectures to bridge modalities / spaces; (2) Advocating for the use of semantic-based criteria to evaluate the quality of predicted vectors such as the neighborhood-based measure proposed here, instead of purely geometric measures such as mean squared error (MSE).

2 Related Work and Motivation

Neural network and linear mappings are popular tools to bridge modalities in cross-modal retrieval systems. Lazaridou et al. (2015b) leverage a text-to-image linear mapping to retrieve images given text queries. Weston et al. (2011) map label and image features into a shared space with a linear mapping to perform image annotation. Alternatively, Frome et al. (2013), Lazaridou et al. (2014) and Socher et al. (2013) perform zero-shot image classification with an image-to-text neural network mapping. Instead of mapping to latent features, Collell et al. (2018) use a 2-layer feed-forward network to map word embeddings directly to image pixels in order to visualize spatial arrangements of objects. Neural networks are also popular in other cross-space applications such as cross-lingual tasks. Lazaridou et al. (2015a) learn a linear map from language A to language B and then translate new words by returning the nearest neighbor of the mapped vector in the B space.

In the context of zero-shot learning, shortcomings of cross-space neural mappings have also been identified. For instance, “hubness” (Radovanović et al., 2010) and “pollution” (Lazaridou et al., 2015a) relate to the high-dimensionality of the feature spaces and to overfitting respectively. Crucially, we do not assume that our cross-modal problem has any class labels, and we study the similarity between input and mapped vectors and between output and mapped vectors.

Recent work evidences that the predicted vectors of cross-modal neural net mappings are still largely informative about the input vectors. Lazaridou et al. (2015b) qualitatively observe that abstract textual concepts are grounded with the visual input modality. Counterintuitively, Collell et al. (2017) find that the vectors “imagined” from a language-to-vision neural map, outperform the original visual vectors in concept similarity tasks. The paper argued that the reconstructed visual vectors become grounded with language because the map preserves topological properties of the input. Here, we go one step further and show that the mapped vectors often resemble the input vectors more than the target vectors in semantic terms, which goes against the goal of a cross-modal map.

Well-known theoretical work shows that networks with as few as one hidden layer are able to approximate any function (Hornik et al., 1989). However, this result does not reveal much neither about test performance nor about the semantic structure of the mapped vectors. Instead, the phenomenon described is more closely tied to other properties of neural networks. In particular, continuity guarantees that topological properties of the input, such as connectedness, are preserved (Armstrong, 2013). Furthermore, continuity in a topology induced by a metric also ensures that points that are close together are mapped close together.

As a toy example, Fig. 1 illustrates the distortion of a manifold after being mapped by a neural net.\(^2\)

In a noisless world with fully statistically dependent modalities, the vectors of one modality could be perfectly predicted from those of the other. However, in real-world problems this is unrealistic given the noise of the features and the fact that modalities encode complementary information (Collell and Moens, 2016). Such unpredictability combined with continuity and topology-preserving properties of neural nets propel the phenomenon identified, namely mapped vectors resembling more the input than the target vectors, in nearest neighbors terms.

\(^2\)Parameters of these mappings were generated at random.
3 Proposed Approach

To bridge modalities \( \mathcal{X} \) and \( \mathcal{Y} \), we consider two popular cross-modal mappings \( f : \mathcal{X} \rightarrow \mathcal{Y} \).

(i) Linear mapping (lin):

\[
f(x) = W_0 x + b_0
\]

with \( W_0 \in \mathbb{R}^{d_y \times d_x}, b_0 \in \mathbb{R}^{d_y} \), where \( d_x \) and \( d_y \) are the input and output dimensions respectively.

(ii) Feed-forward neural network (nn):

\[
f(x) = W_1 \sigma(W_0 x + b_0) + b_1
\]

with \( W_1 \in \mathbb{R}^{d_y \times d_x}, W_0 \in \mathbb{R}^{d_y \times d_x}, b_0 \in \mathbb{R}^{d_y}, b_1 \in \mathbb{R}^{d_y} \) where \( d_h \) is the number of hidden units and \( \sigma() \) the non-linearity (e.g., tanh or sigmoid).

Although single hidden layer networks are already universal approximators (Hornik et al., 1989), we explored whether deeper nets with 3 and 5 hidden layers could improve the fit (see Supplement).

Loss: Our primary choice is the MSE: \( \frac{1}{2} \| f(x) - y \|^2 \), where \( y \) is the target vector. We also tested other losses such as the cosine: \( 1 - \cos(f(x), y) \) and the max-margin:

\[
\max \{ 0, \gamma + \| f(x) - y \| - \| f(\tilde{x}) - y \| \},
\]

where \( \tilde{x} \) belongs to a different class than \( (x, y) \), and \( \gamma \) is the margin. As in Lazaridou et al. (2015a) and Weston et al. (2011), we choose the first \( \tilde{x} \) that violates the constraint. Notice that losses that do not require class labels such as MSE are suitable for a wider, more general set of tasks than discriminative losses (e.g., cross-entropy). In fact, cross-modal retrieval tasks often do not exhibit any class labels. Additionally, our research question concerns the cross-space mapping problem in isolation (independently of class labels).

Let us denote a set of \( N \) input and output vectors by \( X \in \mathbb{R}^{N \times d_x} \) and \( Y \in \mathbb{R}^{N \times d_y} \) respectively. Each input vector \( x_i \) is paired to the output vector \( y_i \) of the same index (\( i = 1, \ldots, N \)). Let us henceforth denote the mapped input vectors by \( f(X) \in \mathbb{R}^{N \times d_y} \). In order to explore the similarity between \( f(X) \) and \( X \), and between \( f(X) \) and \( Y \), we propose two ad hoc settings below.

3.1 Neighborhood Structure of Mapped Vectors (Experiment 1)

To measure the similarity between the neighborhood structure of two sets of paired vectors \( V \) and \( Z \), we propose the mean nearest neighbor overlap measure (\( mNNO^K(V, Z) \)). We define the nearest neighbor overlap \( NNO^K(v_i, z_i) \) as the number of \( K \) nearest neighbors that two paired vectors \( v_i, z_i \) share in their respective spaces. E.g., if the 3 (= \( K \)) nearest neighbors of \( v_{cat} \) in \( V \) are \( \{v_{dog}, v_{tiger}, v_{lion}\} \) and those of \( z_{cat} \) in \( Z \) are \( \{z_{mouse}, z_{tiger}, z_{lion}\} \), the \( NNO^K(v_{cat}, z_{cat}) \) is 2.

**Definition 1** Let \( V = \{v_i\}_{i=1}^{N} \) and \( Z = \{z_i\}_{i=1}^{N} \) be two sets of \( N \) paired vectors. We define:

\[
mNNO^K(V, Z) = \frac{1}{K \cdot N} \sum_{i=1}^{N} NNO^K(v_i, z_i)
\]

with \( NNO^K(v_i, z_i) = |NN^K(v_i) \cap NN^K(z_i)| \), where \( NN^K(v_i) \) and \( NN^K(z_i) \) are the indexes of the \( K \) nearest neighbors of \( v_i \) and \( z_i \), respectively.

The normalizing constant \( K \) simply scales \( mNNO^K(V, Z) \) between 0 and 1, making it independent of the choice of \( K \). Thus, a \( mNNO^K(V, Z) = 0.7 \) means that the vectors in \( V \) and \( Z \) share, on average, 70% of their nearest neighbors. Notice that \( mNNO \) implicitly performs retrieval for some similarity measure (e.g., Euclidean or cosine), and quantifies how semantically similar two sets of paired vectors are.

3.2 Mapping with Untrained Networks (Experiment 2)

To complement the setting above (Sect. 3.1), it is instructive to consider the limit case of an untrained network. Concept similarity tasks provide a suitable setting to study the semantic structure of distributed representations (Pennington et al., 2014). That is, semantically similar concepts should ideally be close together. In particular, our interest is in comparing \( X \) with its projection \( f(X) \) through a mapping with random parameters, to understand the extent to which the mapping may disrupt or preserve the semantic structure of \( X \).

4 Experimental Setup

4.1 Experiment 1

4.1.1 Datasets

To test the generality of our claims, we select a rich diversity of cross-modal tasks involving texts at three levels: word level (ImageNet), sentence level (IAPR TC-12), and document level (Wiki).

**ImageNet** (Russakovsky et al., 2015). Consists of \(~14M\) images, covering \(~22K\) WordNet synsets.
(or meanings). Following Collell et al. (2017), we take the most relevant word for each synset and keep only synsets with more than 50 images. This yields 9,251 different words (or instances).

**IAPR TC-12** (Grubinger et al., 2006). Contains 20K images (18K train / 2K test) annotated with 255 labels. Each image is accompanied with a short description of one to three sentences.

**Wikipedia** (Pereira et al., 2014). Has 2,866 samples (2,173 train / 693 test). Each sample is a section of a Wikipedia article paired with one image.

### 4.1.2 Hyperparameters and Implementation

See the Supplement (Sect. 1) for details.

#### 4.1.3 Image and Text Features

To ensure that results are independent of the choice of image and text features, we use 5 (2 image + 3 text) features of varied dimensionality (64-d, 128-d, 300-d, 2,048-d) and two directions, text-to-image (T → I) and image-to-text (I → T). We make our extracted features publicly available.³

**Text.** In *ImageNet* we use 300-dimensional GloVe⁴ (Pennington et al., 2014) and 300-d word2vec (Mikolov et al., 2013) word embeddings. In *IAPR TC-12* and *Wiki*, we employ state-of-the-art bidirectional gated recurrent unit (bi-GRU) features (Cho et al., 2014) that we learn with a classification task (see Sect. 2 of Supplement).

**Image.** For *ImageNet*, we use the publicly available⁵ VGG-128 (Chatfield et al., 2014) and ResNet (He et al., 2015) visual features from Collell et al. (2017), where we obtained 128-dimensional VGG-128 and 2,048-d ResNet features from the last layer (before the softmax) of the forward pass of each image. The final representation for a word is the average feature vector (centroid) of all available images for this word. In *IAPR TC-12* and *Wiki*, features for individual images are obtained similarly from the last layer of a ResNet and a VGG-128 model.

### 4.2 Experiment 2

#### 4.2.1 Datasets

We include six benchmarks, comprising three types of concept similarity: (i) **Semantic similarity**: *SemSim* (Silberer and Lapata, 2014), *Simlex999* (Hill et al., 2015) and *SimVerb-3500* (Gerz et al., 2016); (ii) **Relatedness**: *MEN* (Bruni et al., 2014) and *WordSim-353* (Finkelstein et al., 2001); (iii) **Visual similarity**: *VisSim* (Silberer and Lapata, 2014) which includes the same word pairs as *SemSim*, rated for visual similarity instead of semantic. All six test sets contain human ratings of similarity for word pairs, e.g., (‘cat’, ‘dog’).

#### 4.2.2 Hyperparameters and Implementation

The parameters in $W_0, W_1$ are drawn from a random uniform distribution $[-1, 1]$ and $b_0, b_1$ are set to zero. We use a tanh activation $\sigma()$.⁶ The output dimension $d_y$ is set to 2,048 for all embeddings.

#### 4.2.3 Image and Text Features

Textual and visual features are the same as described in Sect. 4.1.3 for the *ImageNet* dataset.

#### 4.2.4 Similarity Predictions

We compute the prediction of similarity between two vectors $z_1, z_2$ with both the cosine $\frac{z_1 \cdot z_2}{\|z_1\| \cdot \|z_2\|}$ and the Euclidean similarity $\frac{1}{1 + \|z_1 - z_2\|}$.⁷

#### 4.2.5 Performance Metrics

As is common practice, we evaluate the predictions of similarity of the embeddings (Sect. 4.2.4) against the human similarity ratings with the *Spearman correlation* $\rho$. We report the average of 10 sets of randomly generated parameters.

### 5 Results and Discussion

We test statistical significance with a two-sided Wilcoxon rank sum test adjusted with Bonferroni. The null hypothesis is that a compared pair is equal. In Tab. 1, * indicates that $mNNO(X, f(X))$ differs from $mNNO(Y, f(X))$ ($p < 0.001$) on the same mapping, embedding and direction. In Tab. 2, * indicates that performance of mapped and input vectors differs ($p < 0.05$) in the 10 runs.

#### 5.1 Experiment 1

Results below are with cosine neighbors and $K = 10$. Euclidean neighbors yield similar results and are thus left to the Supplement. Similarly, results in ImageNet with GloVe embeddings are shown below and word2vec results in the Supplement. The choice of $K = \{5, 10, 30\}$ had no visible effect on results. Results with 3- and 5-layer nets did not show big differences with the results below (see Supplement). The *cosine* and *max-margin* losses

---

⁴http://nlp.stanford.edu/projects/glove
⁵http://liir.cs.kuleuven.be/software.html

⁶We find that sigmoid and ReLu yield similar results.

⁷Notice that papers generally use only cosine similarity (Lazaridou et al., 2015b; Pennington et al., 2014).
performed slightly worse than \(MSE\) (see Supplement). Although Lazarioud et al. (2015a) and Weston et al. (2011) find that `max-margin` performs the best in their tasks, we do not find our result entirely surprising given that max-margin focuses on inter-class differences while we look also at intra-class neighbors (in fact, we do not require classes).

Tab. 1 shows our core finding, namely that the semantic structure of \(f(X)\) resembles more that of \(X\) than that of \(Y\), for both \(lin\) and \(nn\) maps.

| ResNet | VGG-128 |  |
|--------|---------|  |
| \(I \rightarrow T\) | \(lin\) | \(0.681\) | 0.262 | \(0.723\) | 0.236 |  |
| \(nn\) | \(0.62^*\) | 0.273 | \(0.682^*\) | 0.246 |  |
| \(T \rightarrow I\) | \(lin\) | \(0.379^*\) | 0.241 | \(0.339^*\) | 0.229 |  |
| \(nn\) | \(0.354^*\) | 0.27 | \(0.326^*\) | 0.256 |  |

| ImageNet |  |
|--------|  |
| \(I \rightarrow T\) | \(lin\) | \(0.358^*\) | 0.214 | \(0.382^*\) | 0.163 |  |
| \(nn\) | \(0.336^*\) | 0.219 | \(0.331^*\) | 0.18 |  |
| \(T \rightarrow I\) | \(lin\) | \(0.48^*\) | 0.2 | \(0.419^*\) | 0.167 |  |
| \(nn\) | \(0.413^*\) | 0.225 | \(0.372^*\) | 0.182 |  |

| IAPR TC-12 |  |
|--------|  |
| \(I \rightarrow T\) | \(lin\) | \(0.235^*\) | 0.156 | \(0.235^*\) | 0.143 |  |
| \(nn\) | \(0.269^*\) | 0.161 | \(0.282^*\) | 0.148 |  |
| \(T \rightarrow I\) | \(lin\) | \(0.574^*\) | 0.156 | \(0.6^*\) | 0.148 |  |
| \(nn\) | \(0.521^*\) | 0.156 | \(0.511^*\) | 0.151 |  |

Table 1: Test mean nearest neighbor overlap. Boldface indicates the largest score at each \(mNNO^{10}(X, f(X))\) and \(mNNO^{10}(Y, f(X))\) pair, which are abbreviated by \(X, f(X)\) and \(Y, f(X)\).

Fig. 2 is particularly revealing. If we would only look at `train` performance (and allow train MSE to reach 0) then \(f(X) = Y\) and clearly train \(mNNO(f(X), Y) = 1\) while \(mNNO(f(X), X)\) can only be smaller than 1. However, the interest is always on `test` samples, and (near-)perfect `test` prediction is unrealistic. Notice in fact in Fig. 2 that even if we look at `train` fit, MSE needs to be close to 0 for \(mNNO(f(X), Y)\) to be reasonably large. In all the combinations from Tab. 1, the `test` \(mNNO(f(X), Y)\) never surpasses `test` \(mNNO(f(X), X)\) for any number of epochs, even with an oracle (not shown).

5.2 Experiment 2

Tab. 2 shows that untrained linear \((f_{lin})\) and neural net \((f_{nn})\) mappings preserve the semantic structure of the input \(X\), complementing thus the findings of Experiment 1. Experiment 1 concerns learning, while, by “ablating” the learning part and randomizing weights, Experiment 2 is revealing about the natural tendency of neural nets to preserve semantic information about the input, regardless of the choice of the target vectors and loss function.

Table 2: Spearman correlations between human ratings and the similarities (cosine or Euclidean) predicted from the embeddings. Boldface denotes best performance per input embedding type.

<table>
<thead>
<tr>
<th>WS-353</th>
<th>Men</th>
<th>SemSim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cos</td>
<td>Eucl</td>
<td>Cos</td>
</tr>
<tr>
<td>(f_{lin}(\text{GloVe}))</td>
<td>0.632</td>
<td>0.634^*</td>
</tr>
<tr>
<td>(f_{lin}(\text{GloVe}))</td>
<td>0.63</td>
<td>0.606</td>
</tr>
<tr>
<td>GloVe</td>
<td>0.632</td>
<td>0.601</td>
</tr>
<tr>
<td>(f_{lin}(\text{ResNet}))</td>
<td>0.402</td>
<td>0.408^*</td>
</tr>
<tr>
<td>(f_{lin}(\text{ResNet}))</td>
<td>0.425</td>
<td>0.449</td>
</tr>
<tr>
<td>ResNet</td>
<td>0.423</td>
<td>0.457</td>
</tr>
</tbody>
</table>

6 Conclusions

Overall, we uncovered a phenomenon neglected so far, namely that neural net cross-modal mappings can produce mapped vectors more akin to the input vectors than the target vectors, in terms of semantic structure. Such finding has been possible thanks to the proposed measure that explicitly quantifies similarity between the neighborhood structure of two sets of vectors. While other measures such as mean squared error can be misleading, our measure provides a more realistic estimate of the semantic similarity between predicted and target vectors. In fact, it is the semantic structure (or pairwise similarities) that ultimately matters in cross-modal applications.
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Abstract

Dynamic oracles provide strong supervision for training constituency parsers with exploration, but must be custom defined for a given parser’s transition system. We explore using a policy gradient method as a parser-agnostic alternative. In addition to directly optimizing for a tree-level metric such as F1, policy gradient has the potential to reduce exposure bias by allowing exploration during training; moreover, it does not require a dynamic oracle for supervision. On four constituency parsers in three languages, the method substantially outperforms static oracle likelihood training in almost all settings. For parsers where a dynamic oracle is available (including a novel oracle which we define for the transition system of Dyer et al. (2016)), policy gradient typically recaptures a substantial fraction of the performance gain afforded by the dynamic oracle.

1 Introduction

Many recent state-of-the-art models for constituency parsing are transition based, decomposing production of each parse tree into a sequence of action decisions (Dyer et al., 2016; Cross and Huang, 2016; Liu and Zhang, 2017; Stern et al., 2017), building on a long line of work in transition-based parsing (Nivre, 2003; Yamada and Matsumoto, 2003; Henderson, 2004; Zhang and Clark, 2011; Chen and Manning, 2014; Andor et al., 2016; Kiperwasser and Goldberg, 2016).

However, models of this type, which decompose structure prediction into sequential decisions, can be prone to two issues (Ranzato et al., 2016; Wiseman and Rush, 2016). The first is exposure bias: if, at training time, the model only observes states resulting from correct past decisions, it will not be prepared to recover from its own mistakes during prediction. Second is the loss mismatch between the action-level loss used at training and any structure-level evaluation metric, for example F1.

A large family of techniques address the exposure bias problem by allowing the model to make mistakes and explore incorrect states during training, supervising actions at the resulting states using an expert policy (Daumé III et al., 2009; Ross et al., 2011; Choi and Palmer, 2011; Chang et al., 2015); these expert policies are typically referred to as dynamic oracles in parsing (Goldberg and Nivre, 2012; Ballesteros et al., 2016).

While dynamic oracles have produced substantial improvements in constituency parsing performance (Coavoux and Crabbé, 2016; Cross and Huang, 2016; Stern et al., 2017; González and Gómez-Rodríguez, 2018), they must be custom designed for each transition system.

To address the loss mismatch problem, another line of work has directly optimized for structure-level cost functions (Goodman, 1996; Och, 2003). Recent methods applied to models that produce output sequentially commonly use policy gradient (Auli and Gao, 2014; Ranzato et al., 2016; Shen et al., 2016) or beam search (Xu et al., 2016; Wiseman and Rush, 2016; Edunov et al., 2017) at training time to minimize a structured cost. These methods also reduce exposure bias through exploration but do not require an expert policy for supervision.

In this work, we apply a simple policy gradient method to train four different state-of-the-art transition-based constituency parsers to maximize expected F1. We compare against training with a dynamic oracle (both to supervise exploration and provide loss-augmentation) where one is available, including a novel dynamic oracle that we define for the top-down transition system of
Dyer et al. (2016).

We find that while policy gradient usually outperforms standard likelihood training, it typically underperforms the dynamic oracle-based methods – which provide direct, model-aware supervision about which actions are best to take from arbitrary parser states. However, a substantial fraction of each dynamic oracle’s performance gain is often recovered using the model-agnostic policy gradient method. In the process, we obtain new state-of-the-art results for single-model discriminative transition-based parsers trained on the English PTB (92.6 F1), French Treebank (83.5 F1), and Penn Chinese Treebank Version 5.1 (87.0 F1).

2 Models

The transition-based parsers we use all decompose production of a parse tree \(y\) for a sentence \(x\) into a sequence of actions \((a_1, \ldots, a_T)\) and resulting states \((s_1, \ldots, s_{T+1})\). Actions \(a_t\) are predicted sequentially, conditioned on a representation of the parser’s current state \(s_t\) and parameters \(\theta\):

\[
p(y|x; \theta) = \prod_{t=1}^{T} p(a_t | s_t; \theta)
\]

We investigate four parsers with varying transition systems and methods of encoding the current state and sentence: (1) the discriminative Recurrent Neural Network Grammars (RNNG) parser of Dyer et al. (2016), (2) the In-Order parser of Liu and Zhang (2017), (3) the Span-Based parser of Cross and Huang (2016), and (4) the Top-Down parser of Stern et al. (2017).\(^1\) We refer to the original papers for descriptions of the transition systems and model parameterizations.

3 Training Procedures

Likelihood training without exploration maximizes Eq. 1 for trees in the training corpus, but may be prone to exposure bias and loss mismatch (Section 1). Dynamic oracle methods are known to improve on this training procedure for a variety of parsers (Coavoux and Crabbé, 2016; Cross and Huang, 2016; Stern et al., 2017; González and Gómez-Rodríguez, 2018), supervising exploration during training by providing the parser with the best action to take at each explored state. We describe how policy gradient can be applied as an oracle-free alternative. We then compare to several variants of dynamic oracle training which focus on addressing exposure bias, loss mismatch, or both.

3.1 Policy Gradient

Given an arbitrary cost function \(\Delta\) comparing structured outputs (e.g. negative labeled F1, for trees), we use the risk objective:

\[
R(\theta) = \sum_{i=1}^{N} \sum_{y} p(y | x^{(i)}; \theta) \Delta(y, y^{(i)})
\]

which measures the model’s expected cost over possible outputs \(y\) for each of the training examples \((x^{(1)}, y^{(1)}), \ldots, (x^{(N)}, y^{(N)})\).

Minimizing a risk objective has a long history in structured prediction (Povey and Woodland, 2002; Smith and Eisner, 2006; Li and Eisner, 2009; Gimpel and Smith, 2010) but often relies on the cost function decomposing according to the output structure. However, we can avoid any restrictions on the cost using reinforcement learning-style approaches (Xu et al., 2016; Shen et al., 2016; Edunov et al., 2017) where cost is ascribed to the entire output structure – albeit at the expense of introducing a potentially difficult credit assignment problem.

The policy gradient method we apply is a simple variant of REINFORCE (Williams, 1992). We perform mini-batch gradient descent on the gradient of the risk objective:

\[
\nabla R(\theta) = \sum_{i=1}^{N} \sum_{y} p(y | x^{(i)}) \nabla \log p(y | x^{(i)}; \theta) \nabla \log p(y | x^{(i)}; \theta)
\]

\[
\approx \sum_{i=1}^{N} \sum_{y \in \mathcal{Y}(x^{(i)})} \Delta(y, y^{(i)}) \nabla \log p(y | x^{(i)}; \theta)
\]

where \(\mathcal{Y}(x^{(i)})\) is a set of \(k\) candidate trees obtained by sampling from the model’s distribution for sentence \(x^{(i)}\). We use negative labeled F1 for \(\Delta\).

To reduce the variance of the gradient estimates, we standardize \(\Delta\) using its running mean and standard deviation across all candidates used so far throughout training. Following Shen et al. (2016), we also found better performance when including the gold tree \(y^{(i)}\) in the set of \(k\) candidates \(\mathcal{Y}(x^{(i)})\), and do so for all experiments reported here.\(^2\)

\(^1\)Stern et al. (2017) trained their model using a non-probabilistic, max-margin objective. For comparison to the other models and to allow training with policy gradient, we create a locally-normalized probabilistic variant of their model by applying a softmax function to the predicted scores for each action.

\(^2\)Including the gold tree in the set of candidates does bias.
3.2 Dynamic Oracle Supervision

For a given parser state $s_t$, a dynamic oracle defines an action $a^*(s_t)$ which should be taken to incrementally produce the best tree still reachable from that state.\footnote{More generally, an oracle can return a set of such actions that could be taken from the current state, but the oracles we use select a single canonical action.}

Dynamic oracles provide strong supervision for training with exploration, but require custom design for a given transition system. Cross and Huang (2016) and Stern et al. (2017) defined optimal (with respect to F1) dynamic oracles for their respective transition systems, and below we define a novel dynamic oracle for the top-down system of RNNG.

In RNNG, tree production occurs in a stack-based, top-down traversal which produces a left-to-right linearized representation of the tree using three actions: OPEN a labeled constituent (which fixes the constituent’s span to begin at the next word in the sentence which has not been shifted), SHIFT the next word in the sentence to add it to the current constituent, or CLOSE the current constituent (which fixes its span to end after the last word that has been shifted). The parser stores opened constituents on the stack, and must therefore close them in the reverse of the order that they were opened.

At a given parser state, our oracle does the following:

1. If there are any open constituents on the stack which can be closed (i.e. have had a word shifted since being opened), check the topmost of these (the one that has been opened most recently). If closing it would produce a constituent from the gold tree that has not yet been produced (which is determined by the constituent’s label, span beginning position, and the number of words currently shifted), or if the constituent could not be closed at a later position in the sentence to produce a constituent in the gold tree, return CLOSE.

2. Otherwise, if there are constituents in the gold tree which have not yet been opened in the parser state, with span beginning at the next unshifted word, OPEN the outermost of these.

3. Otherwise, SHIFT the next word.

While we do not claim that this dynamic oracle is optimal with respect to F1, we find that it still helps substantially in supervising exploration (Section 5).

Likelihood Training with Exploration Past work has differed on how to use dynamic oracles to guide exploration during oracle training (Ballesteros et al., 2016; Cross and Huang, 2016; Stern et al., 2017). We use the same sample-based method of generating candidate sets $\mathcal{Y}$ as for policy gradient, which allows us to control the dynamic oracle and policy gradient methods to perform an equal amount of exploration. Likelihood training with exploration then maximizes the sum of the log probabilities for the oracle actions for all states composing the candidate trees:

$$L_E(\theta) = \sum_{i=1}^{N} \sum_{y \in \mathcal{Y}^{(i)}} \sum_{a \in \mathcal{Y}} \log p(a^*(s) \mid s)$$

where $a^*(s)$ is the dynamic oracle’s action for state $s$.

Softmax Margin Softmax margin loss (Gimpel and Smith, 2010; Auli and Lopez, 2011) addresses loss mismatch by incorporating task cost into the training loss. Since trees are decomposed into a sequence of local action predictions, we cannot use a global cost, such as F1, directly. As a proxy, we rely on the dynamic oracles’ action-level supervision.

In all models we consider, action probabilities (Eq. 1) are parameterized by a softmax function

$$p_{ML}(a \mid s_t; \theta) \propto \exp(z(a, s_t, \theta))$$

for some state–action scoring function $z$. The softmax-margin objective replaces this by

$$p_{SMM}(a \mid s_t; \theta) \propto \exp(z(a, s_t, \theta) + \Delta(a, a^*_t))$$

(2)

We use $\Delta(a, a^*_t) = 0$ if $a = a^*_t$ and 1 otherwise. This can be viewed as a “soft” version of the max-margin objective used by Stern et al. (2017) for training without exploration, but retains a locally-normalized model that we can use for sampling-based exploration.
Softmax Margin with Exploration  Finally, we train using a combination of softmax margin loss augmentation and exploration. We perform the same sample-based candidate generation as for policy gradient and likelihood training with exploration, but use Eq. 2 to compute the training loss for candidate states. For those parsers that have a dynamic oracle, this provides a means of training that more directly provides both exploration and cost-aware losses.

4 Experiments

We compare the constituency parsers listed in Section 2 using the above training methods. Our experiments use the English PTB (Marcus et al., 1993), French Treebank (Abeillé et al., 2003), and Penn Chinese Treebank (CTB) Version 5.1 (Xue et al., 2005).

Training  To compare the training procedures as closely as possible, we train all models for a given parser in a given language from the same randomly-initialized parameter values.

We train two different versions of the RNNG model: one model using size 128 for the LSTMs and hidden states (following the original work), and a larger model with size 256. We perform evaluation using greedy search in the Span-Based and Top-Down parsers, and beam search with beam size 10 for the RNNG and In-Order parsers. We found that beam search improved performance for these two parsers by around 0.1-0.3 F1 on the development sets, and use it at inference time in every setting for these two parsers.

In our experiments, policy gradient typically requires more epochs of training to reach performance comparable to either of the dynamic oracle-based exploration methods. Figure 1 gives a typical learning curve, for the Top-Down parser on English. We found that policy gradient is also more sensitive to the number of candidates sampled per sentence than either of the other exploration methods, with best performance on the development set usually obtained with \( k = 10 \) for \( k \in \{ 2, 5, 10 \} \) (where \( k \) also counts the sentence’s gold tree, included in the candidate set). See Appendix A in the supplemental material for the values of \( k \) used.

Tags, Embeddings, and Morphology  We largely follow previous work for each parser in our use of predicted part-of-speech tags, pretrained word embeddings, and morphological features.

All parsers use predicted part-of-speech tags as part of their sentence representations. For English and Chinese, we follow the setup of Cross and Huang (2016): training the Stanford tagger (Toutanova et al., 2003) on the training set of each parsing corpus to predict development and test set tags, and using 10-way jackknifing to predict tags for the training set.

For French, we use the predicted tags and morphological features provided with the SPMRL dataset (Seddah et al., 2014). We modified the publicly released code for all parsers to use predicted morphological features for French. We follow the approach outlined by Cross and Huang (2016) and Stern et al. (2017) for representing morphological features as learned embeddings, and use the same dimensions for these embeddings as in their papers. For RNNG and In-Order, we similarly use 10-dimensional learned embeddings for each morphological feature, feeding them as LSTM inputs for each word alongside the word and part-of-speech tag embeddings.

For RNNG and the In-Order parser, we use the same word embeddings as the original papers for English and Chinese, and train 100-dimensional word embeddings for French using the structured skip-gram method of Ling et al. (2015) on French Wikipedia.

5 Results and Discussion

Table 1 compares parser F1 by training procedure for each language. Policy gradient improves upon likelihood training in 14 out of 15 cases, with improvements of up to 1.5 F1. One of the three dynamic oracle-based training methods – either likelihood with exploration, softmax margin (SMM), or softmax margin with exploration – obtains better performance than policy gradient in 10 out of 12 cases. This is perhaps unsurprising given the strong supervision provided by the dynamic oracles and the credit assignment problem faced by
While likelihood training with exploration using a dynamic oracle more directly addresses exploration bias, and softmax margin training more directly addresses loss mismatch, these two phenomena are still entangled, and the best dynamic oracle-based method to use varies. The effectiveness of the oracle method is also likely to be influenced by the nature of the dynamic oracle available for the parser. For example, the oracle for RNNG lacks F1 optimality guarantees, and softmax margin without exploration often underperforms likelihood for this parser. However, exploration improves softmax margin training across all parsers and conditions.

Although results from likelihood training are mostly comparable between RNNG-128 and the larger model RNNG-256 across languages, policy gradient and likelihood training with exploration both typically yield larger improvements in the larger models, obtaining 92.6 F1 for English and 86.0 for Chinese (using likelihood training with exploration), although results are slightly higher for the policy gradient and dynamic oracle-based methods for the smaller model on French (including 83.5 with softmax margin with exploration).

Finally, we observe that policy gradient also provides large improvements for the In-Order parser, where a dynamic oracle has not been defined.

We note that although some of these results (92.6 for English, 83.5 for French, 87.0 for Chinese) are state-of-the-art for single model, discriminative transition-based parsers, other work on constituency parsing achieves better performance through other methods. Techniques that combine multiple models or add semi-supervised data (Vinyals et al., 2015; Dyer et al., 2016; Choe and Charniak, 2016; Kuncoro et al., 2017; Liu and Zhang, 2017; Fried et al., 2017) are orthogonal to, and could be combined with, the single-model, fixed training data methods we explore. Other recent work (Gaddy et al., 2018; Kitaev and Klein, 2018) obtains comparable or stronger performance with global chart decoders, where training uses loss augmentation provided by an oracle. By performing model-optimal global inference, these parsers likely avoid the exposure bias problem of the sequential transition-based parsers we investigate, at the cost of requiring a chart decoding procedure for inference.

Overall, we find that although optimizing for F1 in a model-agnostic fashion with policy gradient typically underperforms the model-aware expert supervision given by the dynamic oracle training methods, it provides a simple method for consistently improving upon static oracle likelihood training, at the expense of increased training costs.
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Abstract

Recently, span-based constituency parsing has achieved competitive accuracies with extremely simple models by using bidirectional RNNs to model “spans”. However, the minimal span parser of Stern et al. (2017a) which holds the current state of the art accuracy is a chart parser running in cubic time, \(O(n^3)\), which is too slow for longer sentences and for applications beyond sentence boundaries such as end-to-end discourse parsing and joint sentence boundary detection and parsing. We propose a linear-time constituency parser with RNNs and dynamic programming using graph-structured stack and beam search, which runs in time \(O(nb^2)\) where \(b\) is the beam size. We further speed this up to \(O(nb \log b)\) by integrating cube pruning. Compared with chart parsing baselines, this linear-time parser is substantially faster for long sentences on the Penn Treebank and orders of magnitude faster for discourse parsing, and achieves the highest F1 accuracy on the Penn Treebank among single model end-to-end systems.

1 Introduction

Span-based neural constituency parsing (Cross and Huang, 2016; Stern et al., 2017a) has attracted attention due to its high accuracy and extreme simplicity. Compared with other recent neural constituency parsers (Dyer et al., 2016; Liu and Zhang, 2016; Durrett and Klein, 2015) which use neural networks to model tree structures, the span-based framework is considerably simpler, only using bidirectional RNNs to model the input sequence and not the output tree. Because of this factorization, the output space is decomposable which enables efficient dynamic programming algorithm such as CKY. But existing span-based parsers suffer from a crucial limitation in terms of search: on the one hand, a greedy span parser (Cross and Huang, 2016) is fast (linear-time) but only explores one single path in the exponentially large search space, and on the other hand, a chart-based span parser (Stern et al., 2017a) performs exact search and achieves state-of-the-art accuracy, but in cubic time, which is too slow for longer sentences and for applications that go beyond sentence boundaries such as end-to-end discourse parsing (Hermault et al., 2010; Zhao and Sagae, 2010) and integrated sentence boundary detection and parsing (Björkelund et al., 2016).

We propose to combine the merits of both greedy and chart-based approaches and design a linear-time span-based neural parser that searches over exponentially large space. Following Huang and Sagae (2010), we perform left-to-right dynamic programming in an action-synchronous style, with \((2n-1)\) actions (i.e., steps) for a sentence of \(n\) words. While previous non-neural work in this area requires sophisticated features (Huang and Sagae, 2010; Mi and Huang, 2015) and thus high time complexity such as \(O(n^{11})\), our states are as simple as \(\ell: (i, j)\) where \(\ell\) is the step index and \((i, j)\) is the span, modeled using bidirectional RNNs without any syntactic features. This gives a running time of \(O(n^4)\), with the extra \(O(n)\) for step index. We further employ beam search to have a practical runtime of \(O(nb^2)\) at the cost of exact search where \(b\) is the beam size. However, on the Penn Treebank, most sentences are less than 40 words \((n < 40)\), and even with a small beam size of \(b = 10\), the observed complexity of an \(O(nb^2)\) parser is not exactly linear in \(n\) (see Experiments). To solve this problem, we apply cube pruning (Chiang, 2007; Huang and Chiang, 2007) to improve the runtime to \(O(nb \log b)\) which...
renders an observed complexity that is linear in $n$ (with minor extra inexactness).
We make the following contributions:

- We design the first neural parser that is both linear time and capable of searching over exponentially large space.\footnote{https://github.com/junekihong/beam-span-parser}

- We are the first to apply cube pruning to incremental parsing, and achieves, for the first time, the complexity of $O(nb \log b)$, i.e., linear in sentence length and (almost) linear in beam size. This leads to an observed complexity strictly linear in sentence length $n$.

- We devise a novel loss function which penalizes wrong spans that cross gold-tree spans, and employ max-violation update (Huang et al., 2012) to train this parser with structured SVM and beam search.

- Compared with chart parsing baselines, our parser is substantially faster for long sentences on the Penn Treebank, and orders of magnitude faster for end-to-end discourse parsing. It also achieves the highest F1 score on the Penn Treebank among single model end-to-end systems.

- We devise a new formulation of graph-structured stack (Tomita, 1991) which requires no extra bookkeeping, proving a new theorem that gives deep insight into GSS.

2 Preliminaries

2.1 Span-Based Shift-Reduce Parsing

A span-based shift-reduce constituency parser (Cross and Huang, 2016) maintains a stack of spans $(i, j)$, and progressively adds a new span each time it takes a shift or reduce action. With $(i, j)$ on top of the stack, the parser can either shift to push the next singleton span $(j, j + 1)$ on the stack, or it can reduce to combine the top two spans, $(k, i)$ and $(i, j)$, forming the larger span $(k, j)$. After each shift/reduce action, the top-most span is labeled as either a constituent or with a null label $\varnothing$, which means that the subsequence is not a subtree in the final decoded parse. Parsing initializes with an empty stack and continues until $(0, n)$ is formed, representing the entire sentence.

\begin{align*}
\text{input} & \quad w_0 \ldots w_{n-1} \\
\text{state} & \quad \ell : (i, j) : (c, v) \\
\text{init} & \quad 0 : (0, 0) : (0, 0) \\
\text{goal} & \quad 2n - 1 : (0, n) : (c, c) \\
\text{shift} & \quad \ell + 1 : (j, j + 1) : (c + \xi, \xi), j < n \\
\text{reduce} & \quad \ell' : (k, i) : (c', v') : (i, j) : (\_, v) \\
& \quad \ell' + 1 : (k, j) : (c' + v + \sigma, v' + v + \sigma) \\
\end{align*}

![Figure 1: Our shift-reduce deductive system. Here $\ell$ is the step index, $c$ and $v$ are prefix and inside scores. Unlike Huang and Sagae (2010) and Cross and Huang (2016), $\xi$ and $\sigma$ are not shift/reduce scores; instead, they are the (best) label scores of the resulting span: $\xi = \max_X s(j, j + 1, X)$ and $\sigma = \max_X s(k, j, X)$ where $X$ is a nonterminal symbol (could be $\varnothing$). Here $\ell' = \ell - 2(j - i) + 1.$](image)

2.2 Bi-LSTM features

To get the feature representation of a span $(i, j)$, we use the output sequence of a bi-directional LSTM (Cross and Huang, 2016; Stern et al., 2017a). The LSTM produces $f_0, \ldots, f_n$ forwards and $b_n, \ldots, b_0$ backwards outputs, which we concatenate the differences of $(f_j - f_i)$ and $(b_i - b_j)$ as the representation for span $(i, j)$. This eliminates the need for complex feature engineering, and can be stored for efficient querying during decoding.

3 Dynamic Programming

3.1 Score Decomposition

Like Stern et al. (2017a), we also decompose the score of a tree $t$ to be the sum of the span scores:

\begin{align*}
\sum_{(i, j, X) \in t} s(i, j, X) & = \sum_{(i, j) \in t} \max_X s((f_j - f_i; b_i - b_j), X) \\
\end{align*}

Note that $X$ is a nonterminal label, a unary chain (e.g., S-VP), or null label $\varnothing$.\footnote{The actual code base of Stern et al. (2017b) forces $s(i, j, \varnothing)$ to be 0, which simplifies their CKY parser and slightly improves their parsing accuracy. However, in our incremental parser, this change favors shift over reduce and degrades accuracy, so our parser keeps a learned score for $\varnothing$.} In a shift-reduce setting, there are $2n - 1$ steps ($n$ shifts and $n - 1$ reduces) and after each step we take the best label for the resulting span; therefore there are exactly
2n − 1 such (labeled) spans (i, j, X) in tree t. Also note that the choice of the label for any span (i, j) is only dependent on (i, j) itself (and not depending on any subtree information), thus the max over label X is independent of other spans, which is a nice property of span-based parsing (Cross and Huang, 2016; Stern et al., 2017a).

3.2 Graph-Struct. Stack w/o Bookkeeping

We now reformulate this DP parser in the above section as a shift-reduce parser. We maintain a step index ℓ in order to perform action-synchronous beam search (see below). Figure 1 shows how to represent a parsing stack using only the top span (i, j). If the top span (i, j) shifts, it produces (j, j + 1), but if it reduces, it needs to know the second last span on the stack, (k, i), which is not represented in the current state. This problem can be solved by graph-structure stack (Tomita, 1991; Huang and Sagae, 2010), which maintains, for each state p, a set of predecessor states π(p) that p can combine with on the left.

This is the way our actual code works (π(p) is implemented as a list of pointers, or “left pointers”), but here for simplicity of presentation we devise a novel but easier-to-understand formulation in Fig. 1, where we explicitly represent the set of predecessor states that state ℓ : (i, j) can combine with as ℓ′ : (k, i) where ℓ′ = ℓ − 2(j − i) + 1, i.e., (i, j) at step ℓ can combine with any (k, i) for any k at step ℓ′. The rationale behind this new formulation is the following theorem:

**Theorem 1** The predecessor states π(ℓ : (i, j)) are all in the same step ℓ′ = ℓ − 2(j − i) + 1.

*Proof.* By induction.

This Theorem bring new and deep insights and suggests an alternative implementation that does not require any extra bookkeeping. The time complexity of this algorithm is O(n²) with the extra O(n) due to step index.³

3.3 Action-Synchronous Beam Search

The incremental nature of our parser allows us to further lower the runtime complexity at the cost of inexact search. At each time step, we maintain the top b parsing states, pruning off the rest. Thus, a candidate parse that made it to the end of decoding had to survive within the top b at every step. With O(n) parsing actions our time complexity becomes linear in the length of the sentence.

3.4 Cube Pruning

However, Theorem 1 suggests that a parsing state p can have up to b predecessor states (“left pointers”), i.e., |π(p)| ≤ b because π(p) are all in the same step, a reduce action can produce up to b subsequent new reduced states. With b items on a beam and O(n) actions to take, this gives us an overall complexity of O(nb²). Even though b² is a constant, even modest values of b can make b² dominate the length of the sentence.⁴

To improve this at the cost of additional inexactness, we introduce cube pruning to our beam search, where we put candidate actions into a heap and retrieve the top b states to be considered in the next time-step. We heapify the top b shifted-merged states and the top b reduced states. To avoid inserting all b² reduced states from the previous beam, we only consider each state’s highest scoring left pointer,⁵ and whenever we pop a reduced state from the heap, we iterate down its left pointers to insert the next non-duplicate reduced state back into the heap. This process finishes when we pop b items from the heap. The initialization of the heap takes O(b) and popping b items takes O(b log b), giving us an overall improved runtime of O(nb log b).

4 Training

We use a Structured SVM approach for training (Stern et al., 2017a; Shi et al., 2017). We want the model to score the gold tree t∗ higher than any other tree t by at least a margin Δ(t, t∗):

\[ \forall t, s(t∗) - s(t) \geq \Delta(t, t∗). \]

Note that Δ(t, t) = 0 for any t and Δ(t, t∗) > 0 for any t ≠ t∗. At training time we perform loss-augmented decoding:

\[ \hat{t} = \arg \max_t s_\Delta(t) = \arg \max_t s(t) + \Delta(t, t∗). \]

³The average length of a sentence in the Penn Treebank training set is about 24. Even with a beam size of 10, we already have b² = 100, which would be a significant factor in our runtime. In practice, each parsing state will rarely have the maximum b left pointers so this ends up being a loose upper-bound. Nevertheless, the beam search should be performed with the input length in mind, or else as b increases we risk losing a linear runtime.

⁴If each previous beam is sorted, and if the beam search is conducted by going top-to-bottom, then each state’s left pointers will implicitly be kept in sorted order.
where \( s_{\Delta}(\cdot) \) is the loss-augmented score. If \( \hat{t} = t^* \), then all constraints are satisfied (which implies \( \arg \max_t s(t) = t^* \)), otherwise we perform an update by backpropagating from \( s_{\Delta}(\hat{t}) - s(t^*) \).

**4.1 Cross-Span Loss**

The baseline loss function from Stern et al. (2017a) counts the incorrect labels \( (i, j, X) \) in the predicted tree:

\[
\Delta_{\text{base}}(t, t^*) = \sum_{(i, j, X) \in t} \mathbb{1}(X \neq t^*_{(i, j)}).
\]

Note that \( X \) can be null \( \emptyset \), and \( t^*_{(i, j)} \) denotes the gold label for span \( (i, j) \), which could also be \( \emptyset \). However, there are two cases where \( t^*_{(i, j)} = \emptyset \): a subspan \( (i, j) \) due to binarization (e.g., a span combining the first two subtrees in a ternary branching node), or an invalid span in \( t \) that crosses a gold span in \( t^* \). In the baseline function above, these two cases are treated equivalently; for example, a span \( (3, 5, \emptyset) \in t \) is not penalized even if there is a gold span \( (4, 6, \text{VP}) \in t^* \). So we revise our loss function as:

\[
\Delta_{\text{rev}}(t, t^*) = \sum_{(i, j, X) \in t} \mathbb{1}(X \neq t^*_{(i, j)} \lor \text{cross}(i, j, t^*))
\]

Figure 2: Runtime plots of decoding on the training set of the Penn Treebank. The differences between the different algorithms become evident after sentences of length 40. The regression curves have been empirically fitted.

where \( \text{cross}(i, j, t^*) = \exists (k, l) \in t^* \), and \( i < k < j < l \) or \( k < i < l < j \).

**4.2 Max Violation Updates**

Given that we maintain loss-augmented scores even for partial trees, we can perform a training update on a given example sentence by choosing to take the loss where it is the greatest along the parse trajectory. At each parsing time-step \( \ell \), the violation is the difference between the highest augmented-scoring parse trajectory up to that point and the gold trajectory (Huang et al., 2012; Yu et al., 2013). Note that computing the violation gives us the max-margin loss described above. Taking the largest violation from all time-steps gives us the max-violation loss.

**5 Experiments**

We present experiments on the Penn Treebank (Marcus et al., 1993) and the PTB-RST discourse treebank (Zhao and Huang, 2017). In both cases, the training set is shuffled before each epoch, and dropout (Hinton et al., 2012) is employed with probability 0.4 to the recurrent outputs for regularization. Updates with minibatches of size 10 and 1 are used for PTB and the PTB-RST respectively. We use Adam (Kingma and Ba, 2014) with default settings to schedule learning rates for all the weights. To address unknown words during training, we adopt the strategy described by Kiperwasser and Goldberg (Kiperwasser and Goldberg, 2016); words in the training set are replaced with the unknown word symbol \( \text{UNK} \) with probability

\[
P_{\text{UNK}} = \frac{1}{1 + f(w)}, \quad \text{with } f(w) \text{ being the number of occurrences of word } w\text{ in the training data}.
\]
Table 1: Comparison of PTB development set results, with the time measured in seconds-per-sentence. The baseline chart parser is from Stern et al. (2017b), with null-label scores unconstrained to be nonzero, replicating their paper.

<table>
<thead>
<tr>
<th>Development Set 22 (F1)</th>
<th>Baseline +cross-span Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>This Work Beam 1</td>
<td>89.41 89.93 0.042</td>
</tr>
<tr>
<td>This Work Beam 5</td>
<td>91.27 91.91 0.050</td>
</tr>
<tr>
<td>This Work Beam 10</td>
<td>91.56 92.09 0.058</td>
</tr>
<tr>
<td>This Work Beam 15</td>
<td>91.74 92.16 0.062</td>
</tr>
<tr>
<td>This Work Beam 20</td>
<td>91.65 92.20 0.066</td>
</tr>
<tr>
<td>Chart</td>
<td>92.02 92.21 0.076</td>
</tr>
</tbody>
</table>

Table 2: Final PTB Test Results. We compare our models with other (neural) single-model end-to-end trained systems.

<table>
<thead>
<tr>
<th>End-to-End &amp; Single Model</th>
<th>Test Set 23 LR LP F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socher et al. (2013)</td>
<td>90.4</td>
</tr>
<tr>
<td>Durrett and Klein (2015)</td>
<td>91.1</td>
</tr>
<tr>
<td>Cross and Huang (2016)</td>
<td>90.5 92.1 91.3</td>
</tr>
<tr>
<td>Liu and Zhang (2016)</td>
<td>91.3 92.1 91.7</td>
</tr>
<tr>
<td>Dyer et al. (2016) (discrim.)</td>
<td></td>
</tr>
<tr>
<td>Stern et al. (2017a)</td>
<td>90.63 92.98 91.79</td>
</tr>
<tr>
<td>Stern et al. (2017a) &lt;cross-span&gt;</td>
<td></td>
</tr>
<tr>
<td>Stern et al. (2017b)</td>
<td>91.35 92.38 91.86</td>
</tr>
<tr>
<td>This Work Beam 10</td>
<td>91.44 91.91 91.67</td>
</tr>
<tr>
<td>This Work Beam 15</td>
<td>91.64 92.04 91.84</td>
</tr>
<tr>
<td>This Work Beam 20</td>
<td>91.49 92.45 91.97</td>
</tr>
<tr>
<td>Reranking/Ensemble/Separate Decoding</td>
<td></td>
</tr>
<tr>
<td>Vinyals et al. (2015) (ensem)</td>
<td>90.5</td>
</tr>
<tr>
<td>Dyer et al. (2016) (gen., rerank)</td>
<td>93.3</td>
</tr>
<tr>
<td>Choe and Charniak (2016) (rerank)</td>
<td>93.8</td>
</tr>
<tr>
<td>Stern et al. (2017c) (sep, decoding)</td>
<td>92.57 92.56 92.56</td>
</tr>
<tr>
<td>Fried et al. (2017) (ensem/rerank)</td>
<td>94.25</td>
</tr>
</tbody>
</table>

Table 3: Overall test accuracies for PTB-RST discourse treebank. Starred rows indicate a run that was decoded from the beam 200 model.

<table>
<thead>
<tr>
<th></th>
<th>LR</th>
<th>LP</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhao and Huang (2017)</td>
<td>81.6</td>
<td>83.5</td>
<td>82.5</td>
</tr>
<tr>
<td>This Work Beam 10</td>
<td>80.47</td>
<td>80.61</td>
<td>80.54</td>
</tr>
<tr>
<td>This Work Beam 20</td>
<td>80.86</td>
<td>80.73</td>
<td>80.79</td>
</tr>
<tr>
<td>This Work Beam 200</td>
<td>81.51</td>
<td>80.84</td>
<td>81.18</td>
</tr>
<tr>
<td>This Work Beam 500*</td>
<td>81.50</td>
<td>80.81</td>
<td>81.16</td>
</tr>
<tr>
<td>This Work Beam 1000*</td>
<td>81.55</td>
<td>80.85</td>
<td>81.20</td>
</tr>
</tbody>
</table>

Table 4: F1 scores comparing discourse systems. Results correspond to the accuracies in Table 3, broken down to focus on the discourse labels.

<table>
<thead>
<tr>
<th></th>
<th>segment</th>
<th>structure</th>
<th>*nuclearity</th>
<th>*relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bach et al. (2012)</td>
<td>95.1</td>
<td>72.3</td>
<td>59.1</td>
<td>47.3</td>
</tr>
<tr>
<td>Hernault et al. (2010)</td>
<td>94.0</td>
<td>78.8</td>
<td>65.0</td>
<td>52.2</td>
</tr>
<tr>
<td>Zhao and Huang (2017)</td>
<td>95.4</td>
<td>73.56</td>
<td>58.87</td>
<td>46.38</td>
</tr>
<tr>
<td>This Work Beam 200</td>
<td>91.20</td>
<td>74.93</td>
<td>60.16</td>
<td>47.03</td>
</tr>
<tr>
<td>This Work Beam 1000*</td>
<td>94.06</td>
<td>75.60</td>
<td>60.61</td>
<td>47.37</td>
</tr>
</tbody>
</table>

5.1 Penn Treebank

We use the Wall Street Journal portion of the Penn Treebank, with the standard split of sections 2-21 for training, 22 for development, and 23 for testing. Tags are provided using the Stanford tagger with 10-way jackknifing.

Table 1 shows our development results and overall speeds, while Table 2 compares our test results. We show that a beam size of 20 can be fast while still achieving state-of-the-art performances.

5.2 Discourse Parsing

To measure the tractability of parsing on longer sequences, we also consider experiments on the occurrences of word w in the training corpus. Our system is implemented in Python using the DyNet neural network library (Neubig et al., 2017).
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Abstract

While syntactic dependency annotations concentrate on the surface or functional structure of a sentence, semantic dependency annotations aim to capture word relationships that are more closely related to the meaning of a sentence, using graph-structured representations. We extend the LSTM-based syntactic parser of Dozat and Manning (2017) to train on and generate these graph structures. The resulting system on its own achieves state-of-the-art performance, beating the previous, substantially more complex state-of-the-art system by 0.6% labeled F1. Adding linguistically richer input representations pushes the margin even higher, allowing us to beat it by 1.9% labeled F1.

1 Introduction

Syntactic dependency parsing is arguably the most popular method for automatically extracting the low-level relationships between words in a sentence for use in natural language understanding tasks. However, typical syntactic dependency frameworks are limited in the number and types of relationships that can be captured. For example, in the sentence Mary wants to buy a book, the word Mary is the subject of both want and buy—either or both relationships could be useful in a downstream task, but a tree-structured representation of this sentence (as in Figure 1a) can only represent one of them.1

The 2014 SemEval shared task on Broad-Coverage Semantic Dependency Parsing (Oepen et al., 2014) introduced three new dependency formalisms, applied to the Penn Treebank (shown in Figure 1, compared to Universal Dependencies (Nivre et al., 2016)): DELPH-IN MRS, or DM (Flickinger et al., 2012; Oepen and Lønning, 2006); Predicate-Argument Structures, or PAS (Miyao and Tsujii, 2004); and Prague Semantic Dependencies, or PSD (Hajic et al., 2012).

While syntactic dependencies generally annotate functional relationships between words—such as subject and object—semantic dependencies aim

1 Though efforts have been made to address this limitation; see De Marneffe et al. (2006); Nivre et al. (2016); Schuster and Manning (2016); Candito et al. (2017) for examples.
to reflect semantic relationships—such as agent and patient (cf. semantic role labeling (Gildea and Jurafsky, 2002)). The SemEval semantic dependency schemes are also directed acyclic graphs (DAGs) rather than trees, allowing them to annotate function words as being heads without lengthening paths between content words (as in 1b).

2.2 Related work

Our approach to semantic dependency parsing is primarily inspired by the success of Dozat and Manning (2017) and Dozat et al. (2017) at syntactic dependency parsing and Peng et al. (2017) at semantic dependency parsing. In Dozat and Manning (2017) and Peng et al. (2017), parsing involves first using a multilayer bidirectional LSTM over word and part-of-speech tag embeddings. Parsing is then done using directly-optimized self-attention over recurrent states to attend to each word’s head (or heads), and labeling is done with an analogous multi-class classifier.

Peng et al.’s (2017) system uses a max-margin classifier on top of a BiLSTM, with the score for each graph coming from several sources. First, it scores each word as either taking dependents or not. For each ordered pair of words, it scores the arc from the first word to the second. Lastly, it scores each possible labeled arc between the two words. The graph that maximizes these scores may not be consistent, with an edge coming from a non-predicate, for example, so they enforce hard constraints in order to prune away invalid semantic graphs. Decisions are not independent, so in order to find the highest-scoring graph that follows these constraints, they use the AD decoding algorithm (Martins et al., 2011).

Dozat and Manning’s (2017) approach to syntactic dependency parsing is similar, but avoids the possibility of generating invalid trees by fully factorizing the system. Rather than summing the scores from multiple modules and then finding the valid structure that maximizes that sum, the system makes parsing and labeling decisions sequentially, choosing the labels for each edge only after the edges in the tree have been finalized by an MST algorithm.

Wang et al. (2018) take a different approach in their recent work, using a transition-based parser built on stack-LSTMs (Dyer et al., 2015). They extend Choi and McCallum’s (2013) transition system for producing non-projective trees so that it can produce arbitrary DAGs and they modify the stack-LSTM architecture slightly to make the network more powerful.

3 Approach

3.1 Basic approach

We can formulate the semantic dependency parsing task as labeling each edge in a directed graph, with null being the label given to pairs with no edge between them. Using only one module that labels each edge in this way would be an unfactorized approach. We can, however, factorize it into two modules: one that predicts whether or not a directed edge \((v_j, v_i)\) exists between two words, and another that predicts the best label for each potential edge.

Our approach closely follows that of Dozat and Manning (2017). As with many successful recent parsers, we concatenate word and POS tag embeddings, and feed them into a multilayer bidirectional LSTM to get contextualized word representations.\(^3\)

\[
x_i = e_i^{\text{word}} \oplus e_i^{\text{tag}} \tag{1}
\]

\[
R = \text{BiLSTM}(X) \tag{2}
\]

\(^2\)We use the POS tags (and later, lemmas) provided with each dataset.

\(^3\)We follow the convention of representing scalars in lowercase italics \(a\), vectors in lowercase bold \(a\), matrices in uppercase italics \(A\), and tensors in uppercase bold \(A\). We maintain this convention when indexing and stacking, so \(a_i\) is row \(i\) of matrix \(A\) and \(A\) contains the sequence of vectors \((a_1, \ldots, a_n)\).
For each of the two modules, we use single-layer feedforward networks (FNN) to split the top recurrent states into two parts—a head representation, as in Eq. (5, 6) and a dependent representation, as in Eq. (7, 8). This allows us to reduce the recurrent size to avoid overfitting in the classifier without weakening the LSTM’s capacity. We can then use bilinear or biaffine classifiers in Eq. (3, 4)—which are generalizations of linear classifiers to include multiplicative interactions between two vectors—to predict edges and labels.\footnote{For the labeled parser, $U$ will be $(d \times c \times d)$-dimensional, where $c$ is the number of labels. For the unlabeled parser, $U$ will be $(d \times 1 \times d)$-dimensional, so that $s_{i,j}$ will be a single score.}

\begin{align*}
\text{Bilin}(x_1, x_2) &= x_1^T U x_2 \quad (3) \\
\text{Biaff}(x_1, x_2) &= x_1^T U x_2 + W(x_1 \oplus x_2) + b \quad (4)
\end{align*}

\begin{align*}
h_{i}^{\text{edge-head}} &= \text{FNN}^{\text{edge-head}}(r_i) \quad (5) \\
h_{i}^{\text{label-head}} &= \text{FNN}^{\text{label-head}}(r_i) \quad (6) \\
h_{i}^{\text{edge-dep}} &= \text{FNN}^{\text{edge-dep}}(r_i) \quad (7) \\
h_{i}^{\text{label-dep}} &= \text{FNN}^{\text{label-dep}}(r_i) \quad (8)
\end{align*}

\begin{align*}
s_{i,j}^{\text{edge}} &= \text{Biaff}^{\text{edge}}(h_{i}^{\text{edge-dep}}, h_{j}^{\text{edge-head}}) \quad (9) \\
s_{i,j}^{\text{label}} &= \text{Biaff}^{\text{label}}(h_{i}^{\text{label-dep}}, h_{j}^{\text{label-head}}) \quad (10) \\
y_{i,j}^{\text{edge}} &= \{ s_{i,j} \geq 0 \} \quad (11) \\
y_{i,j}^{\text{label}} &= \arg \max_{s_{i,j}} s_{i,j} \quad (12)
\end{align*}

The tensor $U$ can optionally be diagonal (such that $u_{i,k,j} = 0$ wherever $i \neq j$) to conserve parameters. The unlabeled parser scores every edge between pairs of words in the sentence—these scores can be decoded into a graph by keeping only edges that received a positive score. The labeler scores every label for each pair of words, so we simply assign each predicted edge its highest-scoring label and discard the rest. We can train the system by summing the losses from the two modules, backpropagating error to the labeler only through edges with a non-null gold label. This system is shown graphically in Figure 2. We find that sometimes the loss for one module overweights the loss for the other, causing the system to underfit. Thus we add a tunable interpolation constant $\lambda \in (0, 1)$ to even out the two losses.

$$\ell = \lambda \ell^{\text{label}} + (1 - \lambda) \ell^{\text{edge}} \quad (13)$$

Worth noting is that the removal of the maximum spanning tree algorithm and change from softmax cross-entropy to sigmoid cross-entropy in the unlabeled parser represent the only changes needed to allow the original syntactic parser to generate fully graph-structured semantic dependency output. Note also that this system is general enough that it could be used for any graph-structured dependency scheme, including the enhanced dependencies of the Universal Dependencies formalism (which allows cyclic graphs).

### 3.2 Augmentations

Ballesteros et al. (2016), Dozat et al. (2017), and Ma et al. (2018) find that character-level word embedding models improve performance for syntactic dependency parsing, so we also want to explore the impact it has on semantic dependency parsing. Dozat et al. (2017) confirm that their syntactic parser performs better with POS tags, which leads us to examine whether word lemmas—another form of low-level lexical information—might also improve dependency parsing performance.

### 4 Results

#### 4.1 Hyperparameters

We tuned the hyperparameters for our basic system (with no character embeddings or lemmas) fairly extensively on the DM development data. The hyperparameter configuration for our final system is given in Table 2. All input embeddings (word, pretrained, POS, etc.) were concatenated. We used 100-dimensional pretrained GloVe embeddings (Pennington et al., 2014), but linearly transformed them to be 125-dimensional. Only words or lemmas that occurred 7 times or more were included in the word and lemma embedding matrix—including less frequent words appeared to facilitate overfitting. Character-level word embeddings were generated using a one-layer unidirectional LSTM that convolved over three character embeddings at a time, whose end state was linearly transformed to be 100-dimensional. The core BiL-
Table 1: Comparison between our system and the previous state of the art on in-domain (WSJ) and out-of-domain (Brown corpus) data, according to labeled F1 (LF1).

<table>
<thead>
<tr>
<th></th>
<th>DM ID</th>
<th>OOD ID</th>
<th>PAS ID</th>
<th>OOD ID</th>
<th>PSD ID</th>
<th>OOD ID</th>
<th>Avg ID</th>
<th>OOD ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Du et al., 2015)</td>
<td>89.1</td>
<td>81.8</td>
<td>91.3</td>
<td>87.2</td>
<td>75.7</td>
<td>73.3</td>
<td>85.3</td>
<td>80.8</td>
</tr>
<tr>
<td>(Almeida and Martins, 2015)</td>
<td>88.2</td>
<td>81.8</td>
<td>90.9</td>
<td>86.9</td>
<td>76.4</td>
<td>74.8</td>
<td>85.2</td>
<td>81.2</td>
</tr>
<tr>
<td>WCGL18</td>
<td>90.3</td>
<td>84.9</td>
<td>91.7</td>
<td>87.6</td>
<td>78.6</td>
<td>75.9</td>
<td>86.9</td>
<td>82.8</td>
</tr>
<tr>
<td>PTS17: Basic</td>
<td>89.4</td>
<td>84.5</td>
<td>92.2</td>
<td>88.3</td>
<td>77.6</td>
<td>75.3</td>
<td>87.4</td>
<td>83.6</td>
</tr>
<tr>
<td>PTS17: Freda3</td>
<td>90.4</td>
<td>85.3</td>
<td>92.7</td>
<td>89.0</td>
<td>78.5</td>
<td>76.4</td>
<td>88.0</td>
<td>84.4</td>
</tr>
<tr>
<td>Ours: Basic</td>
<td>91.4</td>
<td>86.9</td>
<td>93.9</td>
<td>90.8</td>
<td>79.1</td>
<td>77.5</td>
<td>88.1</td>
<td>85.0</td>
</tr>
<tr>
<td>Ours: +Char</td>
<td>92.7</td>
<td>87.8</td>
<td>94.0</td>
<td>90.6</td>
<td>80.5</td>
<td>78.6</td>
<td>89.1</td>
<td>85.7</td>
</tr>
<tr>
<td>Ours: +Lemma</td>
<td>93.3</td>
<td>88.8</td>
<td>93.9</td>
<td>90.5</td>
<td>80.3</td>
<td>78.7</td>
<td>89.1</td>
<td>86.0</td>
</tr>
<tr>
<td>Ours: +Char +Lemma</td>
<td>93.7</td>
<td>88.9</td>
<td>93.9</td>
<td>90.6</td>
<td>81.0</td>
<td>79.4</td>
<td>89.5</td>
<td>86.3</td>
</tr>
</tbody>
</table>

Hidden Sizes

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Word/Glove/POS/</td>
<td>100</td>
</tr>
<tr>
<td>Lemma/Char</td>
<td></td>
</tr>
<tr>
<td>GloVe linear</td>
<td>125</td>
</tr>
<tr>
<td>Char LSTM</td>
<td>1 @ 400</td>
</tr>
<tr>
<td>Char linear</td>
<td>100</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>3 @ 600</td>
</tr>
<tr>
<td>Arc/Label</td>
<td>600</td>
</tr>
</tbody>
</table>

Dropout Rates (drop prob)

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Word/Glove/POS/</td>
<td>20%</td>
</tr>
<tr>
<td>POS/Lemma</td>
<td></td>
</tr>
<tr>
<td>Char LSTM (FF/recur)</td>
<td>33%</td>
</tr>
<tr>
<td>Char linear</td>
<td>33%</td>
</tr>
<tr>
<td>BiLSTM (FF/recur)</td>
<td>45%/25%</td>
</tr>
<tr>
<td>Arc/Label</td>
<td>25%/33%</td>
</tr>
</tbody>
</table>

Loss & Optimizer

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpolation (λ)</td>
<td>.025</td>
</tr>
<tr>
<td>L₂ regularization</td>
<td>3e⁻⁹</td>
</tr>
<tr>
<td>Learning rate</td>
<td>1e⁻³</td>
</tr>
<tr>
<td>Adam β₁</td>
<td>0</td>
</tr>
<tr>
<td>Adam β₂</td>
<td>.95</td>
</tr>
</tbody>
</table>

Table 2: Final hyperparameter configuration.

STM was three layers deep. The different types of word embeddings—word, GloVe, and character-level—were dropped simultaneously, but independently from POS and lemma embeddings (which were dropped independently from each other). Dropped embeddings were replaced with learned <DROP> tokens. LSTMs used same-mask recurrent dropout (Gal and Ghahramani, 2016). The systems were trained with batch sizes of 3000 tokens for up to 75,000 training steps, terminating early after 10,000 steps pass with no improvement in validation accuracy. The L₂ regularization penalty was so small that it likely had little impact.

4.2 Performance

We use biaffine classifiers, with no nonlinearities, and a diagonal tensor in the label classifier but not the edge classifier. The system trains at a speed of about 300 sequences/second on an nVidia Titan X and parses about 1,000 sequences/second. Du et al. (2015) and Almeida and Martins (2015) are the systems that won the 2015 shared task (closed track). PTS17: Basic represents the single-task versions of Peng et al. (2017), which they make multitask across the three datasets in Freda3 by adding frustratingly easy domain adaptation (Daumé III, 2007; Kim et al., 2016) and a third-order decoding mechanism. WCGL18 is Wang et al.’s (2018) transition-based system. Table 1 compares our performance with these systems. Our fully factorized basic system already substantially outperforms Peng et al.’s single-task baseline and also beats out their much more complex multi-task approach. Simply adding in either a character-level word embedding model (similar to Dozat et al.’s (2017)) or a lemma embedding matrix likewise improves performance quite a bit, and including both together generally pushes performance even higher. Many infrequent words were excluded from the frequent token embedding matrix, so it makes sense that the system should improve when provided more lexical information that’s harder to overfit on.

Surprisingly, the PAS dataset seems not to benefit substantially from lemma or character embeddings. It has been noted that PAS is the easiest of the three datasets to achieve good performance for;
4.3 Variations

We also consider the impact that slight variations on basic architecture have on final performance in Figure 3. We train twenty models on the DM treebank for each variation we consider, reducing the number of training steps but keeping all other hyperparameters constant. Rank-sum tests (Lehmann et al., 1975) reveal that the basic system outperforms variants with no hidden layers in the edge classifier (W=339; p<.001) or the label classifier (W=307; p<.01). Using a diagonal tensor U in the unlabeled parser also significantly hurts performance (W=388; p<.001), likely being too underpowered. While the other variations (especially the unfactorized and ReLU systems) appeared to make a difference during hyperparameter tuning, they were not significant here.

The improved performance of deeper systems (replicating Dozat and Manning (2017)) likely justifies the added complexity. On the other hand, the choice between biaffine and bilinear classifiers comes down largely to aesthetics. This is perhaps unsurprising since the change from biaffine to bilinear represents only a small decrease in overall power. Unusually, using no nonlinearity in the hidden layers in Eqs. (7–6) works as well as ReLU—in fact, using ReLU in the unlabeled parser marginally reduced performance (W=269; p=.063). Overall, the parser displayed considerable invariance to architecture changes. Since our system is significantly larger and more heavily regularized than the systems we compare against, this suggests that unglamorous, low-level hyperparameters—such as hidden sizes and dropout rates—are more critical to system performance than high-level architecture enhancements.

5 Discussion

We minimally extended a simple syntactic dependency parser to produce graph-structured dependencies. Without any further augmentations, our carefully-tuned system achieves state-of-the-art performance, highlighting the importance of finding the best hyperparameter configuration (and by extension, building fast systems that can be trained quickly). Additionally, we can see that a multitask system relying on a complex decoding algorithm to prune away invalid graph structures isn’t necessary for achieving the level of parsing performance a simple system can achieve (though it could push performance even higher). We also find easier or independently motivated ways to improve accuracy—taking advantage of provided lemma or subtoken information provides a boost comparable to one found by drastically increasing system complexity.

Further, we observe a high-performing graph-based parser can be adapted to different types of dependency graphs (projective tree, non-projective tree, directed graph) with only small changes without obviously hurting accuracy. By contrast, transition-based parsers—which were originally designed for parsing projective constituency trees (Nivre, 2003; Aho and Ullman, 1972)—require whole new transition sets or even data structures to generate arbitrary graphs. We feel that this points to graph-based parsers being the most natural way to produce dependency graphs with different structural restrictions.
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Abstract
An abugida is a writing system where the consonant letters represent syllables with a default vowel and other vowels are denoted by diacritics. We investigate the feasibility of recovering the original text written in an abugida after omitting subordinate diacritics and merging consonant letters with similar phonetic values. This is crucial for developing more efficient input methods by reducing the complexity in abugidas. Four abugidas in the southern Brahmic family, i.e., Thai, Burmese, Khmer, and Lao, were studied using a news wire 20,000-sentence dataset. We compared the recovery performance of a support vector machine and an LSTM-based recurrent neural network, finding that the abugida graphemes could be recovered with 94% – 97% accuracy at the top-1 level and 98% – 99% at the top-4 level, even after omitting most diacritics (10 – 30 types) and merging the remaining 30 – 50 characters into 21 graphemes.

1 Introduction
Writing systems are used to record utterances in a wide range of languages and can be organized into the hierarchy shown in Fig. 1. The symbols in a writing system generally represent either speech sounds (phonograms) or semantic units (logograms). Phonograms can be either segmental or syllabic, with segmental systems being more phonetic because they use separate symbols (i.e., letters) to represent consonants and vowels. Segmental systems can be further subdivided depending on their representation of vowels. Alphabets (e.g., the Latin, Cyrillic, and Greek scripts) are the most common and treat vowel and consonant letters equally. In contrast, abjads (e.g., the Arabic and Hebrew scripts) do not write most vowels explicitly. The third type, abugidas, also called alphasyllabary, includes features from both segmental and syllabic systems. In abugidas, consonant letters represent syllables with a default vowel, and other vowels are denoted by diacritics. Abugidas thus denote vowels less explicitly than alphabets but more explicitly than abjads, while being less phonetic than alphabets, but more phonetic than syllabaries. Since abugidas combine segmental and syllabic systems, they typically have more symbols than conventional alphabets.

In this study, we investigate how to simplify and recover abugidas, with the aim of developing a more efficient method of encoding abugidas for input. Alphabets generally do not have a large set of symbols, making them easy to map to a traditional keyboard, and logogram and syllabic systems need specially designed input methods because of their large variety of symbols. Traditional input methods for abugidas are similar to those for alphabets, mapping two or three different symbols onto each key and requiring users to type each character and diacritic exactly. In contrast, we are able to substantially simplify inputting abugidas by encoding them in a lossy (or “fuzzy”) way.
Some optimized keyboard layout have been proposed for specific abugidas (Ouk et al., 2008). Most studies on input methods have focused on Chinese and Japanese characters, where thousands of symbols need to be encoded and recovered. For Chinese characters, Chen and Lee (2000) made an early attempt to apply statistical methods to sentence-level processing, using a hidden Markov model. Others have examined max-entropy models, support vector machines (SVMs), conditional random fields (CRFs), and machine translation techniques (Wang et al., 2006; Jiang et al., 2007; Li et al., 2009; Yang et al., 2012). Similar methods have also been developed for character conversion in Japanese (Tokunaga et al., 2011). This study takes a similar approach to the research on Chinese and Japanese, transforming a less informative encoding into strings in a natural and redundant writing system. Furthermore, our study can be considered as a specific lossy compression scheme on abugida textual data. Unlike images or audio, the lossy text compression has received little attention as it may cause difficulties with reading (Witten et al., 1994). However, we handle this issue within an input method framework, where the simplified encoding is not read directly.

3 Simplified Abugidas

We designed simplification schemes for several different scripts within a unified framework based on phonetics and conventional usages, without considering many language specific features. Our primary aim was to investigate the feasibility of reducing the complexity of abugidas and to establish methods of recovering the texts. We will consider language-specific optimization in a future work, via both data- and user-driven studies.

The simplification scheme is shown in Fig. 3.1 Generally, the merges are based on the common distribution of consonant phonemes in most natural languages, as well as the etymology of the characters in each abugida. Specifically, three or four

1 Each script also includes native punctuation marks, digit notes, and standalone vowel characters that are not represented by diacritics. These characters were kept in the experimental texts but not evaluated in the final results, as the usage of these characters is trivial. In addition, white spaces, Latin letters, Arabic digits, and non-native punctuation marks were normalized into placeholders in the experiments, and were also excluded from evaluation.
graphemes are preserved for the different articulation locations (i.e., guttural, palate, dental, and labial), that two for plosives, one for nasal (NAS.), and one for approximant (APP.) if present. Additional consonants such as trills (R-LIKE), fricatives (S-/H-LIKE), and empty (ZERO-C.) are also assigned their own graphemes. Although the simplification omits most diacritics, three types are retained, i.e., one basic mark common to nearly all Brahmic abugidas (LONG–A), the prefixed vowels in Thai and Lao (PRE–V.), and the vowel-depressors (and/or consonant-stackers) in Burmese and Khmer (DE–V.). We assigned graphemes to these because we found they informed the spelling and were intuitive when typing. The net result was the omission of 18 types of diacritics in Thai, 9 in Burmese, 27 in Khmer, and 18 in Lao, and the merging of the remaining 53 types of characters in Thai, 43 in Burmese, 37 in Khmer, and 33 in Lao, into a unified set of 21 graphemes. The simplification thus substantially reduces the number of graphemes, and represents a straightforward benchmark for further language-specific refinement to build on.

4 Recovery Methods

The recovery process can be formalized as a sequential labeling task, that takes the simplified encoding as input, and outputs the writing units, composed of merged and omitted character(s) in the original abugidas, corresponding to each simplified grapheme. Although structured learning methods such as CRF (Lafferty et al., 2001) have been widely used, we found that searching for the label sequences in the output space was too costly, because of the number of labels to be recovered.\(^2\) Instead, we adopted non-structured point-wise prediction methods using a linear SVM (Cortes and Vapnik, 1995) and an LSTM-based RNN (Hochreiter and Schmidhuber, 1997).

Fig. 4 shows the overall structure of the RNN. After many experimentations, a general “shallow and broad” configuration was adopted. Specifically, simplified grapheme bi-grams are first embedded into 128-dimensional vectors\(^3\) and then encoded in one layer of a bi-directional LSTM,

\(^2\)One consonant character can be modified by multiple diacritics. In the ALT data used in this study, there are around 600 – 900 types of writing units in each script, and there could be over 1,000 on larger textual data.

\(^3\)Directly embedding uni-grams (single graphemes) did not give good performance in our preliminary experiments.

resulting in a final representation consisting of a 512-dimensional vector that concatenates two 256-dimensional vectors from the two directions. The number of dimensions used here is large because we found that higher-dimensional vectors were more effective than the deeper structures for this task, as memory capacity was more important than classification ability. For the same reason, the representations obtained from the LSTM layer are transformed linearly before the softmax function is applied, as we found that non-linear transformations, which are commonly used for final classification, did not help for this task.

5 Experiments and Evaluation

We used raw textual data from the ALT,\(^4\) comprising around 20,000 sentences translated from English. The data were divided into training, development, and test sets as specified by the project.\(^5\)

For the SVM experiments, we used the off-the-shelf LIBLINEAR library (Fan et al., 2008) wrapped by the KyTea toolkit.\(^6\) Table 1 gives the recovery accuracies, demonstrating that recovery is not a difficult classification task, given well represented contextual features. In general, using up to 5-gram features before/after the simplified grapheme yielded the best results for the baseline, except with Burmese, where 7-gram features brought a small additional improvement. Because Burmese texts use relatively more spaces than the other three scripts, longer contexts help more. Meanwhile, Lao produced the worst results, possibly because the omission and merging process was harsh: Lao is the most phonetic of the four scripts, with the least redundant spellings.

The LSTM-based RNN was implemented using DyNet (Neubig et al., 2017), and it was trained using Adam (Kingma and Ba, 2014) with an initial

\(^4\)http://www2.nict.go.jp/astrec-att/member/mutiyama/ALT/

\(^5\)Around 18,000, 1,000, and 1,000 sentences, resp.

\(^6\)http://www.phontron.com/kytea/
learning rate of $10^{-3}$. If the accuracy decreased on the development set, the learning rate was halved, and learning was terminated when there was no improvement on the development set for three iterations. We did not use dropout (Srivastava et al., 2014) but instead a voting ensemble over a set of differently initialized models trained in parallel, which is both more effective and faster.

As shown in Table 2, the RNN outperformed SVM on all scripts in terms of top-1 accuracy. A more lenient evaluation, i.e., top-$n$ accuracy, showed a satisfactory coverage of around 98% (Khmer and Lao) to 99% (Thai and Burmese) considering only the top four results. Fig. 5 shows the effect of changing the size of the training dataset by repeatedly halving it until it was one-eighth of its original size, demonstrating that the RNN outperformed SVM regardless of training data size. The LSTM-based RNN should thus be a substantially better solution than the SVM for this task.

We also investigated Burmese and Khmer further using manual evaluation. The results of RNN in Table 2 were evaluated by native speakers, who examined the output writing units corresponding to each input simplified grapheme and classified the errors using four levels: 0) acceptable, i.e., alternative spelling, 1) clear and easy to identify the correct result, 2) confusing but possible to identify the correct result, and 3) incomprehensible. Table 3 shows the error distribution. For Burmese, most of the errors are at levels 1 and 2, and Khmer has a wider distribution. For both scripts, around 50% of the errors are serious (level 2 or 3), but the distributions suggest that they have different characteristics. We are currently conducting a case study on these errors for further language-specific improvements.

### 6 Conclusion and Future Work

In this study, a scheme was used to substantially simplify four abugidas, omitting most diacritics and merging the remaining characters. An SVM and an LSTM-based RNN were then used to recover the original texts, showing that the simplified abugidas could be recovered well. This illustrates the feasibility of encoding abugidas less redundantly, which could help with the development of more efficient input methods.

As for the future work, we are planning to include language-specific optimizations in the design of the simplification scheme and to improve the LSTM-based RNN by integrating dictionaries and increasing the amount of training data.
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Abstract

As more and more academic papers are being submitted to conferences and journals, evaluating all these papers by professionals is time-consuming and can cause inequality due to the personal factors of the reviewers. In this paper, in order to assist professionals in evaluating academic papers, we propose a novel task: automatic academic paper rating (AAPR), which automatically determine whether to accept academic papers. We build a new dataset for this task and propose a novel modularized hierarchical convolutional neural network to achieve automatic academic paper rating. Evaluation results show that the proposed model outperforms the baselines by a large margin. The dataset and code are available at https://github.com/lancopku/AAPR

1 Introduction

Every year there are thousands of academic papers submitted to conferences and journals. Rating all these papers can be exhausting, and sometimes rating scores can be affected by the personal factors of the reviewers, leading to inequality problem. Therefore, there is a great need for rating academic papers automatically. In this paper, we explore how to automatically rate the academic papers based on their LATEX source file and meta information, which we call the task of automatic academic paper rating (AAPR).

A task that is similar to the AAPR is automatic essay scoring (AES). AES has been studied for a long time. Project Essay Grade (Page, 1967, 1968) is one of the earliest attempts to solve the AES task by predicting the score using linear regression over expert crafted textual features. Much of the following work applied similar methods by using various classifiers with more sophisticated features including grammar, vocabulary and style (Rudner and Liang, 2002; Attali and Burstein, 2004). These traditional methods can work almost as well as human raters. However, they all demand a large amount of feature engineering, which requires a lot of expertise.

Recent studies turn to use deep neural networks, claiming that deep learning models can relieve the system from heavy feature engineering. Alikaniotis et al. (2016) proposed to use long short term memory network (Hochreiter and Schmidhuber, 1997) with a linear regression output layer to predict the score. They added a score prediction loss to the original C&W embedding (Collobert and Weston, 2008; Collobert et al., 2011), so that the word embeddings are related to the quality of the essay. Taghipour and Ng (2016) also applied recurrent neural networks to process the essay, except that they put a convolutional layer ahead of the recurrent layer to extract local features. Dong and Zhang (2016) proposed to apply a two-layer convolutional neural network (CNN) to model the essay. The first layer is responsible for encoding the sentence and the second layer is to encode the whole essay. Dong et al. (2017) further proposed to add attention mechanism to the pooling layer to automatically decide which part is more important in determining the quality of the essay.

Although there has been a lot of work dealing with AES task, researchers have not attempted the AAPR task. Different from the essay in language capability tests, academic papers are much longer with much more information, and the overall quality is affected by a variety of factors besides the writing. Therefore, we propose a model that considers the overall information of one academic paper, including the title, authors, abstract and the main content of the LATEX source file of the paper.
Our main contributions are listed as follows:

- We propose the task of automatically rating academic papers and build a new dataset for this task.
- We propose a modularized hierarchical convolutional neural network model that considers the overall information of the source paper. Experimental results show that the proposed method outperforms the baselines by a large margin.

2 Proposed Method

A source paper usually consists of several modules, such as abstract, title and so on. There is also a hierarchical structure from word-level to sentence-level in each module. The structure information is likely to be helpful to make more accurate predictions. Besides, the model can be improved by considering the difference in contributions of various parts of the source paper. Based on this observation, we propose a modularized hierarchical CNN. An overview of our model is shown in Figure 1. We assume that a source paper has $l$ modules, with $m$ words and the filter size is $h$ (detailed explanations can be referred to Section 2.1 and Section 2.2). $l, m$ and $h$ are set to be 3, 3, 2, respectively in the Figure 1 for simplicity.

2.1 Modularized Hierarchical CNN

Given a complete source paper $r$, represented by a sequence of tokens, we first divide it into several modules $(r_1, r_2, \cdots, r_l)$ based on the general structure of the source paper (abstract, title, authors, introduction, related work, methods and conclusion). For each module, the one-hot representation of the $i$-th word $w_i$ is embedded to a dense vector $x_i$ through an embedding matrix. For the following modules (abstract, introduction, related work, methods, conclusion), we use the attention-based CNN (illustrated in Section 2.2) in word-level to get the representation $s_i$ of the $i$-th sentence. Another attention-based CNN layer is applied to encode the sentence-level representations into the representation $m_i$ of the $i$-th module.

There is only one sentence in the title of the source paper, so it is reasonable to get the module-level representation of title only using attention-based CNN in word-level. Besides, the weighted average method is applied to obtain the module-level representation of authors by Equation (1) because the authors are independent of each other.

\[
m_{\text{authors}} = \sum_{i=1}^{A} \gamma_i a_i \tag{1}\]

where $\gamma = (\gamma_1, \ldots, \gamma_A)^T$ is the weight parameter. $a_i$ is the embedding vector of the $i$-th author in the source paper, which is randomly initialized and can be learned at the training stage. $A$ is the maximum length of the author sequence.

Representations $m_1, m_2, \cdots, m_l$ of all modules are aggregated to form the paper-level representation $d$ of the source paper with an attentive pooling layer. A softmax layer is used to take $d$ as input and predict the probability of being accepted. At the training stage, the cross entropy loss function is optimized as objective function, which is widely used in various classification tasks.

\[
y = \text{softmax}(W_d d + b_d) \tag{2}\]

2.2 Details of Attention-Based CNN

Attention-based CNN consists of a convolution layer and an attentive pooling layer. The convolution layer is used to capture local features and attentive pooling layer can automatically decide the relative weights of words, sentences, and modules.

**Convolution layer:** A sequence of vectors of length $m$ is represented as the row concatenation of $m$ $k$-dimensional vectors: $X = [x_1; x_2; \cdots; x_m]$. A filter $W_x \in \mathbb{R}^{h \times k}$ convolves
with the window vectors at each position to generate a feature map \( c \in \mathbb{R}^{m-h+1} \). Each element \( c_j \) of the feature map is calculated as follows:

\[
c_j = f(W_x \circ [x_j : x_{j+h-1}] + b_x)
\]

where \( \circ \) is element-wise multiplication, \( b_x \in \mathbb{R} \) is a bias term, and \( f \) is a non-linear activation function. Here we choose \( f \) to be ReLU (Nair and Hinton, 2010). \( n \) different filters can be used to extract multiple feature maps \( c_1, c_2, \ldots, c_n \). We get new feature representations \( C \in \mathbb{R}^{(m-h+1) \times n} \) as the column concatenation of feature maps \( C = [c_1, c_2, \ldots, c_n] \). The \( i \)-th row \( c^{(i)} \) of \( C \) is the new feature representation generated at position \( i \).

**Attentive pooling layer:** Given a sequence \( c^{(1)}, c^{(2)}, \ldots, c^{(q)} \), which are \( q \) \( n \)-dimensional vectors, the attentive pooling is applied to aggregate the representations of the sequence by measuring the contribution of each vector to form the high-level representation \( s \) of the whole sequence. Formally, we have

\[
z_i = \tanh(W_c c^{(i)} + b_c)
\]

\[
\alpha_i = \frac{z_i^T u_w}{\sum_k \exp(z_k^T u_w)}
\]

\[
s = \sum_i \alpha_i z_i
\]

where \( W_c \) and \( b_c \) are weight matrix and bias vector, respectively. \( u_w \) is a randomly initialized vector, which can be learned at the training stage.

### 3 Experiments

In this section, we evaluate our model on the dataset we build for this task. We first introduce the dataset, evaluation metric, and experimental details. Then, we compare our model with baselines. Finally, we provide the analysis and the discussion of experimental results.

#### 3.1 Dataset

**Arxiv Academic Paper Dataset:** As there is no existing dataset that can be used directly, we create a dataset by collecting data on academic papers in the field of artificial intelligence from the website\(^2\). The dataset consists of 19,218 academic papers. The information of each source paper consists of the venue which marks whether the paper is accepted, and the source LaTeX file. We divide the dataset into training, validation, and test parts. The details are shown in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Total</th>
<th>#Positive</th>
<th>#Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set</td>
<td>17,218</td>
<td>8,899</td>
<td>8,329</td>
</tr>
<tr>
<td>Validation set</td>
<td>1,000</td>
<td>507</td>
<td>493</td>
</tr>
<tr>
<td>Test set</td>
<td>1,000</td>
<td>504</td>
<td>496</td>
</tr>
</tbody>
</table>

Table 1: Statistical information of Arxiv academic paper dataset. **Positive** and **Negative** denote whether the source paper is accepted.

#### 3.2 Experimental Details

We use accuracy as our evaluation metric instead of the F-score, precision, and recall because the positive and negative examples in our dataset are well balanced.

Since the author names are different from the common scientific words in the paper, we separately build up vocabulary for authors and text words of source papers with the size of 20,000 and 50,000, respectively.

We use the training strategies mentioned in Zhang and Wallace (2015) for CNN classifier to tune the hyper-parameters based on the accuracy on the validation set. The word or author embedding is randomly initialized and can be learned during training. The size of word embedding or author embedding is 128 and the batch size is 32. Adam optimizer (Kingma and Ba, 2014) is used to minimize cross entropy loss function. We apply dropout regularization (Srivastava et al., 2014) to avoid overfitting and clip the gradients (Pascual et al., 2013) to the maximum norm of 5.0.

During training, we train the model for a fixed number of epochs and monitor its performance on the validation set after every 50 updates. Once training is finished, we select the model with the highest accuracy on the validation set as our final model and evaluate its performance on the testing set.

#### 3.3 Baselines

We compare our model with the following baselines:

- **Randomly predict (RP):** We randomly decide whether the source paper can be accepted. In other words, the probability of acceptance of every source paper is always 0.5 using this strategy.

- **Traditional machine learning algorithms:**
  We use various machine learning classifiers

---

\(^2\)https://arxiv.org/
to predict the labels based on the tf-idf features of the text.

- **Neural networks models:** We apply three representative neural network models: CNN (Kim, 2014), LSTM (Hochreiter and Schmidhuber, 1997), and C-LSTM (Zhou et al., 2015). We concatenate all modules of the source paper into a long text sequence as the input to the neural network models.

### 3.4 Results

In this subsection, we present the results of evaluation by comparing our proposed method with the baselines. Table 2 reports experimental results of various models. As is shown in Table 2, the proposed MHCNN outperforms all the above mentioned baselines. The best baseline model SVM achieves the accuracy of 61.6%, while the proposed model achieves the accuracy of 67.7%. In addition, our MHCNN outperforms other representative deep-learning models by a large margin. For instance, the proposed MHCNN achieves an improvement of 6.4% accuracy over the traditional CNN. This shows that our MHCNN can learn better representation by considering modularized hierarchical structure in the source paper. Our proposed MHCNN aims to divide a long text into several modules and using attention mechanism to aggregate the representations of each module to form a final high-level representation of a complete source paper. By incorporating knowledge of the structure of the source paper and automatically selecting the most informative words, the model is capable of making more accurate predictions.

### 4 Analysis and Discussions

Here we perform further analysis on the model and experiment results.

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
<th>Models</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RP</td>
<td>50.0%</td>
<td>Logistic</td>
<td>60.0%</td>
</tr>
<tr>
<td>CART</td>
<td>58.6%</td>
<td>KNN</td>
<td>60.3%</td>
</tr>
<tr>
<td>MNB</td>
<td>58.3%</td>
<td>GNB</td>
<td>58.5%</td>
</tr>
<tr>
<td>SVM</td>
<td>61.6%</td>
<td>AdaBoost</td>
<td>58.9%</td>
</tr>
<tr>
<td>Bagging</td>
<td>59.4%</td>
<td>LSTM</td>
<td>60.5%</td>
</tr>
<tr>
<td>CNN</td>
<td>61.3%</td>
<td>C-LSTM</td>
<td>60.8%</td>
</tr>
<tr>
<td><strong>MHCNN</strong></td>
<td><strong>67.7%</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Comparison between our proposed model and the baselines on the test set. Our proposed model is denoted as MHCNN.

Table 3: Ablation Study. The symbol * indicates that the difference compared to MHCNN is significant with $p \leq 0.05$ under t-test.

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
<th>Decline</th>
</tr>
</thead>
<tbody>
<tr>
<td>MHCNN</td>
<td>67.7%</td>
<td></td>
</tr>
<tr>
<td>w/o Attention</td>
<td>66.8%*</td>
<td>↓0.9%</td>
</tr>
<tr>
<td>w/o Module</td>
<td>61.3%*</td>
<td>↓6.4%</td>
</tr>
</tbody>
</table>

4.1 Exploration on Internal Structure of the Model

As is shown in Table 2, our MHCNN model outperforms all baselines by a large margin. Compared with the basic CNN model, the proposed model has a modularized hierarchical structure and uses multiple attention mechanisms. In order to explore the impact of internal structure of the model, we remove the modularized hierarchical structure and attention mechanisms in turn. The performance is shown in Table 3. “w/o Attention” means that we still use modularized hierarchical structure while do not use any attention mechanism. “w/o Module” means that we do not use both attention mechanism and modularized hierarchical structure, which is the same as the CNN model in the baselines.

As is shown in Table 3, the accuracy of the model drops by 0.9% when the attention mechanism is removed from the model. This shows that there are differences in the contribution of textual content. For instance, the abstract of a source paper is more important than its title. Attention mechanism can automatically decide the relative weights of modules, which makes model predictions more accurate. However, the accuracy of the model drops by 6.4% when we remove the modularized hierarchical structure, which is much larger than 0.9%. It shows that the modularized hierarchical structure of the model is of great help to obtain better representations by incorporating knowledge of the structure of the source paper.

4.2 The Impact of Modules of the Source Paper

One interesting issue is which part of the source paper best determines whether it can be accepted. To explore this issue, we subtract each module from complete source papers in turn and observe the change in the performance of the model. The experimental result is shown in Table 4.

As is shown in Table 4, the performance of the
model shows different degrees of decline when we remove different modules of the source paper. This shows that there are differences in the contribution of different modules of the source paper to its acceptance, which further illustrates the reasonableness of our use of modularized hierarchical structure and attention mechanism. All the declines are significant with $p \leq 0.05$ under $t$-test.

When we remove authors module, the accuracy drops by 3.1%, which is the largest decline. This shows that the authors of the source paper largely determines whether it can be accepted. Obviously, a source paper written by a proficient scholar tends to be good work, which has a higher probability of being accepted. Except for authors, the two most significant modules affecting the probability of being accepted are conclusions and abstract. Because they are the essence of the entire source paper, which can directly reflect the quality of the source paper. However, the methods module of the source paper has little effect on the probability of being accepted according to Table 4. The reason may be that the methods of different source papers vary widely, which means that there exists high variance in this module. Therefore, our model may not do well in capturing a unified internal pattern to make prediction. The impact of the title is the smallest and the accuracy of the model drops by only 1.1% when title is removed from the source paper.

5 Related Work

The most relevant task for our work is automatic essay scoring (AES). There are two main types of methods for the AES task: traditional machine learning algorithms and neural network models. Most traditional methods for the AES task use supervised learning algorithms, including classification (Larkey, 1998; Rudner and Liang, 2002; Yannakoudakis et al., 2011; Chen and He, 2013), regression (Attali and Burstein, 2004; Phandi et al., 2015; Zesch et al., 2015) and so on. However, they all require lots of manual features, for instance, bag of words, spelling errors, or lengths, which can be time-consuming and requires a large amount of expertise.

In recent years, some neural network models have also been used for the AES task, which have achieved great success. Alikaniotis et al. (2016) proposed to use the LSTM model with a linear regression output layer to predict the score. Taghipour and Ng (2016) applied the CNN model followed by a recurrent layer to extract local features and model sequence dependencies. A two-layer CNN model was proposed by Dong and Zhang (2016) to cover more high-level and abstract information. Dong et al. (2017) further proposed to add attention mechanism to the pooling layer to automatically decide which part is more important in determining the quality of the essay. Song et al. (2017) proposed a multi-label neural sequence labeling approach for discourse mode identification and showed that features extracted by this method can further improve the AES task.

6 Conclusions

In this paper, we propose the task of automatic academic paper rating (AAPR), which aims to automatically determine whether to accept academic papers. We propose a novel modularized hierarchical CNN for this task to make use of the structure of a source paper. Experimental results show that the proposed model outperforms various baselines by a large margin. In addition, we find that the conclusion and abstract parts have the most influence on whether the source paper can be accepted when setting aside the factor of authors.
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Abstract

In this work, we present an approach based on combining string kernels and word embeddings for automatic essay scoring. String kernels capture the similarity among strings based on counting common character n-grams, which are a low-level yet powerful type of feature, demonstrating state-of-the-art results in various text classification tasks such as Arabic dialect identification or native language identification. To our best knowledge, we are the first to apply string kernels to automatically score essays. We are also the first to combine them with a high-level semantic feature representation, namely the bag-of-super-word-embeddings. We report the best performance on the Automated Student Assessment Prize data set, in both in-domain and cross-domain settings, surpassing recent state-of-the-art deep learning approaches.

1 Introduction

Automatic essay scoring (AES) is the task of assigning grades to essays written in an educational setting, using a computer-based system with natural language processing capabilities. The aim of designing such systems is to reduce the involvement of human graders as far as possible. AES is a challenging task as it relies on grammar as well as semantics, pragmatics and discourse (Song et al., 2017). Although traditional AES methods typically rely on handcrafted features (Larkey, 1998; Foltz et al., 1999; Attali and Burststein, 2006; Dikli, 2006; Wang and Brown, 2008; Chen and He, 2013; Somasundaran et al., 2014; Yannakoudakis et al., 2014; Phandi et al., 2015), recent results indicate that state-of-the-art deep learning methods reach better performance (Alikaniotis et al., 2016; Dong and Zhang, 2016; Taghipour and Ng, 2016; Dong et al., 2017; Song et al., 2017; Tay et al., 2018), perhaps because these methods are able to capture subtle and complex information that is relevant to the task (Dong and Zhang, 2016).

In this paper, we propose to combine string kernels (low-level character n-gram features) and word embeddings (high-level semantic features) to obtain state-of-the-art AES results. Since recent methods based on string kernels have demonstrated remarkable performance in various text classification tasks ranging from authorship identification (Popescu and Grozea, 2012) and sentiment analysis (Jiménez-Pérez et al., 2017; Popescu et al., 2017) to native language identification (Popescu and Ionescu, 2013; Ionescu et al., 2014; Ionescu, 2015; Ionescu et al., 2016; Ionescu and Popescu, 2017) and dialect identification (Ionescu and Popescu, 2016; Ionescu and Butnaru, 2017), we believe that string kernels can reach equally good results in AES. To the best of our knowledge, string kernels have never been used for this task. As string kernels are a simple approach that relies solely on character n-grams as features, it is fairly obvious that such an approach will not to cover several aspects (e.g.: semantics, discourse) required for the AES task. To solve this problem, we propose to combine string kernels with a recent approach based on word embeddings, namely the bag-of-super-word-embeddings (BOSWE) (Butnaru and Ionescu, 2017). To our knowledge, this is the first successful attempt to combine string kernels and word embeddings. We evaluate our approach on the Automated Student Assessment Prize data set, in both in-domain and cross-domain settings. The empirical results indicate that our approach yields a better performance than state-of-the-art approaches (Phandi et al., 2015; Dong and Zhang, 2016; Dong et al., 2017; Tay et al., 2018).

2 Method

String kernels. Kernel functions (Shawe-Taylor and Cristianini, 2004) capture the intuitive notion of similarity between objects in a specific do-
main. For example, in text mining, string kernels can be used to measure the pairwise similarity between text samples, simply based on character n-grams. Various string kernel functions have been proposed to date (Lodhi et al., 2002; Shawe-Taylor and Cristianini, 2004; Ionescu et al., 2014). One of the most recent string kernels is the histogram intersection string kernel (HISK) (Ionescu et al., 2014). For two strings over an alphabet $\Sigma$, $x, y \in \Sigma^*$, the intersection string kernel is formally defined as follows:

$$k^i(x, y) = \sum_{v \in \Sigma^n} \min\{\text{num}_v(x), \text{num}_v(y)\}, \quad (1)$$

where $\text{num}_v(x)$ is the number of occurrences of n-gram $v$ as a substring in $x$, and $n$ is the length of $v$. In our AES experiments, we use the intersection string kernel based on a range of character n-grams. We approach AES as a regression task, and employ $\nu$-Support Vector Regression ($\nu$-SVR) (Suykens and Vandewalle, 1999; Shawe-Taylor and Cristianini, 2004) for training.

**Bag-of-super-word-embeddings.** Word embeddings are long known in the NLP community (Bengio et al., 2003; Collobert and Weston, 2008), but they have recently become more popular due to the word2vec (Mikolov et al., 2013) framework that enables the building of efficient vector representations from words. On top of the word embeddings, Butnaru and Ionescu (2017) developed an approach termed bag-of-super-word-embeddings (BOSWE) by adapting an efficient computer vision technique, the bag-of-visual-words model (Csurka et al., 2004), for natural language processing tasks. The adaptation consists of replacing the image descriptors (Lowe, 2004) useful for recognizing object patterns in images with word embeddings (Mikolov et al., 2013) useful for recognizing semantic patterns in text documents.

The BOSWE representation is computed as follows. First, each word in the collection of training documents is represented as word vector using a pre-trained word embeddings model. Based on the fact that word embeddings carry semantic information by projecting semantically related words in the same region of the embedding space, the next step is to cluster the word vectors in order to obtain relevant semantic clusters of words. As in the standard bag-of-visual-words model, the clustering is done by k-means (Leung and Malik, 2001), and the formed centroids are stored in a randomized forest of k-d trees (Philbin et al., 2007) to reduce search cost. The centroid of each cluster is interpreted as a super word embedding or super word vector that embodies all the semantically related word vectors in a small region of the embedding space. Every embedded word in the collection of documents is then assigned to the nearest cluster centroid (the nearest super word vector). Put together, the super word vectors generate a vocabulary (codebook) that can further be used to describe each document as a bag-of-super-word-embeddings. To obtain the BOSWE representation for a document, we just have to compute the occurrence count of each super word embedding in the respective document. After building the representation, we employ a kernel method to train the BOSWE model for our specific task. To be consistent with the string kernel approach, we choose the histogram intersection kernel and the same regression method, namely $\nu$-SVR.

**Model fusion.** In the primal form, a linear classifier takes as input a feature matrix $X$ of $r$ samples (rows) with $m$ features (columns) and optimizes a set of weights in order to reproduce the $r$ training labels. In the dual form, the linear classifier takes as input a kernel matrix $K$ of $r \times r$ components, where each component $k_{ij}$ is the similarity between examples $x_i$ and $x_j$. Kernel methods work by embedding the data in a Hilbert space and by searching for linear relations in that space, using a learning algorithm. The embedding can be performed either (i) implicitly, by directly specifying the similarity function between each pair of samples, or (ii) explicitly, by first giving the embedding map $\phi$ and by computing the inner product between each pair of samples embedded in the Hilbert space. For the linear kernel, the associated embedding map is $\phi(x) = x$ and options (i) or (ii) are equivalent, i.e. the similarity function is the inner product. Hence, the linear kernel matrix $K$ can be obtained as $K = X \cdot X'$, where $X'$ is the transpose of $X$. For other kernels, e.g. the histogram intersection kernel, it is not possible to explicitly define the embedding map (Shawe-Taylor and Cristianini, 2004), and the only solution is to adopt option (i) and compute the corresponding kernel matrix directly. Therefore, we combine HISK and BOSWE in the dual (kernel) form, by simply summing up the two corresponding kernel matrices. However, summing up kernel matrices is equivalent to feature vector concatenation in the primal Hilbert space. To better explain...
### Table 1: The number of essays and the score ranges for the 8 different prompts in the Automated Student Assessment Prize (ASAP) data set.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Number of Essays</th>
<th>Score Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1783</td>
<td>2-12</td>
</tr>
<tr>
<td>2</td>
<td>1800</td>
<td>1-6</td>
</tr>
<tr>
<td>3</td>
<td>1726</td>
<td>0-3</td>
</tr>
<tr>
<td>4</td>
<td>1726</td>
<td>0-3</td>
</tr>
<tr>
<td>5</td>
<td>1772</td>
<td>0-4</td>
</tr>
<tr>
<td>6</td>
<td>1805</td>
<td>0-4</td>
</tr>
<tr>
<td>6</td>
<td>1569</td>
<td>0-30</td>
</tr>
<tr>
<td>6</td>
<td>723</td>
<td>0-60</td>
</tr>
</tbody>
</table>

For the cross-domain experiments, we use the same source → target domain pairs as (Phandi et al., 2015; Dong and Zhang, 2016), namely, 1→2, 3→4, 5→6 and 7→8. All essays in the source domain are used as training data. Target domain samples are randomly divided into 5 folds, where one fold is used as test data, and the other 4 folds are collected together to sub-sample target domain train data. The sub-sample sizes are \( n_t = \{10, 25, 50, 100\} \). The sub-sampling is repeated for 5 times as in (Phandi et al., 2015; Dong and Zhang, 2016) to reduce bias. As our approach performs very well in the cross-domain setting, we also present experiments without sub-sampling data from the target domain, i.e. when the sub-sample size is \( n_t = 0 \). As evaluation metric, we use the quadratic weighted kappa (QWK).

#### Baselines. We compare our approach with state-of-the-art methods based on handcrafted features (Phandi et al., 2015), as well as deep features (Dong and Zhang, 2016; Dong et al., 2017; Tay et al., 2018). We note that results for the cross-domain setting are reported only in some of these recent works (Phandi et al., 2015; Dong and Zhang, 2016).

#### Implementation choices. For the string kernels approach, we used the histogram intersection string kernel (HISK) based on the blended range of character n-grams from 1 to 15. To compute the intersection string kernel, we used the open-source code provided by Ionescu et al. (2014). For the BOSWE approach, we used the pre-trained word embeddings computed by the word2vec toolkit (Mikolov et al., 2013) on the Google News data set using the Skip-gram model, which produces 300-dimensional vectors for 3 million words and phrases. We used functions from the VLFeat library (Vedaldi and Fulkerson, 2008) for the other steps involved in the BOSWE approach, such as the k-means clustering and the randomized forest of k-d trees. We set the number of clusters (dimension of the vocabulary) to \( k = 500 \). After
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computing the BOSWE representation, we apply the $L_1$-normalized intersection kernel. We combine HISK and BOSWE in the dual form by summing up the two corresponding matrices. For the learning phase, we employ the dual implementation of $\nu$-SVR available in LibSVM (Chang and Lin, 2011). We set its regularization parameter to $c = 10^3$ and $\nu = 10^{-1}$ in all our experiments.

**In-domain results.** The results for the in-domain automatic essay scoring task are presented in Table 2. In our empirical study, we also include feature ablation results. We report the QWK measure on each prompt as well as the overall average. We first note that the histogram intersection string kernel alone reaches better overall performance (0.780) than all previous works (Phandi et al., 2015; Dong and Zhang, 2016; Dong et al., 2017; Tay et al., 2018). Remarkably, the overall performance of the HISK is also higher than the inter-human agreement (0.754). Although the BOSWE model can be regarded as a shallow approach, its overall results are comparable to those of deep learning approaches (Dong and Zhang, 2016; Dong et al., 2017; Tay et al., 2018). When we combine the two models (HISK and BOSWE), we obtain even better results. Indeed, the combination of string kernels and word embeddings attains the best performance on 7 out of 8 prompts. The average QWK score of HISK and BOSWE (0.785) is more than 2% better the average scores of the best-performing state-of-the-art approaches (Dong et al., 2017; Tay et al., 2018).

**Cross-domain results.** The results for the cross-domain automatic essay scoring task are presented in Table 3. For each and every source→target pair, we report better results than both state-of-the-art methods (Phandi et al., 2015; Dong and Zhang, 2016). We observe that the difference between our best QWK scores and the other approaches are sometimes much higher in the cross-domain setting than in the in-domain setting. We particularly notice that the difference from (Phandi et al., 2015) when $n_t = 0$ is always higher than 10%. Our highest improvement (more than 54%, from 0.187 to 0.728) over (Phandi et al., 2015) is recorded for the pair $5 \rightarrow 6$, when $n_t = 0$. Our score in this case (0.728) is even higher than both scores of Phandi et al. (2015) and Dong and Zhang (2016) when they use $n_t = 50$. Different from the in-domain setting, we note that the combination of string kernels and word embeddings does not always provide better results than string kernels alone, particularly when the number of target samples ($n_t$) added into the training set is less or equal to 25.

**Discussion.** It is worth noting that in a set of preliminary experiments (not included in the paper), we actually considered another approach based on word embeddings. We tried to obtain a document embedding by averaging the word vectors for each document. We computed the average as well as the standard deviation for each component of the word vectors, resulting in a total of 600 features, since the word vectors are 300-dimensional. We applied this method in the in-domain setting and we obtained a surprisingly low overall QWK score, around 0.251. We concluded that this simple approach is not useful, and decided to use BOSWE (Butnaru and Ionescu, 2017) instead.

It would have been interesting to present an error analysis based on the discriminant features weighted higher by the $\nu$-SVR method. Unfortu-
nately, this is not possible because our approach works in the dual space and we cannot transform the dual weights into primal weights, as long as the histogram intersection kernel does not have an explicit embedding map associated to it. In future work, however, we aim to replace the histogram intersection kernel with the presence bits kernel, which will enable us to perform an error analysis based on the overused or underused patterns, as described by Ionescu et al. (2016).

4 Conclusion

In this paper, we described an approach based on combining string kernels and word embeddings for automatic essay scoring. We compared our approach on the Automated Student Assessment Prize data set, in both in-domain and cross-domain settings, with several state-of-the-art approaches (Phandi et al., 2015; Dong and Zhang, 2016; Dong et al., 2017; Tay et al., 2018). Overall, the in-domain and the cross-domain comparative studies indicate that string kernels, both alone and in combination with word embeddings, attain the best performance on the automatic essay scoring task. Using a shallow approach, we report better results compared to recent deep learning approaches (Dong and Zhang, 2016; Dong et al., 2017; Tay et al., 2018).
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<table>
<thead>
<tr>
<th>Source→Target Method</th>
<th>n_t = 0</th>
<th>n_t = 10</th>
<th>n_t = 25</th>
<th>n_t = 50</th>
<th>n_t = 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1→2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Phandi et al., 2015)</td>
<td>0.434</td>
<td>0.463</td>
<td>0.457</td>
<td>0.492</td>
<td>0.510</td>
</tr>
<tr>
<td>(Dong and Zhang, 2016)</td>
<td>-</td>
<td>0.546</td>
<td>0.569</td>
<td>0.563</td>
<td>0.559</td>
</tr>
<tr>
<td>HISK and ν-SVR</td>
<td>0.440</td>
<td>0.566</td>
<td>0.637</td>
<td>0.652</td>
<td>0.657</td>
</tr>
<tr>
<td>BOSWE and ν-SVR</td>
<td>0.398</td>
<td>0.474</td>
<td>0.478</td>
<td>0.492</td>
<td>0.506</td>
</tr>
<tr>
<td>HISK+BOSWE and ν-SVR</td>
<td>0.542</td>
<td>0.584</td>
<td>0.632</td>
<td>0.657</td>
<td>0.661</td>
</tr>
<tr>
<td>3→4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Phandi et al., 2015)</td>
<td>0.522</td>
<td>0.593</td>
<td>0.609</td>
<td>0.618</td>
<td>0.646</td>
</tr>
<tr>
<td>(Dong and Zhang, 2016)</td>
<td>-</td>
<td>0.628</td>
<td>0.656</td>
<td>0.659</td>
<td>0.662</td>
</tr>
<tr>
<td>HISK and ν-SVR</td>
<td>0.703</td>
<td>0.716</td>
<td>0.724</td>
<td>0.742</td>
<td>0.751</td>
</tr>
<tr>
<td>BOSWE and ν-SVR</td>
<td>0.615</td>
<td>0.640</td>
<td>0.716</td>
<td>0.728</td>
<td>0.727</td>
</tr>
<tr>
<td>HISK+BOSWE and ν-SVR</td>
<td>0.701</td>
<td>0.713</td>
<td>0.737</td>
<td>0.754</td>
<td>0.779</td>
</tr>
<tr>
<td>5→6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Phandi et al., 2015)</td>
<td>0.187</td>
<td>0.539</td>
<td>0.662</td>
<td>0.680</td>
<td>0.713</td>
</tr>
<tr>
<td>(Dong and Zhang, 2016)</td>
<td>-</td>
<td>0.647</td>
<td>0.700</td>
<td>0.714</td>
<td>0.750</td>
</tr>
<tr>
<td>HISK and ν-SVR</td>
<td>0.715</td>
<td>0.726</td>
<td>0.754</td>
<td>0.757</td>
<td>0.781</td>
</tr>
<tr>
<td>BOSWE and ν-SVR</td>
<td>0.617</td>
<td>0.623</td>
<td>0.644</td>
<td>0.650</td>
<td>0.692</td>
</tr>
<tr>
<td>HISK+BOSWE and ν-SVR</td>
<td>0.728</td>
<td>0.734</td>
<td>0.764</td>
<td>0.771</td>
<td>0.788</td>
</tr>
<tr>
<td>7→8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Phandi et al., 2015)</td>
<td>0.171</td>
<td>0.586</td>
<td>0.607</td>
<td>0.613</td>
<td>0.621</td>
</tr>
<tr>
<td>(Dong and Zhang, 2016)</td>
<td>-</td>
<td>0.570</td>
<td>0.590</td>
<td>0.568</td>
<td>0.587</td>
</tr>
<tr>
<td>HISK and ν-SVR</td>
<td>0.486</td>
<td>0.604</td>
<td>0.617</td>
<td>0.626</td>
<td>0.639</td>
</tr>
<tr>
<td>BOSWE and ν-SVR</td>
<td>0.419</td>
<td>0.526</td>
<td>0.577</td>
<td>0.582</td>
<td>0.591</td>
</tr>
<tr>
<td>HISK+BOSWE and ν-SVR</td>
<td>0.522</td>
<td>0.606</td>
<td>0.637</td>
<td>0.638</td>
<td>0.649</td>
</tr>
</tbody>
</table>

Table 3: Cross-domain automatic essay scoring results of our approach versus two state-of-the-art methods (Phandi et al., 2015; Dong and Zhang, 2016). Results are reported in terms of the quadratic weighted kappa (QWK) measure, using the same evaluation procedure as (Phandi et al., 2015; Dong and Zhang, 2016). The best QWK scores for each source→target domain pair are highlighted in bold.


Abstract

Predicting how Congressional legislators will vote is important for understanding their past and future behavior. However, previous work on roll-call prediction has been limited to single session settings, thus did not consider generalization across sessions. In this paper, we show that metadata is crucial for modeling voting outcomes in new contexts, as changes between sessions lead to changes in the underlying data generation process. We show how augmenting bill text with the sponsors’ ideologies in a neural network model can achieve an average of a 4% boost in accuracy over the previous state-of-the-art.

1 Introduction

Quantitative analysis of the voting behavior of legislators has long been a problem of interest in political science, and recently in NLP as well (Gerrish and Blei, 2011; Kraft et al., 2016). One of the most popular techniques in political science for modeling legislator behavior is the application of spatial, or ideal point, models built from voting records (Poole and Rosenthal, 1985; Clinton et al., 2004), that are often used to represent unidimensional or multi-dimensional ideological stances. While roll call votes (i.e Congressional voting records) provide explanatory power about a legislators position with respect to previously voted-on bills, these models are limited to in-sample analysis, and are thus incapable of predicting votes on new bills.

To address this limitation, recent work has introduced methods that take advantage the text of the bill, along with the voting records, to model Congressional voting behavior (Gerrish and Blei, 2011; Nguyen et al., 2015; Kraft et al., 2016). This work is related to a long line of studies on using political text to model behavior, ranging over political books, Supreme Court decisions, speeches and Twitter (Mosteller and Wallace, 1963; Thomas et al., 2006; Yu et al., 2008; Sim et al., 2016; Iyyer et al., 2014a; Sim et al., 2013; Preoţuc-Pietro et al., 2017).

In addition to enabling prediction, associating text with ideology allows for a further degree of interpretability. However, all previous work incorporating text into roll call prediction have limited their evaluation to in-session training and testing.\(^1\)

As legislators typically serve for multiple sessions, and similar bills are proposed across sessions, we want to be able to leverage this data across sessions to inform our model. However, the generalizability of previous methods to a cross-session setting is unknown.

In this work, we explore the problem of roll call prediction across sessions. We show that previous methods are unable to generalize across sessions, thus suggesting that current text representations are not sufficient for modeling voting outcomes in new contexts. We hypothesize that each session has a different underlying data generation process, wherein the ideological position of the observed bills varies depending on the controlling party. This is supported by the observation that about 75% of bills up for a vote in a given session have a sponsor in the party in power.

As noted in Linder et al. (2018), the policy area, or topic, of the bill, and the ideological position, are two separate dimensions underlying the text. Since legislators tend to sponsor bills that are ideologically aligned with them, a model trained on a single session will mostly be exposed to bills with a specific ideology on each topic. Thus, a

\(^1\)A session is a 2-year period of legislative business.
single session model may get the ideology information as an implicit prior without needing to explicitly capture it. This challenge was not obvious in previous studies that were limited to a single session. Across sessions, however, the ideological prior on a given topic changes, resulting in variations in voting patterns that are not captured by current text modeling methodologies alone.

In applications where the text may contain an insufficient signal, researchers may turn to additional metadata features. This technique has previously been used in various contexts, such as incorporating sponsor and committee features for predicting bill committee survival (Yano et al., 2012), and enhancing tweet recommendations with location data (Xing and Paul, 2017).

We propose a neural architecture that directly models the ideological variation across sessions using metadata about the bill sponsors, and show that this can strongly improve performance with little overhead to complexity and training time.

2 Model

Spatial voting models assume that a legislator has a numeric ideal point which represents their ideology. They make voting decisions on bills, which also have a numeric representation. While the details of the implementation vary, spatial voting models share the idea that the closer a bill’s representation is to a legislator’s ideal point the more likely the legislator is to vote yes.

Following this framework, we model the core vote prediction problem as follows: Given a legislator, \( L \), and a bill, \( B \), predict their vote \( y \), with possible outcomes: yes or no.

Using these inputs, let \( v_L \) be an embedding representing the legislator, and \( v_B \) be the bill embedding. First, \( v_B \) is projected into the legislator embedding space:

\[
v_{BL} = W_B v_B + b_B
\]

where \( W_B \) and \( b_B \) are a weight matrix and a bias vector, respectively. Then, we measure the alignment between the two vectors. Previous work used a dot-product for this step, instead, we express the comparison as follows:

\[
W_v (v_{BL} \odot v_L) + b_v
\]

where \( \odot \) represents element-wise multiplication, and \( W_v \) is a weight vector of the same dimensions as \( v_L \). Finally, we apply a sigmoid activation function to get the vote prediction:

\[
p(y = yes | B, L) = \sigma(W_v (v_{BL} \odot v_L) + b_v)
\]

Using this architecture, we develop several novel bill representations. First, we consider different text-only representations, then we show how to incorporate metadata.

2.1 Text Model

Previous work incorporating text has primarily been based on topic models (Gerrish and Blei, 2011; Lauderdale and Clark, 2014; Nguyen et al., 2015) and embeddings (Kraft et al., 2016). As the embedding framework achieved superior performance, we adopt a similar architecture. While Kraft et al. (2016) represented the text using a mean word embedding (MWE) representation, we replace it with a Convolutional Neural Network (CNN) representation (Kim, 2014), which has achieved superior performance on recent text classification tasks (Dauphin et al., 2016; Wen et al., 2016; Yang et al., 2016). Our CNN uses 4-grams and 400 filter maps.

2.2 Sponsor Metadata

We posit that a legislator’s voting behavior is influenced both by the topic and the ideology of a bill. A legislator may be more liberal on one issue and more conservative on another. Thus, we need to capture both aspects. While previous work has shown that text alone contains ideological information (Iyyer et al., 2014b), the metadata of the bill may be a stronger source, especially for ideology. This approach has had success in the related problem of bill committee survival, where signals about the sponsors, committee and chamber were used in conjunction with text models (Yano et al., 2012).

We use this idea to improve our bill representations. One particularly strong signal is the author of the bill, because of their ideological motives. For simplicity, we represent the bill’s authorship as the percentage of Republican and Democrat sponsors (\( p_r \) and \( p_d \)). We propose that the Republican and Democratic sponsors influence the text
of the bill in different ways. To obtain the overall ideological position of the bill, we combine the versions of the bill influenced by each party. The final bill can thus be represented as follows:

\[ v_B = ((a_p p_r) \cdot T_r) + ((a_d p_d) \cdot T_d) \]  

(4)

where \( T_r \) and \( T_d \) are the Republican and Democratic copies of the text representation (e.g MWE or CNN); \( p_r \) and \( p_d \) are the scalars representing the percentage of sponsors from each party (e.g 0.7 and 0.3); and \( a_r \) and \( a_d \) are vectors representing how the percentages should influence each dimension of the text embedding.

The larger \( p_r \) or \( p_d \) is, the stronger the influence of that party on the bill.

We test two text representations for \( T_r \) and \( T_d \): one using MWEs and one using CNNs. The underlying word embeddings are initialized with 50d GloVE vectors (Pennington et al., 2014) and are non-static during training.

The rest of the model weights are initialized randomly with the \textit{glorot uniform} distribution (Glorot and Bengio, 2010). The length of \( v_L \) is set to 25. All models are trained using binary cross-entropy loss and optimized with the \textit{AdaMax} algorithm (Kingma and Ba, 2014). The models are trained for 50 epochs, using mini-batches of size 50.

3 Dataset

Our dataset was collected from GovTrack, and consists of nonunanimous roll call votes and texts of resolutions and bills introduced in the 106th to 111th Congressional sessions. We also collect the bill summaries written by the Congressional Research Service (a non-partisan organization), that provide shorter descriptions of the key actions in each bill. All text is preprocessed by lowercasing and removing stop-words.

As bills are often much longer than the typical document encountered in other NLP tasks, with an average of 2683 words per bill, and some bills having hundreds of pages, with correspondingly lengthy summaries, this poses a problem for our compositional neural architecture. To address this, we limit the length of each full-text and summary to \( N \) words, where \( N \) is empirically set to the 80th percentile of the collection. For summaries \( N=400 \), and for full-text \( N=2000 \).

4 Experiments

As described earlier, the experimental framework in previous work treated each session individually. To evaluate the ability of our model to generalize across sessions, we perform several sets of experiments. In the first set, in-session, we perform 5 fold cross-validation over the 2005-2012 sessions. In the second, out-of-session, we train on multiple sessions, 2005-2012, and evaluate on sessions not included during training, the 2013-2014 and 2015-2016 sessions. During testing, we only include legislators present in the training data.

The overall statistics for our dataset are presented in Tables 1 and 2.

5 Results

To understand how sponsor parties and text interact in the input, and how our predictive power changes when testing on in-session bills and out-of-session bills. We test the following models:

- MWE: mean word embedding text model as described in Kraft et al. (2016) using summaries;

- MWE+FT: MWE model using full bill text;

---

### Table 1: Count of Bills and Votes

<table>
<thead>
<tr>
<th>Session</th>
<th>Total Bills</th>
<th>Total Votes</th>
<th>% Yes Votes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005-2012</td>
<td>1718</td>
<td>685,091</td>
<td>68.4%</td>
</tr>
<tr>
<td>2013-2014</td>
<td>360</td>
<td>136,807</td>
<td>66.4%</td>
</tr>
<tr>
<td>2015-2016</td>
<td>382</td>
<td>153,605</td>
<td>61.8%</td>
</tr>
</tbody>
</table>

### Table 2: Party in power by session

<table>
<thead>
<tr>
<th>Session</th>
<th>House Majority</th>
<th>Senate Majority</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005-2006</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>2007-2008</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>2009-2010</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>2011-2012</td>
<td>R</td>
<td>D</td>
</tr>
<tr>
<td>2013-2014</td>
<td>R</td>
<td>D</td>
</tr>
<tr>
<td>2015-2016</td>
<td>R</td>
<td>R</td>
</tr>
</tbody>
</table>
- CNN: text model from Section 2.1 over summaries;
- MWE+Meta: MWE representation combined with metadata as described in Section 2.2;
- CNN+Meta: like MWE+Meta but using a CNN instead of averaging;
- MWE+Meta+FT: As above using full bill text;
- Meta-Only: A variation on MWE+Meta that uses the same, random “dummy” text for all the bills, only changing the metadata ($p_r$ and $p_d$).

Each model is first evaluated in-session, where both train and test bills come from the same set of sessions, and thus same distribution, and then out-of-session, where training bills are from one set of sessions and the model is evaluated on a different set. All results are presented in Table 3.

### 5.1 In-session Results

We evaluate our models with accuracy on 5-fold cross-validation. All three models combining text with metadata perform significantly better than the others, showing that the text and meta information have complimentary predictive power, and that our models’ sponsor-augmented text representation is able to capture the ideological preference. The CNN+Meta achieves the highest accuracy of 86.21, followed by MWE+Meta at 85.96, showing that the CNN learns a somewhat better text representation than MWE. Compare this to the baseline MWE model without meta information, which achieves an accuracy of 81.10, only slightly better than the Meta-Only model at 80.27. Contrary to our hypothesis, MWE achieves higher accuracy than Meta-Only. However, it remains unclear whether this signal is related to ideology or other contextual information. The performance on the out-of-session setting will determine whether this signal is akin to ideology.

### 5.2 Out-of-session Results

In this setting, on both test sessions, text with meta information achieves the best performance as well. On the 2013-2014 session, the CNN+Meta model does the best at 83.59. Unlike the in-session setting, Meta-only does better than the text-only models (MWE, CNN). This supports the theory that within the sessions we are able to capture contextual ideology from the text, but once we move to a new session the text models no longer contain an accurate representation of the Congressional ideology.

While in other experiments we are able to achieve at least a 17% improvement over the Guess Yes baseline, on 2015-2016, the best model, MWE+Meta, is only able to achieve a 10% gain. During this session divisions arose within the Republican party in the House of Representatives that disrupted the typical voting dynamics. Unlike 2013-2014, the Meta-Only model does worse than the text ones; however, the gap between them is much smaller.

### 5.3 Overall Analysis

These experiments provide several interesting insights. First, because using both text and metadata (MWE+Meta or CNN+Meta) results in the strongest model in every case, we confirm that legislators vote based on both the topic and the ideology of the bill.

Second, the text-only models do significantly worse on the out-of-session tests than the in-session ones. This confirms our theory that session-specific contextual information is implicitly captured by the previous single-session models, but that context is not accurate in new sessions. If we were capturing ideology from the text, then the text only model should have performed well out-of-session.

---

7 A conservative bloc of the Republican Party (the Freedom Caucus) began to assert influence over party leadership, eventually resulting in the ouster of John Boehner as Speaker (Lizza, 2017).

<table>
<thead>
<tr>
<th></th>
<th>in-session</th>
<th>out-of-session</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2005-2012</td>
<td>2013-2014</td>
</tr>
<tr>
<td>Guess Yes</td>
<td>68.31</td>
<td>65.92</td>
</tr>
<tr>
<td>MWE</td>
<td>81.10</td>
<td>77.57</td>
</tr>
<tr>
<td>MWE + FT</td>
<td>81.46</td>
<td>68.33</td>
</tr>
<tr>
<td>CNN</td>
<td>83.24</td>
<td>77.49</td>
</tr>
<tr>
<td>Meta-Only</td>
<td>80.87</td>
<td>82.28</td>
</tr>
<tr>
<td>MWE + Meta</td>
<td>85.96</td>
<td>82.73</td>
</tr>
<tr>
<td>MWE+Meta+FT</td>
<td>85.14</td>
<td>82.43</td>
</tr>
<tr>
<td>CNN + Meta</td>
<td><strong>86.21</strong></td>
<td><strong>83.59</strong></td>
</tr>
</tbody>
</table>

Table 3: Accuracy Results
Third, to further examine whether a neural model was the best technique for modeling text with metadata, we trained a SVM model over the bag-of-words representation of the summary, indicator variables for the legislators and the percent of bill sponsors in each party (e.g. $p_d$). This model did not perform as well as either MWE or Meta-Only, showing that the embedding approach is better at representing this combination of features.

Finally, the models that embed the full text (+FT) generally perform worse than embedding the summaries. While this confirms that the summary contains sufficient information about the topics and the actions in the bill, we did not fully explore the bill text.

6 Future Work

While Congress introduces close to 20,000 bills every session, very few of them receive a vote, limiting the dataset. We would like to explore various bootstrapping techniques that would allow us to expand the dataset size with artificial votes.

Furthermore, while our text representations are sufficient for modeling shorter text, i.e. summaries, we would like to test more sophisticated representations in the future, in particular, those designed to handle longer texts.

7 Conclusion

In this paper, we developed a neural network architecture to predict legislators votes that augments bill text with sponsor metadata. We introduced a new evaluation setting for this task: out-of-session performance; which allows us to examine the generalizability of our proposed model, and was not considered in past studies. Finally, we showed that the introduction of metadata to bias the text representations outperforms the existing text-based methods in all experimental settings.
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Abstract

For extracting meaningful topics from texts, their structures should be considered properly. In this paper, we aim to analyze structured time-series documents such as a collection of news articles and a series of scientific papers, wherein topics evolve along time depending on multiple topics in the past, and are also related to each other at each time. To this end, we propose a dynamic and static topic model, which simultaneously considers the dynamic structures of the temporal topic evolution and the static structures of the topic hierarchy at each time. We show the results of experiments on collections of scientific papers, in which the proposed method outperformed conventional models. Moreover, we show an example of extracted topic structures, which we found helpful for analyzing research activities.

1 Introduction

Probabilistic topic models such as latent Dirichlet allocation (LDA) (Blei et al., 2003) have been utilized for analyzing a wide variety of datasets such as document collections, images, and genes. Although vanilla LDA has been favored partly due to its simplicity, one of its limitations is that the output is not necessarily very understandable because the priors on the topics are independent. Consequently, there has been a lot of research aimed at improving probabilistic topic models by utilizing the inherent structures of datasets in their modeling (see, e.g., Blei and Lafferty (2006); Li and McCallum (2006); see Section 2 for other models).

In this work, we aimed to leverage the dynamic and static structures of topics for improving the modeling capability and the understandability of topic models. These two types of structures, which we instantiate below, are essential in many types of datasets, and in fact, each of them has been considered separately in several previous studies. In this paper, we propose a topic model that is aware of both these structures, namely dynamic and static topic model (DSTM).

The underlying motivation of DSTM is twofold. First, a collection of documents often has dynamic structures; i.e., topics evolve along time influencing each other. For example, topics in papers are related to topics in past papers. We may want to extract such dynamic structures of topics from collections of scientific papers for summarizing research activities. Second, there are also static structures of topics such as correlation and hierarchy. For instance, in a collection of news articles, the “sports” topic must have the “baseball” topic and the “football” topic as its subtopic. This kind of static structure of topics helps us understand the relationship among them.

The remainder of this paper is organized as follows. In Section 2, we briefly review related work. In Section 3, the generative model and the inference/learning procedures of DSTM are presented. In Section 4, the results of the experiments are shown. This paper is concluded in Section 5.

2 Related Work

Researchers have proposed several variants of topic models that consider the dynamic or static structure. Approaches focusing on the dynamic structure include dynamic topic model (DTM) (Blei and Lafferty, 2006), topic over time (TOT) (Wang and McCallum, 2006), multiscale dynamic topic model (MDTM) (Iwata et al., 2010), dependent Dirichlet processes mixture model (DDPMM) (Lin et al., 2010), and infinite dynamic topic model (iDTM) (Ahmed and Xing, 2010).
These methods have been successfully applied to a temporal collection of documents, but none of them take temporal dependencies between multiple topics into account; i.e., in these models, only a single topic contributes to a topic in the future.

For the static structure, several models including correlated topic model (CTM) (Lafferty and Blei, 2006), pachinko allocation model (PAM) (Li and McCallum, 2006), and segmented topic model (STM) (Du et al., 2010) have been proposed. CTM models the correlation between topics using the normal distribution as the prior, PAM introduces the hierarchical structure to topics, and STM uses paragraphs or sentences as the hierarchical structure. These models can consider the static structure such as correlation and hierarchy between topics. However, most of them lack the dynamic structure in their model; i.e., they do not premise temporal collections of documents.

One of the existing methods that is most related to the proposed model is the hierarchical topic evolution model (HTEM) (Song et al., 2016). HTEM captures the relation between evolving topics using a nested distance-dependent Chinese restaurant process. It has been successfully applied to a temporal collection of documents for extracting structure but does not take multiple topics dependencies into account either.

In this work, we built a new model to overcome the limitation of the existing models, i.e., to examine both the dynamic and static structures simultaneously. We expect that the proposed model can be applied to various applications such as topic trend analysis and text summarization.

### Table 1: Notations in the proposed model.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D^t$</td>
<td>number of documents at epoch $t$</td>
</tr>
<tr>
<td>$n^d_t$</td>
<td>number of words in the $d$-th doc. at epoch $t$</td>
</tr>
<tr>
<td>$w^d_{i,t}$</td>
<td>the $i$-th word in the $d$-th doc. at epoch $t$</td>
</tr>
<tr>
<td>$K$</td>
<td>total number of subtopics</td>
</tr>
<tr>
<td>$S$</td>
<td>number of supertopics</td>
</tr>
<tr>
<td>$\gamma^d_{s,t}$</td>
<td>supertopic of $w^d_{i,t}$</td>
</tr>
<tr>
<td>$\alpha^d_{k,t}$</td>
<td>subtopic of $w^d_{i,t}$</td>
</tr>
<tr>
<td>$\gamma^d_{k,s,t}$</td>
<td>multinomial distribution over supertopics for the $d$-th doc. at epoch $t$</td>
</tr>
<tr>
<td>$\phi^d_{k,t}$</td>
<td>multinomial distribution over words for the $k$-th subtopic at epoch $t$</td>
</tr>
<tr>
<td>$\beta^d_{k,k',t}$</td>
<td>static structure weight (prior of $\gamma^d_{k,s,t}$)</td>
</tr>
<tr>
<td>$\beta^d_{k,k',t}$</td>
<td>dynamic structure weight between topics at time $t-1$ and those at epoch $t$</td>
</tr>
</tbody>
</table>

### 3 Dynamic and Static Topic Model

In this section, we state the generative model of the proposed method, DSTM. Afterward, the procedure for inference and learning is presented. Our notations are summarized in Table 1.

#### 3.1 Generative Model

In the proposed model, DSTM, the dynamic and static structures are modeled as follows.

**Dynamic Structure** We model the temporal evolution of topic-word distribution by making it proportional to a weighted sum of topic-word distributions at the previous time (epoch), i.e.,

$$
\phi^t_k \sim \operatorname{Dirichlet} \left( \sum_{k'=1}^K \beta^t_{k,k'} \phi^{t-1}_{k'} \right),
$$

where $\phi^t_k$ denotes the word distribution of the $k$-th topic at the $t$-th time-epoch, and $\beta^t_{k,k'}$ is a weight that determines the dependency between the $k$-th topic at epoch $t$ and the $k'$-th topic at epoch $t-1$.

**Static Structure** We model the static structure as a hierarchy of topics at each epoch. We utilize the supertopic-subtopic structure as in PAM (Li and McCallum, 2006), where the priors of topics (subtopics) are determined by their supertopic.

**Generative Process** In summary, the generative process at epoch $t$ is as follows.

1. For each subtopic $k = 1, \ldots, K$,
   (a) Draw a topic-word distribution $\phi^t_k \sim \operatorname{Dirichlet} \left( \sum_{k'} \beta^t_{k,k'} \phi^{t-1}_{k'} \right)$.
2. For each document $d = 1, \ldots, D^t$,
   (a) Draw a supertopic distribution $1 \theta^t_d \sim \operatorname{Dirichlet} (1 \alpha^t)$. 

Figure 1: Graphical model of the proposed model for epochs $t-1$ and $t$. 

| $D^t$ | number of documents at epoch $t$ |
| $n^d_t$ | number of words in the $d$-th doc. at epoch $t$ |
| $w^d_{i,t}$ | the $i$-th word in the $d$-th doc. at epoch $t$ |
| $K$ | total number of subtopics |
| $S$ | number of supertopics |
| $\gamma^d_{s,t}$ | supertopic of $w^d_{i,t}$ |
| $\alpha^d_{k,t}$ | subtopic of $w^d_{i,t}$ |
| $\gamma^d_{k,s,t}$ | multinomial distribution over supertopics for the $d$-th doc. at epoch $t$ |
| $\phi^d_{k,t}$ | multinomial distribution over words for the $k$-th subtopic at epoch $t$ |
| $\beta^d_{k,k',t}$ | static structure weight (prior of $\gamma^d_{k,s,t}$) |
| $\beta^d_{k,k',t}$ | dynamic structure weight between topics at time $t-1$ and those at epoch $t$ |
(b) For each supertopic $s = 1, \ldots, S$,
   i. Draw a subtopic distribution $2 \theta_{d,s}^t \sim \text{Dirichlet}(2 \alpha_s)$.
   (c) For each word $i = 1, \ldots, n_{d,i}^t$,
      i. Draw a supertopic-word assignment $y_{d,i}^t \sim \text{Multinomial}(1 \theta_{d,s}^t)$.
   ii. Draw a subtopic-word assignment $z_{d,i}^t \sim \text{Multinomial}(2 \theta_{d,s}^t y_{d,i}^t)$.
   iii. Draw a word-observation $w_{d,i}^t \sim \text{Multinomial}(\phi_{d,s,k}^t)$.

Note that the above process should be repeated for every epoch $t$. The corresponding graphical model is presented in Figure 1.

### 3.2 Inference and Learning

Since analytical inference for DSTM is intractable, we resort to a stochastic EM algorithm (Andrieu et al., 2003) with the collapsed Gibbs sampling (Griffiths and Steyvers, 2004). However, such a strategy is still much costly due to the temporal dependencies of $\phi$. Therefore, we introduce a further approximation; we surrogate $\phi_{d,i}^k$ in Eq. (1) by its expectation $\hat{\phi}_{d,i}^k = \mathbb{E}[\phi_{d,i}^k]$. This compromise enables us to run the EM algorithm for each epoch in sequence from $t = 1$ to $T$ without any backward inference. In fact, such approximation technique is also utilized in the inference of MDTM (Iwata et al., 2010).

Note that the proposed model has a moderate number of hyperparameters to be set manually, and that they can be tuned according to the existing know-how of topic modeling. This feature makes the proposed model appealing in terms of inference and learning.

**E-step** In E-step, the supertopic/subtopic assignments are sampled. Given the current state of all variables except $y_{d,i}^t$ and $z_{d,i}^t$, new values for them should be sampled according to

$$p(y_{d,i}^t = s, z_{d,i}^t = k | w^t, y^t, z^t, \Phi^{-1}(1 \alpha^t, 2 \alpha^t, \beta^t))$$

$$\propto \frac{n_{d,s,i}^t + 1}{n_{d,s} + \sum_{s=1}^S 1 \alpha_s} \cdot \frac{n_{d,k,i}^t + 2 \alpha_{s,k}}{n_{d,k}^t + \sum_{k=1}^K 2 \alpha_{s,k}}$$

(2)

$$\hat{n}_{d,k,i}^t = \frac{n_{d,k,i}^t}{\sum_{i=1}^{n_d} n_{d,k,i}^t} + \sum_{k'=1}^K \beta_{k,k'} \hat{\phi}_{d,i}^{t-1}$$

$$\hat{\phi}_{d,i}^{t-1} = \frac{n_{d,k,i}^t}{\sum_{k'} \hat{\phi}_{d,i}^{t-1} \beta_{k,k'}}$$

where $n_{d,k}^t$ denotes the number of tokens assigned to topic $k$ for word $v$ at epoch $t$, $n_{d,s}^t = \sum_i n_{d,s,i}^t$, and $n_{d,s,i}^t$ and $n_{d,s,k}^t$ denote the number of tokens in document $d$ assigned to supertopic $s$ and subtopic $k$ (via $s$), at epoch $t$ respectively. Moreover, $n_{d,i}^t$ denotes the count yielded excluding the $i$-th token.

**M-step** In M-step, $2 \alpha^t$ and $\beta^t$ are updated using the fixed-point iteration (Minka, 2000).

$$\hat{\alpha}_{s,k}^t = \frac{\hat{n}_{d,s,k}^t}{\hat{n}_{d,s}^t} \sum_{d=1}^{D^t} x_{d,s,k} \psi(\hat{n}_{d,s,k}^t + 2 \alpha_{s,k}) - \psi(2 \alpha_{s,k})$$

$$\sum_{d=1}^{D^t} \psi(n_{d,s,i}^t + 2 \alpha_s) - \psi(2 \alpha_s)$$

(3)

$$\hat{\beta}_{k,k'}^t = \frac{\hat{n}_{d,k,i}^t}{\hat{n}_{d,k}^t} \frac{1}{\hat{n}_{k,v}^t} \sum_{d=1}^{D^t} x_{d,k,i} \psi(\hat{n}_{k,i}^t + \sum_{k'} \hat{\phi}_{d,i}^{t-1} \beta_{k,k'}) - \psi(\sum_{k'} \hat{\phi}_{d,i}^{t-1} \beta_{k,k'})$$

(4)

Here, $\psi$ is the digamma function, $\hat{\alpha}_s^t = \sum_k \hat{\alpha}_{s,k}^t$, and

$$B_k^t = \psi(\hat{n}_{k,v}^t + \sum_{k'} \hat{\beta}_{k,k'} \hat{\phi}_{k,v}^{t-1}) - \psi(\sum_{k'} \hat{\beta}_{k,k'} \hat{\phi}_{k,v}^{t-1})$$

**Overall Procedure** The EM algorithm is run for each epoch in sequence; at epoch $t$, after running the EM until convergence, $\hat{\phi}_{d,i}^{t-1}$ is computed by

$$\hat{\phi}_{d,i}^{t-1} = \frac{n_{d,k,i}^t + \sum_{k'} \beta_{k,k'} \hat{\phi}_{d,i}^{t-1}}{n_{d,k}^t + \sum_{k'} \beta_{k,k'} \hat{\phi}_{d,i}^{t-1}}$$

and then this value is used for the EM at the next epoch $t + 1$. Moreover, see Supplementary B for the computation of the statistics of the other variables.

### 4 Experiments

#### 4.1 Datasets

We used two datasets comprising technical papers: NIPS (Perrone et al., 2016) and Drone (Liew et al., 2017). NIPS is a collection of the papers that appeared in NIPS conferences. Drone is a collection of abstracts of papers on unmanned aerial vehicles (UAVs) and was collected from related conferences and journals for surveying recent developments in UAVs. The characteristics of those datasets are summarized in Table 2. See Supplementary B for the details of data preprocessing.

<table>
<thead>
<tr>
<th></th>
<th>NIPS</th>
<th>Drone</th>
</tr>
</thead>
<tbody>
<tr>
<td># Documents</td>
<td>1,740</td>
<td>1,035</td>
</tr>
<tr>
<td># Vocabulary</td>
<td>11,443</td>
<td>3,442</td>
</tr>
<tr>
<td># Tokens</td>
<td>2,271,087</td>
<td>68,305</td>
</tr>
</tbody>
</table>

Table 2: Summary of the datasets.
Table 3: Means (and standard deviations) of PPLs averaged over all epochs for each dataset with different values of $K$ and $S$. The proposed method, DSTM, achieved the smallest PPL.

<table>
<thead>
<tr>
<th></th>
<th>NIPS</th>
<th>Drone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>static</td>
<td>dynamic</td>
</tr>
<tr>
<td>LDA</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PAM</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>DRTM</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>DSTM</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

4.2 Evaluation by Perplexity

First, we evaluate the performance of the proposed method quantitatively using perplexity (PPL):

$$
PPL = \exp \left( - \frac{\sum_{d=1}^{D} \sum_{i=1}^{n_{d}} \log p(w_{d,i} | \mathcal{M})}{\sum_{d=1}^{D} n_{d}} \right).
$$

For each epoch, we used 90% of tokens in each document for training and calculated the PPL using the remaining 10% of tokens. We randomly created 10 train-test pairs and evaluated the means of the PPLs over those random trials. We compared the performance of DSTM to three baselines: LDA (Blei et al., 2003), PAM (Li and McCallum, 2006), and the proposed model without the static structure, which we term DRTM. See Supplementary C on their hyperparameter setting.

The means of the PPLs averaged over all epochs for each dataset with different values $K$ are shown in Table 3. In both datasets with every setting of $K$, the proposed model, DSTM, achieved the smallest PPL, which implies its effectiveness for modeling a collection of technical papers. For clarity, we conducted paired t-tests between the perplexities of the proposed method and those of the baselines. On the differences between DSTM and DRTM, the p-values were $4.2 \times 10^{-2}$ ($K = 30$), $7.9 \times 10^{-5}$ ($K = 40$), and $6.4 \times 10^{-7}$ ($K = 50$) for the NIPS dataset, and $1.3 \times 10^{-4}$ ($K = 15$), $8.8 \times 10^{-5}$ ($K = 20$), and $4.9 \times 10^{-6}$ ($K = 25$) for the Drone dataset, respectively. It is also noteworthy that DRTM shows more significant improvement relative to LDA than PAM does. This suggests that the dynamic structure with multiple-topic dependencies is essential for datasets of this kind.

4.3 Analysis of Extracted Structure

We examined the topic structures extracted from the Drone dataset using DSTM. In Figure 2, we show a part of the extracted structure regarding planning of the UAV’s path and/or movement. We identified “planning” topics by looking for keywords such as “trajectory” and “motion.” In Figure 2, each node is labeled with eight most probable keywords. Moreover, solid arrows (dynamic relations) are drawn if the corresponding $\beta_{k,k'}$ is larger than 200, and dotted arrows (static relations) are drawn between a supertopic and subtopics with the two or three largest values of $^{2}$t$s,k$. Looking at the dynamic structure, we may see how research interest regarding planning has changed. For example, word “online” first emerges in the “planning” topic in 2016. It is possibly due to the increasing interest in real-time planning problems, which is becoming feasible due to the recent development of on-board computers. In regard to the static structures, for
example, the “planning” topic is related to the “hardware” and “control” topics in 2013 and 2014, whereas it is also related to the “mapping” topic in 2015 and 2016. Looking at these static structures, we may anticipate how research areas are related to each other in each year. In this case, we can anticipate that planning problems are combined with mapping problems well in recent years. Note that we cannot obtain these results unless the dynamic and static structures are considered simultaneously.

5 Conclusion

In this work, we developed a topic model with dynamic and static structures. We confirmed the superiority of the proposed model to the conventional topic models in terms of perplexity and analyzed the topic structures of a collection of papers. Possible future directions of research include automatic inference of the number of topics and application to topic trend analysis in various domains.

Acknowledgments

We thank Chun Fui Liew for sharing his dataset with us and advice.

References


PhraseCTM: Correlated Topic Modeling on Phrases within Markov Random Fields

Weijing Huang1, Tengjiao Wang1, Wei Chen1, Siyuan Jiang2, Kam-Fai Wong1,3
1 Key Lab of High Confidence Software Technologies (MOE), School of EECS, Peking University, Beijing, China
2 Department of Computer Science and Engineering, University of Notre Dame, USA
3 Department of Systems Engineering and Engineering Management, The Chinese University of Hong Kong, Hong Kong
{huangweijing, tjwang, pekingchenwei}@pku.edu.cn, sjiangl@nd.edu, kfwong@se.cuhk.edu.hk

Abstract

Recent emerged phrase-level topic models are able to provide topics of phrases, which are easy to read for humans. But these models are lack of the ability to capture the correlation structure among the discovered numerous topics. We propose a novel topic model PhraseCTM and a two-stage method to find out the correlated topics at phrase level. In the first stage, we train PhraseCTM, which models the generation of words and phrases simultaneously by linking the phrases and component words within Markov Random Fields when they are semantically coherent. In the second stage, we generate the correlation of topics from PhraseCTM. We evaluate our method by a quantitative experiment and a human study, showing the correlated topic modeling on phrases is a good and practical way to interpret the underlying themes of a corpus.

1 Introduction

In recent years, topic modeling on phrases has been developed for providing more interpretable topics (El-Kishky et al., 2014; Kawamae, 2014; He, 2016). They represent each topic as a list of phrases, which are easy to read for humans. For example, the topic represented in “grounding conductor, grounding wire, aluminum wiring, neutral ground, ...” is easier to read than the topic with words “ground, wire, use, power, cable, wires, ...”, although they are both about the topic of household electricity.

But when the number of topics grows, it’s hard to review all the topics, even they are represented in phrases. The correlation structure is introduced by CTM (Blei and Lafferty, 2005) to figure out the correlated relationship between topics and group the similar topics together. And the correlated topics mined from the scientific papers (Blei and Lafferty, 2007), news corpus (He et al., 2017), and social science data (Roberts et al., 2016), showed their practical utility on grasping the semantic meaning of text documents.

However, it’s nontrivial to apply CTM directly on phrases. The reasons are mainly due to two facts: (1) phrases are much less than words in each document; (2) similar to LDA (Tang et al., 2014), CTM doesn’t perform well on short documents. Therefore, CTM needs more contextual information to build a good enough model, rather than only using the extracted phrases.

To find out the correlated topics at phrase level, we take full advantage of contextual information about the phrases. Firstly, the topic of a phrase in a document is highly related to the topics of other words and phrases in the same document. Secondly, some phrases’ meaning can be implied from their component words. Taking a document in Figure 1 as an example, the phrase “orbital vehicle” shares the same topic as the word “DC-X” (a reusable spaceship), as well as its component words “orbital”, and “vehicle”, which are all about the topic of space exploration. The assumption that the words within the same phrase tend to have the same latent topic is directly used by PhraseLDA (El-Kishky et al., 2014). Note that not all the phrases always have the same topic as their component words (e.g., the newspaper Boston Globe) (Mikolov et al., 2013). It’s difficult to distinguish the “orbital vehicle” type phrases from “Boston Globe” type phrases, but we can use the data-driven method to find out the semantically coherent ones by the NPMI metric (Bouma, 2009), and put them in Markov Random Fields (Kardermann and Snell, 1980) to align the topics of phrases and their component words.
Figure 1: An example of phrases’ contextual information. The phrases and words marked gray are about the same topic. The arrows show the topics of the phrases and their component words tend to be same, which tendency are modeled within Markov Random Field.

Based on these two kinds of contextual information, we propose a novel topic model PhraseCTM and a two-stage method. In the first stage, we train PhraseCTM, which (1) double counts the phrases as two parts, one as the phrase itself, the other as the component words; (2) models the generation of words and phrases simultaneously by linking the phrases and component words within Markov Random Fields when they are semantically coherent; (3) uses the logistic normal distribution to represent the correlation among the topics, like a previous method CTM. In the second stage, we generate the correlation of topics from PhraseCTM.

We evaluate our method on five datasets by a quantitative experiment and a human study, showing that the correlated topic modeling on phrases is a good way to interpret the underlying themes of a corpus.

2 Related Works

There are two orthogonal lines of research studies related to our work. (1) With the development of phrase extraction techniques (El-Kishky et al., 2014; Liu et al., 2015; Shang et al., 2018), several topic models based on extracted phrases are proposed to provide high-quality phrase-level topics, such as PhraseLDA (El-Kishky et al., 2014), and TPM (He, 2016). Because of the quality of extracted phrases, PhraseLDA performs better than previous n-gram method TNG (Wang et al., 2007), which combines phrase extraction and topic modeling together. (2) CTM (Blei and Lafferty, 2005) uses the logistic normal distribution (Aitchison, 1982) to replace the Dirichlet prior, so it can capture the correlated structure of topics. And the experiments in the further works (Chen et al., 2013; Roberts et al., 2016; He et al., 2017) showed its usefulness in exploring the text corpus by using the correlated word-level topics. Note that our work is not a simple combination of these two methods, because the existing topic models on phrases lack the ability to capture the correlation structure while CTM cannot be directly applied on phrases due to the sparseness of phrases in each document. And as we used Markov Random Fields (Kindermann and Snell, 1980), our work is different from previous ones (Daume III, 2009; Sun et al., 2009; Xie et al., 2015) because we don’t put all links into Markov Random Fields but only choose the semantic coherent links.

3 The proposed method

By preparing data as described in the subsection 3.1, our method is carried out in two stages, shown in the subsection 3.2, and 3.3 respectively.

3.1 Semantically Coherent Links for MRF

Given the input data in the form of raw text documents, we transform each document into the format as “words, phrases, semantically coherent links between phrases and component words”. Extracting words is trivial, and extracting phrases can be conducted by using an existing tool, e.g., AutoPhrase (Shang et al., 2018). In this process, each extracted phrase is counted twice, one as the phrase itself (represented in the phrase vocabulary), the other is divided into component words (represented in the word vocabulary).

In a given document, we denote the \( i \)-th phrase as \( w_{i}^{(P)} \), and its component words as \( w_{l(i)} \). We use the Equation (1) to determine the semantic coherent score between \( w_{i}^{(P)} \) and \( w_{l(i)} \) by utilizing NPMI (Bouma, 2009). The NPMI metric is defined upon two word types as \( \text{NPMI}(x, y) = \log \frac{p(x,y)}{p(x)p(y)}/(−\log p(x,y)) \), where \( p(x) \) is estimated by the document frequency \( \frac{|d(x)|}{D} \), and \( p(x,y) = \frac{|d(x)\cap d(y)|}{D} \).

\[
s(w_{i}^{(P)}, w_{l(i)}) = \min_{j,k \in l(i)} \{\text{NPMI}(w_{j}, w_{k})\} \quad (1)
\]

Bouma (2009) pointed out that NPMI has the advantage that it ranges within the fixed interval. Inherited from NPMI, the semantic coherent score also ranges from -1 to 1. A negative semantic coherent score means the phrase does not share the same topic with its component words in the corpus level (e.g., long run, the newspaper Boston Globe). A positive score means the opposite, and the score
I suggests that the phrase and its component words should be aligned to the same topic in whole corpus. By a reasonable threshold \(\tau\), we can add the semantically coherent link for \(w_i^{(P)}\) and \(w_l^{(l)}\), if \(s(w_i^{(P)}, w_l^{(l)}) > \tau\). In practice, we set \(\tau\) to 0.4.

Assuming the topic of the phrase \(w_i^{(P)}\) is \(z_i^{(P)}\) and the topics of words \(w_l^{(l)}\) are \(z_l^{(l)}\), when they have the above mentioned semantically coherent link, we put \(z_i^{(P)}\) and \(z_l^{(l)}\) in a Markov Random Field. More specifically, for \(z_i^{(P)}\) and \(z_j, j \in l(i)\), there’s the edge potential function \(\exp\{\kappa \cdot \Pi(z_i^{(P)} = z_j) / |l(i)|\}\), where \(\kappa\) is the weight to adjust how much the link is introduced to constrain the topics to be same. In the following experiment, \(\kappa\) is set to be 10\(^{-5}\).

### 3.2 PhraseCTM

In the first stage, when given the prepared data as described in subsection 3.1, we are going to train better correlated phrase-level topics \(\beta^{(P)}\). The contextual information of phrases include (i) words in the same document, and (ii) their component words within semantically coherent links. Part (ii) has been modeled in the previous subsection. For part (i), we let the phrases and words in a same document \(d\) share the topic parameter \(\eta_d\), which is a \(K\)-dimension vector sampled from a Gaussian distribution \(\mathcal{N}(\mu, \Sigma)\). Like CTM, \(\Sigma\) is the covariance matrix, modeling the correlation between topics.

As a part of MRF, the unary potential on the topic node \(z_{d,i}^{(P)}\) or \(z_{d,j}\) is defined by a logistic-normal distribution like CTM \(p(z_{d,i}^{(P)} = k | \eta_d) = \exp \eta_{dk}/\sum_k \exp \eta_{dk}\). Therefore, the joint distribution of topics over the phrases and the words in document \(d\) are defined as the following equation, where \(A_d(\eta_d)\) is used for normalization, and \(N_{L_d}\) is the number of semantically coherent links in document \(d\).

\[
p(z_{d,i}^{(P)} | \eta_d) = \frac{1}{A_d(\eta_d)} \prod_{m=1}^{N_d} p(z_{d,m} | \eta_d) \\
= \frac{N_{L_d}^{(P)}}{\prod_{i=1}^{N_{L_d}} p(z_{i}^{(P)} | \eta_d)} \cdot \exp \left( \sum_{i=1}^{N_{L_d}} \left( \frac{\kappa}{|l(i)|} \sum_{j \in l(i)} \Pi(z_i^{(P)} = z_{d,j}) \right) \right)
\]

The whole generation process is illustrated in Figure 2(a). We train PhraseCTM by variational inference like CTM. The different part lies in the phrases and component words which are in semantically coherent links. For these phrases, we use Eq. (2) to update the variational parameters \(\phi_{d,i}^{(P)}\) for the latent topic \(z_{d,i}^{(P)}\) of the phrase \(w_{d,i}^{(P)}\). For the phrases that are not in semantically coherent links, we use the Eq. (3), which is same as the original CTM’s variational inference. In Eqs. (2) and (3), \(\lambda_d\) is the variational parameter for \(\eta_d\) such that \(\eta_d \sim \mathcal{N}(\lambda_d, \nu_d^2)\).

\[
\phi_{d,i}^{(P)} \propto \beta_{k,w_i}^{(P)} \exp(\lambda_d + \kappa / |l(i)|) \sum_{j \in l(i)} \phi_{d,j,k}^{(P)} \tag{2}
\]

\[
\phi_{d,i}^{(P)} \propto \beta_{k,w_i}^{(P)} \exp(\lambda_d) \tag{3}
\]

Similarly, the variational parameters for the component words in semantically coherent links are updated by Eq. (4), while other words are updated by Eq. (5). In this way, PhraseCTM introduces the impact from words and phrases on each other by Markov Random Fields.

\[
\phi_{d,i}^{(P)} \propto \beta_{k,w_i}^{(P)} \exp(\lambda_d + \kappa / |l(i)|) \phi_{d,j,k}^{(P)}, \quad i \in l(d, j) \tag{4}
\]

\[
\phi_{d,i}^{(P)} \propto \beta_{k,w_i}^{(P)} \exp(\lambda_d) \tag{5}
\]

![Figure 2](image.png)

(a) The first stage: training on our proposed model PhraseCTM. When observed words \(W\) and phrases \(W^{(P)}\), we learn word topics \(\beta\), and phrase topics \(\beta^{(P)}\).

(b) The second stage: inferring the phrase topics’ correlation. When given the phrases \(W^{(P)}\), and the phrase topics \(\beta^{(P)}\) learned from the first stage, we infer the phrase-level topics’ covariance \(\Sigma^{(P)}\) as the correlation result.

### 3.3 Generation of Phrase Topics’ Correlation

In the second stage, we aim to get the correlation for \(\beta^{(P)}\). It cannot be directly derived from \(\Sigma\), which has also been learned in the first stage, because \(\Sigma\) consists the impact from word topics. Thus, given \(W^{(P)}\) and \(\beta^{(P)}\), we use the variational inference again to learn \(\Sigma^{(P)}\) as the illustration of Figure 2(b). Finally, the correlation matrix can be computed by \(corr^{(P)}(i,j) = \frac{\Sigma^{(P)}_{i,j}}{\sqrt{\Sigma^{(P)}_{i,i} \Sigma^{(P)}_{j,j}}}\).
### 4 Experiments

PhraseCTM is supposed to get benefits from two aspects: (1) generating high-quality phrase-level topics; (2) providing the correlation among phrase topics to help users to understand the underlying themes of a corpus. To check the first claim, we compare PhraseCTM with existing topic models on phrases. To evaluate the second claim, we design a user study to compare PhraseCTM with standard CTM that runs only on words.

**Datasets.** We choose several public text corpora, including 20Newsgroups (Lang, 1995), subsets of English Wikipedia, a subset of PubMed Abstracts (Varmus et al., 1999). Due to efficiency problem, we do not test on the whole Wikipedia corpus. We construct the Mathematics, Chemistry, and Argentina subsets of English Wikipedia as (Huang et al., 2017). For each corpus, we extract the phrases by the implementation\(^1\) of AutoPhrase (Shang et al., 2018), and build the semantically coherent links as subsection 3.1. More specifically, in phrase extraction process, we set the minimum support as 5, and leave other parameters in AutoPhrase as its suggestion. In average, each document of the resulted 20Newsgroups only contains 2.7 phrases while 72.3 words, showing that phrases are much less than words. More statistics about the datasets are shown in Table 1.

#### 4.1 Quantitative Result

**Baselines.** We compare with PhraseLDA (El-Kishky et al., 2014), the state-of-the-art model on phrases. Besides that, we run plain LDA and plain CTM\(^2\) directly on the extracted phrases (without considering the impact of words). To check the effectiveness of MRF, we run a variant version PhraseCTM(−) by removing all the semantically coherent links from PhraseCTM. We also run a n-gram based topic model TNG (Wang et al., 2007), which has already been implemented in Mallet\(^3\). All the topic numbers are set to be 100. For plain LDA and PhraseLDA, we set β = 0.005. For plain CTM and TNG, we use the default settings in their existing implementations. Since TNG combines phrase extraction and topic modeling together, we run it on the raw datasets.

We use the NPMI metric (Bouma, 2009) to evaluate the semantic coherence of top-10 phrases in each topic (K =100), by taking the entire English Wikipedia as the reference corpus. Roder (2015) has shown that the NPMI metric is highly correlated to human topic coherence ratings, so it’s natural to use it to show how PhraseCTM improves the quality of topics. Although we have already used NPMI in the semantic coherent score for finding semantically coherent links, it does not influence the rationality of the metric used for topic evaluation, because the semantic coherent score is defined upon two word types while the NPMI score on topics is defined upon two phrase types.

The result is shown in Figure 3. Due to the computational costs, TNG cannot scale up to large datasets. Plain LDA and plain CTM performs not well on the datasets because of the sparsity of phrases in each document, while TNG performs better than them as it can utilize more words as its contextual information. PhraseCTM(−) is comparable to PhraseLDA in the experiment. PhraseLDA also utilizes all the contextual information with the assumption that the words in a phrase have the same topic. But this assumption

![Figure 3: The quality of the learned topics.](http://mallet.cs.umass.edu/)

---

\(^1\)https://github.com/shangjingbo1226/AutoPhrase

\(^2\)https://github.com/blei-lab/ctm-c

\(^3\)http://mallet.cs.umass.edu/
Figure 4: A part of the topic graph ($K=100$) generated by our method on the Argentina-related Wikipedia pages, where each node shows the top-5 phrases in each topic, and edges connect correlated topics. The left-aligned numbers in the graph represent the topic ID.

is too strong, which can be adjusted by our introduced semantically coherent links in MRF. This experiment demonstrates that our method has generated high-quality phrase-level topics.

4.2 Human Study

To compare the correlated topics at different level, we directly run CTM on words. Trained on Argentina@Wiki and Maths@Wiki by CTM and PhraseCTM respectively, we outputted the topics with top-10 words/phrases in each topic and the correlation of topics for 10 human annotators, and asked them to label the topics. The duration of consuming time for topic labeling is a quite useful metric to check whether the topics are easy to understand for human annotators. It’s based on our following observation in the human study: the confused topic may consume more time to give it an appropriate label, while the good one is easy to understand for human and consumes less time.

There are 2 groups of annotators. The annotators in Group A got the CTM result on Maths@Wiki and PhraseCTM’s on Argentina@Wiki. The annotators in Group B got the results in the opposite setting. The labeling process was logged to calculate the accumulated time. The labeling time to reach 50 accurate topics’ labels on PhraseCTM is much less than the labeling time on CTM. In average, the annotators spent 7.1 minutes on PhraseCTM while 13.2 minutes on the others, which is listed in Table 2. In Figure 3, it’s easy to label the topics in top right corner as politics. And the edges in the figure illustrate the correlation between topics. As an example, the edge between the topic 71 and the topic 31 represents that the economics and the politics in Argentina is related, helping users to understand the corpus.

5 Conclusion

We provide a new topic model PhraseCTM to make the Correlated Topic Modeling available for phrase-level topics. PhraseCTM utilizes more contextual information of phrases, and put them within Markov Random Fields, so it can provide high-quality correlated topics at phrase level. The experiments show that the correlated topic modeling on phrases is a practical tool to interpret the underlying themes of a corpus. In future, we will optimize the efficiency of PhraseCTM to scale it up to large datasets.
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Abstract
In this paper, we address the problem of finding a novel document descriptor based on the covariance matrix of the word vectors of a document. Our descriptor has a fixed length, which makes it easy to use in many supervised and unsupervised applications. We tested our novel descriptor in different tasks including supervised and unsupervised settings. Our evaluation shows that our document covariance descriptor fits different tasks with competitive performance against state-of-the-art methods.

1 Introduction
Retrieving documents that are similar to a query using vectors has a long history. Earlier methods modeled documents and queries using vector space models via bag-of-words (BOW) representation (Salton and Buckley, 1988). Other representations include latent semantic indexing (LSI) (Deerwester et al., 1990), which can be used to define dense vector representation for documents and/or queries. The past few years have witnessed a big interest in distributed representation for words, sentences, paragraphs and documents. This was achieved by leveraging deep learning methods that learn word vector representation. Introduction of neural language models (Bengio et al., 2003) using deep learning allowed to learn word vector representation (word embedding for simplicity). The seminal work of Mikolov et al. introduced an efficient way to compute dense vectorized representation of words (Mikolov et al., 2013a,b). A more recent step was taken to move beyond distributed representation of words. This is to find a distributed representation for sentences, paragraphs and documents. Most of the presented works study the interrelationship between words in a text snippet (Hill et al., 2016; Kiros et al., 2015; Le and Mikolov, 2014) in an unsupervised fashion. Other methods build a task specific representation (Kim, 2014; Collobert et al., 2011).

In this paper we propose to use the covariance matrix of the word vectors in some document to define a novel descriptor for a document. We call our representation DoCoV descriptor. Our descriptor obtains a fixed-length representation of the paragraph which captures the interrelationship between the dimensions of the word embedding via the covariance matrix elements. This makes our work distinguished from to the work of (Le and Mikolov, 2014; Hill et al., 2016; Kiros et al., 2015) where they study the interrelationship of words in the text.

Figure 1: Doc1 is about “pets” and Doc2 is about “travel”. Top: The first two dimensions of a word embedding for each document. Bottom Left: The embedding of the words of the two documents. The Mean vectors and the paragraph vectors are shown. Covariance matrices are shown via the confidence ellipses. Bottom Right: Corresponding covariance matrices are represented as points in a new space.
1.1 Toy Example

We show a toy example to highlight the differences between DoCoV vector, the Mean vector and paragraph vectors (Le and Mikolov, 2014). First, we used Gensim library\textsuperscript{1} to generate word vectors and paragraph vectors using a dummy training corpus. Next, we formed two hypothetical documents; first document contains words about “pets” and second document contains words about “travel”. In figure 1 we show on the top part the first two dimensions of a word embedding for each document separately. On the bottom Left, we show embedding of the two documents’ words in the same space. We also show the Mean vectors and the paragraph vectors. In the word embedding space the covariance matrices are represented via the confidence ellipses. On the bottom right we show the corresponding covariance matrices as points in a new space after vectorization step.

1.2 Motivation and Contributions

Below we describe our motivation towards the proposal of our novel representation:

(1) Some neural-based paragraph representations such as paragraph vectors (Le and Mikolov, 2014) , FastSent (Hill et al., 2016) use a shared space between the words and paragraphs. This is counter intuitive, as the paragraph is a different entity other than the words. Figure 1 illustrates that point, we do not see a clear interpretation of why the paragraph vectors (Le and Mikolov, 2014) are positioned in the space as in figure 1.

(2) The covariance matrix represents the second order summary statistic of multivariate data. This distinguishes the covariance matrix from the mean vector. In figure 1 we visualize the covariance matrix using confidence ellipse representation. We see that the covariance encodes the shape of the density composed of the words of interest. In the earlier example the Mean vectors of two dissimilar documents are put close by the word embedding. On the other hand, the covariance matrices capture the distinctness of the two documents.

(3) The use of the covariance as a spatial descriptor for multivariate data has a great success in different domains like computer vision (Tuzel et al., 2006; Hussein et al., 2013; Sharaf et al., 2015) and brain signal analysis (Barachant et al., 2013). With this
global success of this representation, we believe this method can be useful for text-related tasks.

(4) The computation of the covariance descriptor is known to be fast and highly parallelizable. Moreover, there is no inference steps involved while computing the covariance matrix given its observations. This is an advantage compared to existing methods for generating paragraph vectors, such as (Le and Mikolov, 2014; Hill et al., 2016).

Our contribution in this work is two-fold:

(1) We propose the Document-Covariance descriptor (DoCoV) to represent every document as the covariance of the word embedding of its words. To the best of our knowledge, we are the first to explicitly compute covariance descriptors on word embedding such as word2vec (Mikolov et al., 2013b) or similar word vectors.

(2) We empirically show the effectiveness of our novel descriptor in comparison to the state-of-the-art methods in various unsupervised and supervised classification tasks. Our results show that our descriptor can attain comparable accuracy to state-of-the-art methods in a diverse set of tasks.

1.3 Related Work

We can see the word embedding at the core of recent state-of-art methods for solving many tasks like semantic textual similarity, sentiment analysis and more. Among the approaches of finding word embedding are (Pennington et al., 2014; Levy and Goldberg, 2014; Mikolov et al., 2013b). These alternatives share the same objective of finding a fixed-length vectorized representation for words to capture the semantic and syntactic regularities between words.

These efforts paved the way for many researchers to judge document similarity based on word embedding. Some efforts aimed at finding a global representation of a text snippet using a paragraph-level representation such as paragraph vectors (Le and Mikolov, 2014). Recently other neural-based sentence and paragraph level representations appeared to provide a fixed length representation like Skip-Thought Vectors (Kiros et al., 2015) and FastSent (Hill et al., 2016). Some efforts focused on defining a Word Mover Distance(WMD) based on word level representation (Kusner et al., 2015).

Prior to this work, we proposed earlier trials for using covariance features in community question answering (Malhas et al., 2016b,a; Torki et al.,

\textsuperscript{1}https://radimrehurek.com/gensim/
In these trials we used the covariance features in combination with lexical and semantic features. Close to our work is (Nikolentzos et al., 2017), they build an implicit representation of documents using multidimensional Gaussian distribution. Then they compute a similarity kernel to be used in document classification task. Our work is distinguished from (Nikolentzos et al., 2017) as we compute an explicit descriptor for any document. Moreover, we use linear models which scale much better than non-linear kernels as introduced in (Nikolentzos et al., 2017).

2 Document Covariance Descriptor

We present our DoCoV descriptor. First, we define a document observation matrix. Second, we show how to extract our DoCoV descriptor.

Document Observation Matrix

Given a d-dimensional word embedding model and an n-terms document. We can define a document observation matrix \( O \in \mathbb{R}^{n \times d} \). In the matrix \( O \), a row represents a term in the document and columns represent the d-dimensional word embedding representation for that term.

Assume that we have observed \( n \) terms of a d-dimensional random variable; we have a data matrix \( O(n \times d) \):

\[
O = \begin{pmatrix}
x_{11} & \cdots & x_{1d} \\
x_{21} & \cdots & x_{2d} \\
\vdots & \ddots & \vdots \\
x_{n1} & \cdots & x_{nd}
\end{pmatrix}
\]  

The rows \( x_i = [x_{i1}, x_{i2}, \cdots, x_{id}]^T \in \mathbb{R}^d \), denote the \( i \)-th observation of a d-dimensional random variable \( X \in \mathbb{R}^d \). The “sample mean vector” of the \( n \) observations \( \in \mathbb{R}^d \) is given by the vector \( \bar{x} \) of the means \( \bar{x}_j \) of the \( d \) variables:

\[
\bar{x} = [\bar{x}_1, \bar{x}_2, \cdots, \bar{x}_d]^T \in \mathbb{R}^d
\]  

From hereafter, when we mention the Mean vector we mean the sample Mean Vector \( \bar{x} \).

Document-Covariance Descriptor (DoCoV)

Given an observation matrix \( O \) for a document, we compute the covariance matrix entries for every pair of dimensions \( (X,Y) \):

\[
\sigma_{X,Y} = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})}{N}
\]  

The matrix \( C \in \mathbb{R}^{d \times d} \) is a symmetric matrix and is defined as

\[
C = \begin{pmatrix}
\sigma_{X_1, X_1} & \sigma_{X_1, X_2} & \cdots & \sigma_{X_1, X_d} \\
\sigma_{X_2, X_1} & \sigma_{X_2, X_2} & \cdots & \sigma_{X_2, X_d} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{X_d, X_1} & \sigma_{X_d, X_2} & \cdots & \sigma_{X_d, X_d}
\end{pmatrix}
\]  

We compute a vectorized representation of the matrix \( C \) as the stacking of the upper triangular part of matrix \( C \) as in eq. 5. This process produces a vector \( v \in \mathbb{R}^{d(d+1)/2} \). The Euclidean distance between vectorized matrices is equivalent to the Frobenius norm of the original covariance matrices.

\[
v = \text{vect}(C) = \begin{cases}
\sqrt{2}C_{p,q} & \text{if } p < q \\
C_{p,q} & \text{if } p = q
\end{cases}
\]  

3 Experimental Evaluation

We show an extensive comparative evaluation for unsupervised paragraph representation approaches. We test the unsupervised semantic textual similarity task. Next, we show a comparative evaluation for text classification benchmarks.

3.1 Effect of Word Embedding Source and Dimensionality on Classification Results

We evaluate classification performance over the IMDB movie review dataset using error rate as the evaluation measure. We report our results using a linear SVM classifier. We chose the default parameters for Linear SVM classifier in scikit-learn library\(^2\).

The IMDB movie review dataset was first proposed by Maas et al. (Maas et al., 2011) as a benchmark for sentiment analysis. The dataset consists of 100K IMDB movie reviews and each review has several sentences. The 100K reviews are divided into three datasets: 25K labelled training instances, 25K labelled test instances and 50K unlabelled training instances. Each review has one label representing the sentiment of it: Positive or Negative. These labels are balanced in both the training and the test set.

The objective is to show that the DoCoV descriptor can be used with different alternatives for word representations. Also, the experiment shows that pre-trained models are giving the best results, namely the word2vec model built on Google news. This alleviates the need of computing a problem

\(^2\)http://scikit-learn.org/
specific word embedding. In some cases there is no available data to construct the word embedding. To illustrate that we tried different alternatives for word representation.

(1) We computed our own skipgram models using Gensim Library. We used the Training and unlabelled subsets of IMDB dataset to obtain different embedding by setting number of dimensions to 100, 200 and 300.

(2) We used pre-trained GloVe models trained on wikipedia2014 and Gigaword5. We tested the available different dimensionality 100, 200 and 300. We also used the 300 dimensions GloVe model that used commoncrawl with 42 Billion tokens We call the last one Lrg. This model provides word vectors of 300 dimensions for each word.

(3) We used pre-trained word2vec model trained on Google news. We call it Gnews. This model provides word vectors of 300 dimensions for each word. Table 1 shows the results when using DoCoV computed at different dimensions of word embedding in classification. The table also compares classification performance when using DoCoV to the performance when using the Mean of word embedding as a baseline. Also, we show the effect of fusing DoCoV with other feature sets. We mainly experiment with the following sets: DoCoV, Mean, and bag-of-words (BOW). We use the mean and DoCoV features.

Observations
From the results we can observe the following

(1) We observe that the DoCoV is consistently outperforming the Mean vector for different dimensionality of the word embedding regardless of the embedding source.

(3) The best performing feature concatenation is DoCoV+BOW. This ensures that the concatenation in fact is benefitting from both representations.

(3) In general the best results are achieved using the available 300-dimensions Gnews word embedding. In the subsequent experiments we will use that embedding such that we do not need to build a different word embedding for every task on hand.

Unsupervised Semantic Textual Similarity
We conduct a comparative evaluation against the state-of-the-art approaches in unsupervised paragraph representation. We follow the setup used in (Hill et al., 2016).

Datasets and Baselines
We contrast our results against the methods reported in (Hill et al., 2016). The competing methods are the paragraph vectors (Le and Mikolov, 2014), skip-thought vectors (Kiros et al., 2015), Fastsent (Hill et al., 2016), Sequential (Denoising) Autoencoders (SDAE) (Hill et al., 2016). The Mean vector baseline is also implemented. Also, we use the sum of the similarities generated by the DoCoV and the mean vectors. All of our results are reported using the freely available Gnews word2vec of \( \text{dim} = 300 \). We use same evaluation measures (Hill et al., 2016). We use the Pearson correlation and Spearman correlation with the manual relatedness judgements.

The semantic sentence relatedness datasets used in the comparative evaluation the SICK dataset (Marelli et al., 2014) consists of 10,000 pairs of sentences and relatedness judgements and the STS 2014 dataset (Agirre et al., 2014) consists of 3,750 pairs and ratings from six linguistic domains.

Results and Discussion
We show the correlation values between the similarities computed via DoCoV and the human judgements. We contrast the performance of other representations in table 2.

We observe that DoCoV representation outperforms other representations in this task. Other models such as skipthought vectors (Kiros et al., 2015) and SDAE (Hill et al., 2016) requires building an encoder-decoder model which takes time\(^3\) to learn.

For other models like paragraph vectors (Le and Mikolov, 2014) and Fastsent vectors (Hill et al., 2016), they require a gradient descent inference step to compute the paragraph/sentence vectors. Using the DoCoV, we just require a pre-trained word embedding model and we do not need any additional training like encoder-decoder models or inference steps via gradient descent.

Text Classification Benchmarks
The datasets used in this experiment form a text-classification benchmark for sentence and paragraph classification. Towards the end of this section we can clearly identify the value of the DoCoV descriptor as a generic descriptor for text classification tasks.

Datasets and Baselines
We contrast our results against the same methods of unsupervised paragraph representations. In addition to the results of DoCoV we examined concatenation of BoW with tf-idf weighting and Mean vectors with our DoCoV descriptors. We use linear

\(^3\) Up to weeks.
Table 1: Error-Rate performance when changing word vectors dimensionality.

<table>
<thead>
<tr>
<th>Model/Dim</th>
<th>BOW</th>
<th>Gensim Mean</th>
<th>DoCoV</th>
<th>DoCoV + Mean</th>
<th>DoCoV + Mean + Bow</th>
</tr>
</thead>
<tbody>
<tr>
<td>d=100</td>
<td>14.13%</td>
<td>11.64%</td>
<td>11.16%</td>
<td>9.39%</td>
<td>9.44%</td>
</tr>
<tr>
<td>d=200</td>
<td>12.86%</td>
<td>11.08%</td>
<td>10.80%</td>
<td>9.39%</td>
<td>9.58%</td>
</tr>
<tr>
<td>d=300</td>
<td>12.83%</td>
<td>11.08%</td>
<td>10.85%</td>
<td>9.41%</td>
<td>9.67%</td>
</tr>
<tr>
<td>Glove</td>
<td>Mean</td>
<td>DoCoV</td>
<td>DoCoV + Mean</td>
<td>DoCoV + Mean + Bow</td>
<td></td>
</tr>
<tr>
<td>d=100</td>
<td>20%</td>
<td>13.07%</td>
<td>12.88%</td>
<td>9.63%</td>
<td>9.82%</td>
</tr>
<tr>
<td>d=200</td>
<td>16.95%</td>
<td>12.36%</td>
<td>12.22%</td>
<td>9.64%</td>
<td>9.65%</td>
</tr>
<tr>
<td>d=300</td>
<td>16.29%</td>
<td>12.00%</td>
<td>11.91%</td>
<td>9.63%</td>
<td>9.66%</td>
</tr>
<tr>
<td>d=300/L2g</td>
<td>14.94%</td>
<td>11.70%</td>
<td>11.56%</td>
<td>9.5%</td>
<td>9.6%</td>
</tr>
<tr>
<td>Gnews</td>
<td>Mean</td>
<td>DoCoV</td>
<td>DoCoV + Mean</td>
<td>DoCoV + Mean + Bow</td>
<td></td>
</tr>
<tr>
<td>d=100</td>
<td>14.03%</td>
<td>11.11%</td>
<td>10.75%</td>
<td>9.32%</td>
<td>9.6%</td>
</tr>
<tr>
<td>d=200</td>
<td>16.95%</td>
<td>12.36%</td>
<td>12.22%</td>
<td>9.64%</td>
<td>9.65%</td>
</tr>
<tr>
<td>d=300</td>
<td>16.29%</td>
<td>12.00%</td>
<td>11.91%</td>
<td>9.63%</td>
<td>9.66%</td>
</tr>
<tr>
<td>d=300/L2g</td>
<td>14.94%</td>
<td>11.70%</td>
<td>11.56%</td>
<td>9.5%</td>
<td>9.6%</td>
</tr>
</tbody>
</table>

Table 2: Spearman/Pearson correlations on unsupervised (relatedness) evaluations.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Tweets</th>
<th>Images</th>
<th>Headlines</th>
<th>STS-2014</th>
<th>SICK</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR</td>
<td>0.4020</td>
<td>0.3000</td>
<td>0.5810</td>
<td>0.3000</td>
<td>0.3400</td>
</tr>
<tr>
<td>CR</td>
<td>0.4020</td>
<td>0.3000</td>
<td>0.5810</td>
<td>0.3000</td>
<td>0.3400</td>
</tr>
<tr>
<td>Trec</td>
<td>0.4020</td>
<td>0.3000</td>
<td>0.5810</td>
<td>0.3000</td>
<td>0.3400</td>
</tr>
<tr>
<td>Subj</td>
<td>0.4020</td>
<td>0.3000</td>
<td>0.5810</td>
<td>0.3000</td>
<td>0.3400</td>
</tr>
<tr>
<td>Overall</td>
<td>0.4020</td>
<td>0.3000</td>
<td>0.5810</td>
<td>0.3000</td>
<td>0.3400</td>
</tr>
</tbody>
</table>

Table 3: Accuracy of sentence representation models on text classification benchmarks.

<table>
<thead>
<tr>
<th>Representation \ Dataset</th>
<th>MR CR Trec Subj Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW + tf-idf weights</td>
<td>77.1 77.8 89.3 89.3 83.55</td>
</tr>
<tr>
<td>P2vec (Le and Mikolov, 2014)</td>
<td>74.8 78.1 91.8 90.5 83.8</td>
</tr>
<tr>
<td>Skip-uni (Kiros et al., 2015)</td>
<td>75.5 79.3 91.4 92.1 84.58</td>
</tr>
<tr>
<td>com-bi-uni (Kiros et al., 2015)</td>
<td>73.9 77.9 89.4 92.5 84.43</td>
</tr>
<tr>
<td>FastSent (Hill et al., 2016)</td>
<td>76.5 80.1 92.2 93.6 85.6</td>
</tr>
<tr>
<td>FastSentAE (Hill et al., 2016)</td>
<td>70.8 78.4 76.8 88.7 78.68</td>
</tr>
<tr>
<td>SAE (Hill et al., 2016)</td>
<td>62.6 68 80.2 86.1 74.23</td>
</tr>
<tr>
<td>SAE+embs (Hill et al., 2016)</td>
<td>73.2 75.3 80.4 89.8 79.68</td>
</tr>
<tr>
<td>SDAE (Hill et al., 2016)</td>
<td>67.6 74 77.6 89.3 77.13</td>
</tr>
<tr>
<td>SDAE+embs (Hill et al., 2016)</td>
<td>74.6 78 78.4 90.8 80.45</td>
</tr>
<tr>
<td>DoCoV</td>
<td>79.7 79.4 89.5 92.8 85.55</td>
</tr>
<tr>
<td>DoCoV + Mean</td>
<td>80.2 80.1 90.3 93.1 85.93</td>
</tr>
<tr>
<td>DoCoV + Bow</td>
<td>80.7 80.5 91.8 93.3 86.56</td>
</tr>
<tr>
<td>DoCoV + Mean + Bow</td>
<td>81.1 81.5 91.6 93.2 86.85</td>
</tr>
</tbody>
</table>

We observe that DoCoV is consistently better than the Mean vector and BOW with tf-idf weights. Also, DoCoV is improving consistently when concatenated with baselines such as Mean vector and BOW vectors. This means each feature is capturing different discriminating information. This justifies the choice of concatenating DoCoV with other features. We further observe that DoCoV is consistently better than the paragraph vectors (Le and Mikolov, 2014), Fastsent and SDAE (Hill et al., 2016). The overall accuracy of DoCoV is highlighted and it outperforms other methods on the text classification benchmark.

4 Conclusion
We presented a novel descriptor to represent text on any level such as sentences, paragraphs or documents. Our representation is generic which makes it useful for different supervised and unsupervised tasks. It has fixed-length property which makes it useful for different learning algorithms. Also, our descriptor requires minimal training. We do not require a encoder-decoder model or a gradient descent iterations to be computed.

Empirically we showed the effectiveness of the descriptor in different tasks. We showed better performance against other state-of-the-art methods in supervised and unsupervised settings.
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Abstract

We report an empirical study on the task of negation scope extraction given the negation cue. Our key observation is that certain useful information such as features related to negation cue, long distance dependencies as well as some latent structural information can be exploited for such a task. We design approaches based on conditional random fields (CRF), semi-Markov CRF, as well as latent-variable CRF models to capture such information. Extensive experiments on several standard datasets demonstrate that our approaches are able to achieve better results than existing approaches reported in the literature.

1 Introduction

Negation is an important linguistic phenomenon (Morante and Sporleder, 2012), which reverses the assertion associated with a proposition. Broadly speaking, the part of the sentence being negated is called negation scope (Huddleston et al., 2002). Automatic negation scope detection is a vital but challenging task that has various applications in areas such as text mining (Szarvas et al., 2008), and sentiment analysis (Wiegand et al., 2010; Councill et al., 2010). Negation scope detection task commonly involves a negation cue which can be one of the following 3 types – either a single word (e.g., not), affixes (e.g., im-, -less) or multiple words (e.g., no longer) expressing negation. Figure 1 presents two real examples for such a task, where the first example involves discontinuous negation scope of an affix cue. The second example shows a discontinuous cue and its corresponding discontinuous negation scope.

Most existing approaches tackled the negation scope detection problem from a boundary detection perspective, aiming to identify whether each word token in the sentence belongs to the negation scope or not. To perform sequence labeling, various approaches have been proposed based on models such as support vector machines (SVMs) (with heuristic rules) (Read et al., 2012; de Albornoz et al., 2012; Packard et al., 2014), conditional random fields (CRF) (Lapponi et al., 2012; Chowdhury and Mahbub, 2012; White, 2012; Zou et al., 2015) and neural networks (Fancellu et al., 2016; Qian et al., 2016). These models typically either make use of external resources for extracting complex syntax and grammar features, or are based on neural architectures such as long short-term memory networks (LSTM) and convolutional neural networks (CNNs) to extract automatic features.

We observe that there are some useful features that can be explicitly and implicitly captured and modelled in the learning process for negation scope extraction. We use the term partial scope to refer to a continuous text span that is part of discontinuous scope, and use the term gap to refer to the text span between two pieces of partial scope.

From the first example in Figure 1 we can observe that, with the negation cue as a prefix in a word, the partial scope before, after and in the middle of the negation cue differ in terms of composition of words and their associated syntactic roles in the sentence. Furthermore, the type of cue

He declares that he heard cries but is unable to state from what direction they came.
There is neither money nor credit in it, and yet one would wish to tidy it up.

Figure 1: Two examples with negation cues in bold blue and negation scope in red.
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as we mentioned earlier may also reveal crucial information for this task. Moreover, two pieces of partial scope separated by a gap might have some long distance dependencies. For instance, in the first sentence of Figure 1, “He” as the first partial scope is the subject phrase of the token “is” which is the first word of the second partial scope with a long gap in between.

Similarly, the second example shows that a discontinuous negation cue involves multiple words, neither and nor, which shows the importance of cue features and some long distance dependencies among text spans.

Furthermore, besides explicit features that we are able to define, we believe there exist some implicit linguistic patterns within the scope for a given negation cue. While it is possible to manually design linguistic features to extract such patterns, approaches that can automatically capture such implicit patterns in a domain and language independent manner can be more attractive. How to design models that can effectively capture such features mentioned above remains a research question to be answered.

In the paper, we design different models to capture such useful features based on the above motivations, and report our empirical findings through extensive experiments. We release our code at http://statnlp.org/research/st.

2 Approaches

Based on the observations described earlier, we aim to capture three types of features by designing different models based on CRF.

Negation Cue

The linear CRF (Lafferty et al., 2001) model (which we refer to as Linear in this paper), as illustrated in Figure 2, is used to capture negation cue related features. The probability of predicting a possible output y, the label sequence capturing negation scope, given an input sentence x is:

\[
p(y|x) = \frac{\exp (w^T f(x, y))}{\sum_{y' \in Y} \exp (w^T f(x, y'))}
\]

where \( f(x, y) \) is a feature function defined over the \((x, y)\) pair. The negation cue related features mainly involve cue type, position of the cue, as well as relative positions of each partial scope. For example, the cue type refers to the string form of the cue, which could be a single word, an affix (prefix or suffix), or a multi-word expression.

We follow a standard approach to assign tags to words. Specifically, O and I are used to indicate whether a word appears outside or inside the negation scope respectively.

Long Distance Dependencies

We use the semi-CRF (Sarawagi and Cohen, 2004) model (referred to as Semi) to capture long distance dependencies. The semi-CRF is an extension to the linear-CRF. The difference is that the output y may not be a sequence of individual words. Rather, it is now a sequence of spans, where each span consists of one or more words. The semi-CRF model is more expressive than the linear-CRF model as such a model is able to capture features that are defined at the span level, allowing longer-range dependencies to be captured.

Since the Semi approach is capable of modeling a span (which can be a gap or partial scope), we are able to model the features between two separate text spans. We propose three variants for the Semi model, as illustrated in Figure 2, to capture different types of long distance features. The Semi model regards a piece of partial scope as a span in order to capture long distance dependencies between two gaps. The Semi model treats a gap as a span to capture long distance dependencies between two pieces of partial scope. The Semi model treats a gap as a span to capture long distance dependencies between two pieces of partial scope.
model regards both partial scope and gaps as spans to capture both types of long distance dependencies mentioned above.

**Implicit Patterns**

The latent variable CRF model, denoted as Latent, is used to model implicit patterns. The probability of predicting a possible output $y$, which is the label sequence capturing negation scope information, given an input sentence $x$ is defined as:

$$p(y|x) = \frac{\sum_{h} \exp(w^T f(x, y, h))}{\sum_{y' \in Y(x)} \sum_{h'} \exp(w^T f(x, y', h'))}$$

where $h$ is a latent variable encoding the implicit pattern.

We believe such latent pattern information can be learned from data without any linguistic guidance. The Latent model is capable of capturing this type of implicit signals. For example, as illustrated as Latent $io$ in Figure 2, each position has $O_0$, $O_1$, $I_0$ and $I_1$ as latent tags. This way, we can construct features of forms such as “He/O_{1-declares/A_{ij}}” that capture the underlying interactions between the words and the latent tag patterns.

In order to investigate the relation between latent variables and tags, we proposed another two latent models. The Latent $i$ only considers latent variables on I tags (for partial scope), while Latent $o$ only takes latent variables on O tags (for gaps).

### 3 Experimental Setup

<table>
<thead>
<tr>
<th>System</th>
<th>Token-Level</th>
<th>Scope-Level (Exact Scope Match)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_i$</td>
<td>$R_i$</td>
</tr>
<tr>
<td>Read et al. (2012)</td>
<td>96.8</td>
<td>64.3</td>
</tr>
<tr>
<td>Packard et al. (2014)</td>
<td>96.1</td>
<td>90.4</td>
</tr>
<tr>
<td>Fancellu et al. (2016)</td>
<td>92.6</td>
<td>85.1</td>
</tr>
<tr>
<td>Linear (-c -r)</td>
<td>94.7</td>
<td>73.9</td>
</tr>
<tr>
<td>Linear (-r)</td>
<td>90.6</td>
<td>78.4</td>
</tr>
<tr>
<td>Linear (-c)</td>
<td>91.0</td>
<td>78.9</td>
</tr>
<tr>
<td>Linear</td>
<td>94.4</td>
<td>82.6</td>
</tr>
<tr>
<td>Semi $i$</td>
<td>95.0</td>
<td>84.1</td>
</tr>
<tr>
<td>Semi $o$</td>
<td>94.0</td>
<td>85.3</td>
</tr>
<tr>
<td>Semi $io$</td>
<td>94.5</td>
<td>84.1</td>
</tr>
<tr>
<td>Linear $r$</td>
<td>94.4</td>
<td>83.4</td>
</tr>
<tr>
<td>Linear $o$</td>
<td>90.4</td>
<td>83.9</td>
</tr>
<tr>
<td>Linear $io$</td>
<td>94.8</td>
<td>83.2</td>
</tr>
</tbody>
</table>

Table 2: Main results on $CDS-CO$ data

Each of which has only one negation cue and its corresponding negation scope.

The $L_2$ regularization hyper-parameter $\lambda$ is set to 0.1 based on the development set. We conduct evaluations of negation scope extraction based on metrics at token-level evaluations and scope-level evaluations. There are two versions of evaluation metrics, referred to as version A and version B, defined at the scope-level that can be used to measure the performance according to *SEM2012 shared task (Morante and Blanco, 2012).

Moreover, to understand the model robustness, we also conducted additional experiments on BioScope (Szarvas et al., 2008) and CNeSP (Zou et al., 2015).

### 4 Results and Discussion

#### 4.1 Main Results

The main results on the $CDS-CO$ corpus are shown in Table 2. $P_A$, $R_A$, and $F_{1A}$, precision, recall and $F_1$ measure under version A, while $P_B$, $R_B$, and $F_{1B}$, are for version B. Note that none of the prior works reported results under version B. Moreover, $c$ refers to the cue type features, $r$ refers to relative position of partial scope with respect to the cue.

We focus on Linear models first, where Linear (-c -r) is the baseline without features $c$ and $r$ for comparisons. By adding $c$, the Linear (-r) model improves the performance by 9.9 and 10.6 in terms of $F_1$ scores for both versions of evaluation methods at the scope level respectively. By adding $r$ solely, the Linear (-c) model increases the performance by 6.5 and 7.9 on $F_1$ scores of both versions. By adding both $c$ and $r$, the Linear model increases the performance by 15.3 and 18.2 on $F_1$ scores at the scope level, outperforming previous versions.

---

1. The official evaluation contains both two versions. We explain the differences between two versions of evaluation in the supplementary material.
This person is alone and can not be approached by letter without a breach of that absolute secrecy. He has been there for ten days, and neither Mr. Waren, nor I, nor the girl has once set eyes upon him.

4.2 Analysis

By analyzing predictions that are incorrect in Linear model that are correct in the Semi models, we have some interesting observations explaining why Semi models work better. The first type of observation is that the Semi models tend to predict more correct scope tokens, which improves results at scope level and token level. The second type is that Semi models recover some missing remote partial scope, which shows the importance of capturing long distance dependencies. For instance, in the first example of Figure 3, the Semi models recover the subject phrase “This person” as the first partial scope. The third type happens on discontinuous cues as well as multiple short gaps as shown in the second example in Figure 3. The Linear model fails to predict “Mr. Waren,.” and “I,” as two pieces of partial scope between three cue words which are also gaps. These observations indicate that Semi models are capable of capturing long distance features and can correct some wrong predictions made by the Linear model.

Similarly, by analyzing predictions that are incorrect in Linear model that are correct in the Latent models, we observe that Latent models tend to make more accurate predictions. We found that there is only 1 incorrect prediction from the Latent io that is corrected by the Linear model. This indicates that the Latent io model is able to fix errors for the Linear model without producing other wrong predictions. This analysis implies that the Latent models are able to capture some latent patterns to some extent. The performance of the Latent o model is lower than the performance of Latent io and Latent i, indicating that latent variables on tag I captures more information.

Let us focus on the token-level performance of our model. We obtained satisfactory precision scores, but comparatively low recall scores. Meanwhile, at the scope level, our precision scores are comparable to the previous works, but our recall scores are consistently better, indicating our models are capable of successfully recovering more gold scope information from the test data. Our further analysis shows that our models tend to predict negation scope that is significantly shorter than the gold scope for those instances that involve some long negation scope. We find that around 1/3 of the word tokens appearing inside any negation scope come from such instances. These facts make token-level recall of our models comparatively low.

In addition, we inspect the top 200 features with highest feature weights, and we find that around 45% of them are related to POS tags with label transition (the string form concatenating current tag and next tag), indicating POS tag features play an important role in the learning process for our models.

4.3 Experiments on Model Robustness

To understand the robustness of our model, we additionally conducted two sets of experiments.

BioScope

The BioScope corpus (Szavars et al., 2008) contains three data collections from medical domains: Abstract, Full Paper and Clinical. NLTK (Bird and Loper, 2004) is used to perform tokenization and POS tagging for preprocessing. Following (Morante and Daelemans, 2009; Qian et al., 2016), we perform 10-fold cross validation on Ab-

<table>
<thead>
<tr>
<th>System</th>
<th>Abstract</th>
<th>Full Paper</th>
<th>Clinical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_1$</td>
<td>$F_{LA}$ PCS</td>
<td>$F_1$</td>
</tr>
<tr>
<td>Li et al. (2010)</td>
<td>-</td>
<td>81.8</td>
<td>-</td>
</tr>
<tr>
<td>Velldal et al. (2012)</td>
<td>-</td>
<td>74.4</td>
<td>-</td>
</tr>
<tr>
<td>Zou et al. (2013)</td>
<td>-</td>
<td>76.9</td>
<td>-</td>
</tr>
<tr>
<td>Qian et al. (2016)</td>
<td>89.9</td>
<td>77.1</td>
<td>83.5</td>
</tr>
<tr>
<td>Linear</td>
<td>90.3</td>
<td>90.3</td>
<td>82.3</td>
</tr>
<tr>
<td>Semi io</td>
<td>92.1</td>
<td>91.3</td>
<td>84.1</td>
</tr>
<tr>
<td>Latent io</td>
<td>91.5</td>
<td>90.8</td>
<td>83.2</td>
</tr>
</tbody>
</table>

Table 3: Results on BioScope datasets.
Table 4: Results on Product Review from CNeSP.

<table>
<thead>
<tr>
<th>System</th>
<th>$F_{1_T}$</th>
<th>$F_{1_A}$</th>
<th>$F_{1_B}$</th>
<th>PCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Zou et al., 2015)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>60.93</td>
</tr>
<tr>
<td>Linear</td>
<td>89.60</td>
<td>81.86</td>
<td>69.39</td>
<td>69.39</td>
</tr>
<tr>
<td>Semi io</td>
<td>90.78</td>
<td>83.49</td>
<td>71.69</td>
<td>71.69</td>
</tr>
<tr>
<td>Latent io</td>
<td>90.60</td>
<td>83.95</td>
<td>72.43</td>
<td>72.43</td>
</tr>
</tbody>
</table>

The $F_{1}$, whereas the results on Full Paper and Clinical are obtained by training on the full Abstract dataset and testing on Full Paper and Clinical respectively. The latter experiment can help us understand the robustness of the model by applying the learned model to different types of text within the same domain.

The Semi io model mostly outperforms the other models. Comparing against all the prior works, our models are able to achieve better results on Abstract under both token-level and scope-level $F_1$ as well as PCS. Moreover, we also obtain significantly higher results in terms of scope-level $F_1$ on Full Paper and Clinical, indicating the good robustness of our approaches. Note that the PCS score on Full Paper is not as satisfactory as on Clinical. This is largely because the model is trained on Abstract, but Full Paper contains much longer sentences with longer negation scope, which presents a challenge for our model as discussed in the previous sections. On the other hand, the baseline systems (Li et al., 2010; Velldal et al., 2012) adopt features from syntactic trees, which allow them to capture long-distance syntactic dependencies.

CNeSP

To understand how well our model works on another language other than English, we also conducted an experiment on the Product Review collection from the CNeSP corpus (Zou et al., 2015). We used Jieba (Sun, 2012) and Stanford tagger (Toutanova and Manning, 2000) to perform Chinese word segmentation and POS tagging. Following the data splitting scheme described in (Zou et al., 2015), we performed 10-fold cross-validation and the results are shown in Table 4. Our model obtains a significantly higher PCS score than the model reported in (Zou et al., 2015). The results further confirm the robustness of our model, showing it is language independent.

5 Related Work

The negation scope extraction task has been studied within the NLP community through the BioScope corpus (Szarvas et al., 2008) in biomedical domain, usually together with the negation cue detection task. The negation scope detection task has mostly been regarded as a boundary detection task. Morante et al. (2008) and Morante and Daelemans (2009) tackled the task by building classifiers based on k-nearest neighbors algorithm (Cover and Hart, 1967), SVM (Cortes and Vapnik, 1995) as well as CRF (Lafferty et al., 2001) on each token to determine if it is inside the scope. Li et al. (2010) incorporated more syntactic features such as parse tree information by adopting shallow semantic parsing (Gildea and Palmer, 2002; Punyakanok et al., 2005) for building an SVM classifier. With similar motivation, Apostolova et al. (2011) proposed a rule-based method to extract lexico-syntactic patterns to identify the scope boundaries. To further investigate the syntactic features, Zou et al. (2013) extracted more syntactic information from constituency and dependency trees obtained from parsers to feed into the SVM classifier. Qian et al. (2016) adopted a convolutional neural network based approach (LeCun et al., 1989) to extract position features and syntactic path features encoding the path from the cue to the candidate token along the constituency trees. They also captured relative position information between the words in the scope and the cue as features in their model.

In order to resolve the corpus scarcity issue in different languages for the negation scope extraction task, Zou et al. (2015) constructed a Chinese corpus CNeSP analogous to the BioScope corpus. They again tackled the negation scope extraction task using CRF with rich syntactic features extracted from constituency and dependency trees.

6 Conclusion

We explored several approaches based on CRF to capture some useful features for solving the task of extracting negation scope based on a given negation cue in a sentence. We conducted extensive experiments on a standard dataset, and the results show that our models are able to achieve significantly better results than various previous approaches. We also demonstrated the robustness of our approaches through extensive analysis as well as additional experiments on other datasets.

---

$^2$PCS is defined as percentage of correct scope which is the same as the recall score.
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Abstract
This work deals with SciTAIL, a natural entailment challenge derived from a multi-choice question answering problem. The premises and hypotheses in SciTAIL were generated with no awareness of each other, and did not specifically aim at the entailment task. This makes it more challenging than other entailment data sets and more directly useful to the end-task – question answering. We propose DEISTE (deep explorations of inter-sentence interactions for textual entailment) for this entailment task. Given word-to-word interactions between the premise-hypothesis pair \((P, H)\), DEISTE consists of: (i) a parameter-dynamic convolution to make important words in \(P\) and \(H\) play a dominant role in learnt representations; and (ii) a position-aware attentive convolution to encode the representation and position information of the aligned word pairs. Experiments show that DEISTE gets \(\approx\)5% improvement over prior state of the art and that the pretrained DEISTE on SciTAIL generalizes well on RTE-5.1

1 Introduction
Textual entailment (TE) is a fundamental problem in natural language understanding and has been studied intensively recently using multiple benchmarks – PASCAL RTE challenges (Dagan et al., 2006, 2013), Paragraph-Headline (Burger and Ferro, 2005), SICK (Marelli et al., 2014) and SNLI (Bowman et al., 2015). In particular, SNLI – while much easier than earlier datasets

<table>
<thead>
<tr>
<th>Premise (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plato rotates once on its axis every 6.39 Earth days.</td>
</tr>
<tr>
<td>Once per day, the earth rotates about its axis.</td>
</tr>
<tr>
<td>It rotates on its axis once every 60 Earth days.</td>
</tr>
<tr>
<td>Earth orbits Sun, and rotates once per day about axis.</td>
</tr>
</tbody>
</table>

Table 1: Examples of four premises for the hypothesis “Earth rotates on its axis once times in one day” in SciTAIL dataset. Right column (label): “1” means entail, “0” otherwise.

– has generated much work based on deep neural networks due to its large size. However, these benchmarks were mostly derived independently of any NLP problems.2 Therefore, the premise-hypothesis pairs were composed under the constraint of predefined rules and the language skills of humans. As a result, while top-performing systems push forward the state-of-the-art, they do not necessarily learn to support language inferences that emerge commonly and naturally in real NLP problems.

In this work, we study SciTAIL (Khot et al., 2018), an end-task oriented challenging entailment benchmark. SciTAIL is reformatted from a multi-choice question answering problem. All hypotheses \(H\) were obtained by rewriting (question, correct answer) pairs; all premises \(P\) are relevant web sentences collected by an Information retrieval (IR) method; then \((P, H)\) pairs are annotated via crowdsourcing. Table 1 shows examples. By this construction, a substantial performance gain on SciTAIL can be turned into better QA performance (Khot et al., 2018). Khot et al. (2018) report that SciTAIL challenges neural entailment models that show outstanding performance on SNLI, e.g., Decomposable Attention Model (Parikh et al., 2016) and Enhanced LSTM (Chen et al., 2017).

We propose DEISTE for SciTAIL. Given word-to-word inter-sentence interactions between

1https://github.com/yinwenpeng/SciTAIL

2RTE-{5,6,7} is an exception to this rule.
Figure 1: The motivation of considering alignment positions in TE. The same color in (premise, hypothesis) means the two words are best aligned.

Given: $I = \text{interaction}(P, H)$

Learn:

1. $I[i, :].T: \text{importance of } p_i$
2. $H \cdot \text{softmax}(I[i,:]): \text{soft best match of } p_i$
3. $\text{argmax}(I[i,:]): \text{hard location of best match of } p_i$

Figure 2: The basic principles of DEISTE in modeling the pair $(P, H)$

the pair $(P, H)$, DEISTE pursues three deep exploration strategies of these interactions. (a) How to express the importance of a word, and let it play a dominant role in learnt representations. (b) For any word in one of $(P, H)$, how to find the best aligned word in the other sentence, so that we know their connection is indicative of the final decision. (c) For a window of words in $P$ or $H$, whether the locations of their best aligned words in the other sentence provides clues. As Figure 1 illustrates, the premise “in this incident, the cop (C) shot (T)” is more likely to entail the hypothesis “$\hat{C} \ldots \hat{S} \ldots \hat{T}$” than “$T \ldots \hat{S} \ldots \hat{C}$” where $\hat{X}$ is the word that best matches $X$.

Our model DEISTE is implemented in convolutional neural architecture (LeCun et al., 1998). Specifically, DEISTE consists of (i) a parameter-dynamic convolution for exploration strategy (a) given above; and (ii) a position-aware attentive convolution for exploration strategies (b) and (c). In experiments, DEISTE outperforms prior top systems by $\approx 5\%$. Perhaps even more interestingly, the pretrained model over SCAIL generalizes well on RTE-5.

Figure 3: Position-aware attentive convolution in modeling the pair $(P, H)$

2 Method

To start, a sentence $S (S \in \{P, H\})$ is represented as a sequence of $n_s$ hidden states, e.g., $p_i, h_i \in \mathbb{R}^{d} (i = 1, 2, \ldots, n_{p/h})$, forming a feature map $S \in \mathbb{R}^{d \times |n_s|}$, where $d$ is the dimensionality of hidden states. Figure 2 depicts the basic principle of DEISTE in modeling premise-hypothesis pair $(P, H)$ with feature maps $P$ and $H$, respectively.

First, $P$ and $H$ have fine-grained interactions $I \in \mathbb{R}^{n_{p} \times n_{h}}$ by comparing any pair of $(p_i, h_j)$:

$$I[i, j] = \text{cosine}(p_i, h_j)$$

We now elaborate DEISTE’s exploration strategies (a), (b) and (c) of the interaction results $I$.

2.1 Parameter-dynamic convolution

Intuitively, important words should be expressed more intensively than other words in the learnt representation of a sentence. However, the importance of words within a specific sentence might not depend on the sentence itself. E.g., Yin and Schütze (2017b) found that in question-aware answer sentence selection, words well matched are more important; while in textual entailment, words hardly matched are more important.

In this work, we try to make the semantics of those important words dominate in the output representations of a convolution encoder.

Given a local window of hidden states in the feature map $P$, e.g., three adjacent ones $p_{i-1}$, $p_i$ and $p_{i+1}$, a conventional convolution learns a
higher-level representation $r$ for this trigram:

$$r = \tanh(W \cdot [p_{i-1}, p_i, p_{i+1}] + b) \quad (2)$$

where $W \in \mathbb{R}^{d \times 3d}$ and $b \in \mathbb{R}^d$.

For simplicity, we neglect the bias term $b$ and split the multiplication of big matrices $- W \cdot [p_{i-1}, p_i, p_{i+1}]$ into three parts, then $r$ can be formulated as:

$$r = \tanh(W^{-1} \cdot p_{i-1} + W^0 \cdot p_i + W^1 \cdot p_{i+1}) \quad (2)$$

$$= \tanh(\hat{p}_{i-1} + \hat{p}_i + \hat{p}_{i+1})$$

where $\oplus$ means element-wise addition; $W^{-1}$, $W^0$, $W^1 \in \mathbb{R}^{d \times d}$, and their concatenation equals to the $W$ in Equation 2; $\hat{p}_i$ is set to be $W^0 \cdot p_i$, so $\hat{p}_i$ can be seen as the projection of $p_i$ in a new space by parameters $W^0$; finally the three projected outputs contribute equally in the addition: $\hat{p}_{i-1} + \hat{p}_i + \hat{p}_{i+1}$.

The convolution encoder shares parameters $[W^{-1}, W^0, W^1]$ in all trigrams, so we cannot expect those parameters to express the importance of $\hat{p}_{i-1}$, $\hat{p}_i$ or $\hat{p}_{i+1}$ in the output representation $r$. Instead, we formulate the idea as follows:

$$m_i = \tanh(\alpha_{i-1} \hat{p}_{i-1} + \alpha_i \hat{p}_i + \alpha_{i+1} \hat{p}_{i+1})$$

in which the three scalars $\alpha_{i-1}$, $\alpha_i$ and $\alpha_{i+1}$ indicate the importance scores of $\hat{p}_{i-1}$, $\hat{p}_i$ and $\hat{p}_{i+1}$ respectively. In our work, we adopt:

$$\alpha_i = \frac{1.0}{1.0 + \max(I[i,:])} \quad (3)$$

Since $\alpha_i \hat{p}_i = \alpha_i W^0 \cdot p_i = W^{0,i} \cdot p_i$, we notice that the original shared parameter $W^0$ is mapped to a dynamic parameter $W^{0,i}$, which is specific to the input $p_i$. We refer to this as parameter-dependent convolution, which enables our system DEISTe to highlight important words in higher-level representations.

Finally, a max-pooling layer is stacked over $\{m_i\}$ to get the representation for the pair $(P, H)$, denoted as $r_{dyn}$.

### 2.2 Position-aware attentive convolution

Our position-aware attentive convolution, shown in Figure 3, aims to encode the representations as well as the positions of the best word alignments.

**Representation.** Given the interaction scores in $I$, the representation $\tilde{p}_i$ of all soft matches for hidden state $p_i$ in $P$ is the weighted average of all hidden states in $H$:

$$\tilde{p}_i = \sum_j \text{softmax}(I[i,j])_j \cdot h_j \quad (4)$$

**Methods.**

<table>
<thead>
<tr>
<th>Method</th>
<th>dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority Class</td>
<td>50.4</td>
<td>60.4</td>
</tr>
<tr>
<td>Hypothesis only</td>
<td>66.9</td>
<td>65.1</td>
</tr>
<tr>
<td>Premise only</td>
<td>72.6</td>
<td>73.4</td>
</tr>
<tr>
<td>N-Gram model</td>
<td>75.0</td>
<td>70.6</td>
</tr>
<tr>
<td>DEIS-600D</td>
<td>70.5</td>
<td>70.6</td>
</tr>
<tr>
<td>Decomp-Att</td>
<td>75.4</td>
<td>72.3</td>
</tr>
<tr>
<td>DGEM</td>
<td>79.6</td>
<td>77.3</td>
</tr>
<tr>
<td>AttentiveConvNet</td>
<td>79.3</td>
<td>78.1</td>
</tr>
</tbody>
</table>

Table 2: DEISTe vs. baselines on SciTail

**Position.** For a trigram $[p_{i-1}, p_i, p_{i+1}]$ in $P$, knowing where its best-matched words are located in $H$ is helpful in TE, as discussed in Section 1.

For $p_i$, we first retrieve the index $x_i$ of the best-matched word in $H$ by:

$$x_i = \arg\max(I[i,:]) \quad (5)$$

then embed the concrete $\{x_i\}$ into randomly-initialized continuous space:

$$z_i = M[x_i] \quad (6)$$

where $M \in \mathbb{R}^{n_h \times d_m}$; $n_h$ is the length of $H$; $d_m$ is the dimensionality of position embeddings.

Now, the three positions $[i - 1, i, i + 1]$ in $P$ concatenate vector-wisely original hidden states $[p_{i-1}, p_i, p_{i+1}]$ with position embeddings $[z_{i-1}, z_i, z_{i+1}]$, getting a new sequence of hidden states: $[c_{i-1}, c_i, c_{i+1}]$. As a result, a position $i$ in $P$ has hidden state $c_i$, left context $c_{i-1}$, right context $c_{i+1}$ and the representation of soft-aligned words in $H$, i.e., $\tilde{p}_i$. Then a convolution works at position $i$ in $P$ as:

$$n_i = \tanh(W \cdot [c_{i-1}, c_i, c_{i+1}, \tilde{p}_i] + b) \quad (7)$$

As Figure 3 shows, the position-aware attentive convolution finally stacks a standard max-pooling layer over $\{n_i\}$ to get the representation for the pair $(P, H)$, denoted as $r_{pos}$.

Overall, our DEISTe will generate a representation $r_{dyn}$ through the parameter-dynamic convolution, and generate a representation $r_{pos}$ through the position-aware attentive convolution. Finally the concatenation $- [r_{dyn}, r_{pos}]$ is fed to a logistic regression classifier.
Table 3: DEISTE vs. baselines on SNLI. 

<table>
<thead>
<tr>
<th></th>
<th>acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority Class</td>
<td>34.3</td>
</tr>
<tr>
<td>Premise only</td>
<td>33.5</td>
</tr>
<tr>
<td>Hypothesis only</td>
<td>68.7</td>
</tr>
<tr>
<td>ESIM</td>
<td>86.7</td>
</tr>
<tr>
<td>Decomp-Att</td>
<td>86.8</td>
</tr>
<tr>
<td>AttentiveConvNet</td>
<td>86.3</td>
</tr>
<tr>
<td>DEISTE$_{SciTail}$</td>
<td>84.7</td>
</tr>
<tr>
<td>DEISTE$_{tune}$</td>
<td>87.1</td>
</tr>
<tr>
<td>State-of-the-art</td>
<td>88.7</td>
</tr>
</tbody>
</table>

The pair #3 looks like having a similar challenge with the pair #2. We guess the annotators treat “… a vertebral column or backbone” and “… the backbone (or vertebral column)” as the same convention, which may be debatable.

Error Analysis. Table 4 gives examples of errors. We explain them as follows.

Language conventions: The pair #1 uses dash “−” to indicate a definition sentence for “Front”: The pair #2 has “A (or B)” to denote the equivalence between A and B. This challenge is expected to be handled by rules.

Ambiguity: The pair #3 looks like having a similar challenge with the pair #2. We guess the annotators treat “… a vertebral column or backbone” and “… the backbone (or vertebral column)” as the same convention, which may be debatable.

Complex discourse relation: The premise in
CI the expressivity of word embeddings. That is beyond the text described here and beyond “force”, which requires more physical knowledge the pair #6 is to distinguish between “weight” and "force", which requires more physical knowledge that is beyond the text described here and beyond the expressivity of word embeddings.

Knowledge beyond text: The main challenge in the pair #6 is to distinguish between “weight” and “force”, which requires more physical knowledge that is beyond the text described here and beyond the expressivity of word embeddings.

Transfer to RTE-5. One main motivation of exploring this SciTAIL problem is that this is an end-task oriented TE task. A natural question thus is how well the trained model can be transferred to other end-task oriented TE tasks. In Table 5, we take the models pretrained on SciTAIL and SNLI and test them on RTE-5. Clearly, the model pretrained on SNLI has not learned anything useful for RTE-5 – its performance of 46.0% is even worse than the majority baseline. The model pretrained on SciTAIL, in contrast, demonstrates much more promising generalization performance: 60.2% vs. 46.0%.

4 Related Work

Learning automatically inter-sentence word-to-word interactions or alignments was first studied in recurrent neural networks (Elman, 1990).

<table>
<thead>
<tr>
<th>#</th>
<th>(Premise P, Hypothesis H) Pair</th>
<th>G/P</th>
<th>Challenge</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(P) Front – The boundary between two different air masses.</td>
<td>1/0</td>
<td>language conventions</td>
</tr>
<tr>
<td>2</td>
<td>(P) … the notochord forms the backbone (or vertebral column).</td>
<td>1/0</td>
<td>language conventions</td>
</tr>
<tr>
<td>3</td>
<td>(P) … animals with a vertebral column or backbone and animals without one.</td>
<td>1/0</td>
<td>ambiguity</td>
</tr>
<tr>
<td>4</td>
<td>(P) Heterotrophs get energy and carbon from living plants or animals (consumers) or from dead organic matter (decomposers).</td>
<td>0/1</td>
<td>discourse relation</td>
</tr>
<tr>
<td>5</td>
<td>(P) Ethane is a simple hydrocarbon, a molecule made of two carbon and six hydrogen atoms.</td>
<td>0/1</td>
<td>discourse relation</td>
</tr>
<tr>
<td>6</td>
<td>(P) … the SI unit…force is the Newton (N) and is defined as (kg·m/s²).</td>
<td>0/1</td>
<td>beyond text</td>
</tr>
</tbody>
</table>

Table 4: Error cases of DeIsTE in SciTAIL. “…” truncated text. “G/P”: gold/predicted label.

Table 5: Train on different TE datasets, test accuracy on two-way RTE-5. State-of-the-art refers to (Iftene and Moruz, 2009)

<table>
<thead>
<tr>
<th></th>
<th>dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority baseline</td>
<td>50.0</td>
<td>50.0</td>
</tr>
<tr>
<td>State-of-the-art</td>
<td>–</td>
<td>73.5</td>
</tr>
<tr>
<td>training data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNLI</td>
<td>47.1</td>
<td>46.0</td>
</tr>
<tr>
<td>SciTAIL</td>
<td>60.5</td>
<td>60.2</td>
</tr>
</tbody>
</table>

Rocktäschel et al. (2016) employ neural word-to-word attention for SNLI task. Wang and Jiang (2016) propose match-LSTM, an extension of the attention mechanism in (Rocktäschel et al., 2016), by more fine-grained matching and accumulation. Cheng et al. (2016) present a new LSTM equipped with a memory tape. Other work following this attentive matching idea includes Bilateral Multi-Perspective Matching model (Wang et al., 2017), Enhanced LSTM (Chen et al., 2016) etc.

In addition, convolutional neural networks (LeCun et al., 1998), equipped with attention mechanisms, also perform competitively in TE. Yin et al. (2016) implement the attention in pooling phase so that important hidden states will be pooled with higher probabilities. Yin and Schütze (2017a) further develop the attention idea in CNNs, so that a RNN-style attention mechanism is integrated into the convolution filters. This is similar with our position-aware attentive convolution. We instead explored a way to make use of position information of alignments to do reasoning.

Attention mechanisms in both RNNs and CNNs make use of sentence interactions. Our work achieves a deep exploration of those interactions, in order to guide representation learning in TE.

5 Summary

This work proposed DeIsTE to deal with an end-task oriented textual entailment task – SciTAIL. Our model enables a comprehensive utilization of inter-sentence interactions. DeIsTE outperforms competitive systems by big margins.

Acknowledgments. We thank all the reviewers for insightful comments. This research is supported in part by DARPA under agreement number FA8750-13-2-0008, and by a gift from Google.
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Abstract

A homographic pun is a form of wordplay in which one signifier (usually a word) suggests two or more meanings by exploiting polysemy for an intended humorous or rhetorical effect. In this paper, we focus on the task of pun location, which aims to identify the pun word in a given short text. We propose a sense-aware neural model to address this challenging task. Our model first obtains several WSD results for the text, and then leverages a bidirectional LSTM network to model each sequence of word senses. The outputs at each time step for different LSTM networks are then concatenated for prediction. Evaluation results on the benchmark SemEval 2017 dataset demonstrate the efficacy of our proposed model.

1 Introduction

There exists a class of language constructs known as puns in natural language utterances and texts, and the speaker or writer intends for a certain word or other lexical item to be interpreted as simultaneously carrying two or more separate meanings. Though puns are an important feature in many discourse types, they have attracted relatively little attention in the area of natural language processing.

A pun is a form of wordplay in which a word suggests two or more meanings by exploiting polysemy, homonymy, or phonological similarity to another word, for an intended humorous or rhetorical effect (Miller et al., 2017). Puns where the two meanings share the same pronunciation are known as homographic puns, which are the focus of this study. For example, the following punning joke exploits contrasting meanings of the word “interest” and it is a homographic pun.

I used to be a banker but I lost interest.

Since the pun word plays the key role in forming a pun, it is very important and meaningful to identify the pun word in a given text. The task of identifying the pun word is known as pun location, which is defined in SemEval 2017 Task 7\footnote{http://alt.qcri.org/semeval2017/task7/}. In order to address this special task, various approaches have been attempted, including rule-based approach (Vechtomova, 2017), knowledge-based approach (Indurthi and Oota, 2017; Xiu et al., 2017) and supervised approach (Pramanick and Das, 2017; Mikhailkova and Karyakin, 2017). However, these approaches do not achieve good results, and the best F1 score for homographic pun location is just 0.6631, which is achieved by the Idiom Savant system with a knowledge-based approach (Doogan et al., 2017). The results demonstrate that pun location is a very challenging task.

In order to address this challenging task and improve the state-of-the-art performance, we propose a sense-aware neural model in this study. Our model first obtains several WSD (Word Sense Disambiguation) results for the text, and leverages a bidirectional LSTM network to model each sequence of word senses. The outputs at each time step for different LSTM networks are then concatenated for pun word prediction. Evaluation results of cross-validation on the benchmark SemEval 2017 dataset demonstrate the efficacy of our proposed model.

The contributions of this paper are summarized as follows:

- We propose a novel sense-aware neural model to address the pun location task.
- Our proposed model outperforms several baseline neural models and achieves the state-of-the-art performance.
2 Related Work

Pun detection aims to determine whether a given short text contains a pun (Miller et al., 2017). Various methods have been proposed to address this task, including WSD based methods (Pedersen, 2017), PMI-based methods (Sevgili et al., 2017) supervised methods (Xiu et al., 2017; Indurthi and Oota, 2017; Pramanick and Das, 2017; Mikhalkova and Karyakin, 2017; Vadehra, 2017). More specifically, the bi-directional RNN has been used in (Indurthi and Oota, 2017), and vote-based ensemble classifier is used by (Vadehra, 2017).

Pun location is a more challenging task than pun detection, because it aims to find the actual pun word in the given text. Previous works find some clues about puns in the texts. For example, pun is more likely appeared towards the end of sentences (Pedersen, 2017; Miller and Turković, 2016). Many puns have a particularly strong associations with other words in the contexts (Sevgili et al., 2017). A variety of methods have been proposed to locate the pun words. For example, UWaterloo system constructs a rule-based pun locator that scores candidate words according to eleven simple heuristics (Vechtomova, 2017). BuzzSaw system attempts to locate the pun in a sentence by selecting the polysemous word with the two most dissimilar senses (Oele and Evang, 2017). Duluth system identifies the last word which changed senses between different word sense disambiguation results (Pedersen, 2017). Fermi system uses Bi-directional RNN to learn a classification model (Indurthi and Oota, 2017). Idiom Savant system uses n-grams features, and only content words including nouns, verbs, adverbs and adjectives are considered as candidate words (Doogan et al., 2017). Pun interpretation is considered a subsequent step for pun location, and it aims to annotate the two meanings of the given pun by reference to WordNet sense keys. In the work of (Miller and Gurevych, 2015), traditional language-agnostic WSD approaches are adapted to “disambiguate” puns, and rather to identify their double meanings.

Word Sense Disambiguation (WSD) is also related to our work. Some prior works compute overlaps of glosses between the target word and its context (Lesk, 1986). These approaches derive information from some lexicon thesauruses for WSD, including WordNet (Fellbaum, 1998) and BabelNet (Navigli and Ponzetto, 2012). Supervised models, including neural models, have been successfully applied to WSD (Yuan et al., 2016; Raganato et al., 2017).

3 Baseline Neural Model (BM)

The task of pun location needs to locate the exact pun word in each short text or sentence. We regard pun location as a word-level classification task, and attempt to train a model that can predict whether a word in a sentence is a pun or not. A word will be regarded as a pun word with high probability when it is a noun, verb, adjective or adverb, therefore, we only try to make prediction of one word when it has one of the four kinds of parts of speech tags.

Our baseline model for pun word prediction is similar to (Indurthi and Oota, 2017) and it adopts a bi-directional LSTM network to accomplish this task. The neural network architecture of the model is shown in Figure 1. The input to the network is the embeddings of words, and we use the pre-trained word embeddings by using word2vec (Mikolov et al., 2013) on the Wikipedia corpus whose size is over 11G. The hidden state of the forward LSTM and the hidden state of the backward LSTM are concatenated at each time step (word), and we get the concatenated hidden vectors for all words: $h_1, ..., h_n$. The vector $h_i$ for each word having one of the four kinds of POS tags is then sent to a two-layer feed-forward neural network with $\text{tanh}$ as activation function, and the output is a real number $o_i$. We then use the sigmoid function $\sigma$ on $o_i$ to make prediction. Since in the experimental data there is only one pun word in each sentence, we will take the $k$-th word as pun word if and only if $o_k$ is the largest number out of all $o_i, i = 1, ..., n$, and $\sigma(o_k) > 0.5$. We use the cross-entropy loss in this model.

4 Sense-Aware Neural Model (SAM)

The baseline neural model is built on the word level and the word senses can only be implicitly captured by the model. Moreover, a pun word usually has two senses in the sentence, while the baseline neural model cannot disambiguate them. In order to improve the prediction performance, we propose a sense-award neural model which is built on WSD results. Two or more WSD results are obtained by using different WSD algorithms or different configurations, and the WSD results may be different. The sequence of word senses corresponding to each WSD result is modeled by a
Figure 1: Baseline neural model with bidirectional LSTM network and the outputs of different LSTM networks are then concatenated for prediction. In this way, the different senses of words can be well captured by our model.

Different from the Duluth system (Pedersen, 2017) which identifies the last word which changed senses between different runs of the WordNet::SenseRelate::AllWords disambiguation algorithm, we do not use the WordNet-based WSD results. Furthermore, we do not heuristically identify the pun word but propose a neural model to achieve this goal.

4.1 Word Sense Disambiguation and Sense Embedding

In order to obtain sense inventory and the sense embeddings for each word, we choose SenseGram (Pelevina et al., 2016). The SenseGram toolkit is available online\(^2\), and it can take as an input the word embeddings and split different senses of the input words. For instance, the vector for the word “table” will be split into “table (data)” and “table (furniture)”. SenseGram induces sense inventory from existing word embeddings via clustering of ego-networks of related words. In our work, the Wikipedia corpus is used to train word embeddings (together with contextual embeddings of words) by using word2vec and then the word embeddings are used by SenseGram for inducing sense inventory and sense embeddings. The word similarity graph used by SenseGram is built based on the similarity between word embeddings. Note that we do not use WordNet as sense inventory because the sense inventory is too fine-grained and many words are not included in WordNet.

Given each target word \( \omega \) and its context words \( C = \{ c_1, ..., c_k \} \) in the sentence, we want to assign a sense vector to \( \omega \) from the set of its sense vectors \( S = \{ s_1, ..., s_m \} \). We use two simple WSD methods for achieving this. The first WSD strategy is based on the sigmoid function. \( \tau_c \) is the mean of the contextual embeddings of words in \( C \) and the sense embedding of \( \omega \) is chosen as

\[
s^* = \arg \max_{s_i \in S} \frac{1}{1 + e^{-\tau_c \cdot s_i}}
\]

Let \( \tau_w \) be the mean of the word embeddings of words in \( C \), which is different from \( \tau_c \). The second disambiguation strategy is based on the cosine similarity function.

\[
s^* = \arg \max_{s_i \in S} \frac{\tau_w \cdot s_i}{\|\tau_w\| \cdot \|s_i\|}
\]

For each WSD strategy, we can set different window sizes of 3 and 50 (the maximum sentence length in the corpus) as different configurations. By obtaining different WSD results, we expect to well capture the characteristics of homographic puns.

4.2 Neural Model Details

The proposed sense-aware neural model differs from the baseline neural model in that it models multiple sequences of word senses corresponding to different WSD results. In other words, the sense-aware model works on the sense level, but the baseline model works on the word level.

The architecture of the sense-aware model is illustrated in Figure 2, which contains several bi-directional LSTM networks. For each WSD result, the sequence of sense embeddings is taken as input for a bi-directional LSTM network. Assuming we have \( K \) WSD results, the outputs \( h^j_i \) by \( K \) different bi-directional LSTM networks for the same \( i \)-th word (i.e., the \( i \)-th time step) are then concatenated into one vector, and the vector is sent to a two-layer feed-forward neural network and a sigmoid function for prediction. The loss function is the same as that of the baseline model. Our sense-aware model can be considered as applying the baseline model on different WSD results and then combining the outputs for prediction.

\(^2\)https://github.com/tudarmstadt-lt/sensegram
4.3 Model Training

We use stochastic gradient descent to train the neural models with a batch size of 225 and 512 hidden units, and the learning rate is 0.0001 and the size of embeddings and hidden vectors is 300.

5 Experiments

5.1 Dataset

We use the benchmark dataset from SemEval 2017 Task 7. There are a total of 2250 sentences in the dataset, 1607 of which contain a pun. For Pun Location, we only use sentences with pun words for evaluation, the same as the task setting. Since no training data is provided, so we test our models with 10-fold cross validation. We combine the output results on each test set of all 10 folds and then calculate precision, recall and F-score on the combined set. Thus the scores are comparable to the official results based on the whole test set.

5.2 Word Sense Disambiguation

As is mentioned in section 4.1, we can obtain four WSD results with two different strategies and two different window sizes. We make three groups based on four WSD results: Group 1 (G1) contains two WSD results with the first WSD strategy with two window sizes of 3 and 50; Group 2 (G2) contains two WSD results with the second WSD strategy with two window sizes; Group 3 (G3) contains all results in Group 1 and Group 2.

5.3 Evaluation Results

We compared our proposed SAM model (w/ three groups of WSD results) with the baseline model BM. We also apply the bi-directional LSTM model on the sequence of senses for each single WSD result and thus get BiLSTM-WSD1 through BiLSTM-WSD4. Moreover, we apply SVM and CRF models with various features (e.g., ngram, POS tagging, word location, word similarity, etc.) on this task.

Table 1 shows the results. In the table, we also present the results of the best participating system Idiom Savant, and two official baselines (last word and max. polysemy). We can see that the baseline BM model does not perform well, while the CRF model performs very well. The results of BiLSTM-WSD1 through BiLSTM-WSD4 are much better than the BM model, which indicates that the sense-level prediction is more suitable than the word-level prediction. Our proposed SAM model with different groups of WSD results can further improve the performance, because different WSD results may provide complementary information for pun location. The SAM model with G1 performs the best, even outperforming the SAM model with more WSD results (G3), which indicates the necessity for choosing proper WSD results.

5.3 Evaluation Results

We compared our proposed SAM model (w/ three groups of WSD results) with the baseline model BM. We also apply the bi-directional LSTM model on the sequence of senses for each single WSD result and thus get BiLSTM-WSD1 through BiLSTM-WSD4. Moreover, we apply SVM and CRF models with various features (e.g., ngram, POS tagging, word location, word similarity, etc.) on this task.

Table 1 shows the results. In the table, we also present the results of the best participating system Idiom Savant, and two official baselines (last word and max. polysemy). We can see that the baseline BM model does not perform well, while the CRF model performs very well. The results of BiLSTM-WSD1 through BiLSTM-WSD4 are much better than the BM model, which indicates that the sense-level prediction is more suitable than the word-level prediction. Our proposed SAM model with different groups of WSD results can further improve the performance, because different WSD results may provide complementary information for pun location. The SAM model with G1 performs the best, even outperforming the SAM model with more WSD results (G3), which indicates the necessity for choosing proper WSD results.

6 Conclusion

In this work, we apply the neural network models to the pun location task. We proposed a novel sense-aware neural model to leveraging multiple WSD results. Evaluation results on the benchmark SemEval 2017 dataset demonstrate the efficacy of our proposed model. In future work, we will test with more advanced WSD algorithms and try to address the pun interpretation task.
<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.717</td>
<td>0.717</td>
<td>0.717</td>
</tr>
<tr>
<td>CRF</td>
<td>0.759</td>
<td>0.759</td>
<td>0.759</td>
</tr>
<tr>
<td>BM</td>
<td>0.751</td>
<td>0.617</td>
<td>0.677</td>
</tr>
<tr>
<td>BiLSTM-WSD1</td>
<td>0.751</td>
<td>0.742</td>
<td>0.746</td>
</tr>
<tr>
<td>BiLSTM-WSD2</td>
<td>0.754</td>
<td>0.745</td>
<td>0.750</td>
</tr>
<tr>
<td>BiLSTM-WSD3</td>
<td>0.735</td>
<td>0.726</td>
<td>0.730</td>
</tr>
<tr>
<td>BiLSTM-WSD4</td>
<td>0.742</td>
<td>0.732</td>
<td>0.737</td>
</tr>
<tr>
<td>SAM-G1</td>
<td>0.815</td>
<td>0.747</td>
<td>0.780</td>
</tr>
<tr>
<td>SAM-G2</td>
<td>0.828</td>
<td>0.731</td>
<td>0.766</td>
</tr>
<tr>
<td>SAM-G3</td>
<td>0.804</td>
<td>0.745</td>
<td>0.773</td>
</tr>
<tr>
<td>Idiom Savant</td>
<td>0.664</td>
<td>0.663</td>
<td>0.663</td>
</tr>
<tr>
<td>last word</td>
<td>0.470</td>
<td>0.470</td>
<td>0.470</td>
</tr>
<tr>
<td>max. polysemy</td>
<td>0.180</td>
<td>0.180</td>
<td>0.180</td>
</tr>
</tbody>
</table>

Table 1: Comparison results.
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Abstract

Word Embeddings (WE) have recently imposed themselves as a standard for representing word meaning in NLP. Semantic similarity between word pairs has become the most common evaluation benchmark for these representations, with vector cosine being typically used as the only similarity metric. In this paper, we report experiments with a rank-based metric for WE, which performs comparably to vector cosine in similarity estimation and outperforms it in the recently-introduced and challenging task of outlier detection, thus suggesting that rank-based measures can improve clustering quality.\textsuperscript{1}

1 Introduction

“All happy families resemble one another, but each unhappy family is unhappy in its own way.”
Anna Karenina, Leo Tolstoy

Distributional Semantic Models (DSMs) have received an increasing attention in the NLP community, as they constitute an efficient data-driven method for creating word representations and measuring their semantic similarity by computing their distance in the vector space (Turney and Pantel, 2010).

The most popular similarity metric in DSMs is the vector cosine. Compared to Euclidean distances, vector cosine scores are normalized on each dimension and hence are robust to the scaling effect. On the other hand, one limitation of this metric is that it regards each dimension equally, without taking into account the fact that some dimensions might be more relevant for characterizing the semantic content of a word. Such a limitation led to the introduction of alternative metrics based on feature ranking, which have been reported to outperform vector cosine in several similarity tasks (Santus et al., 2016a,b).

Recently, the focus of the research on word representations has been shifting onto the so-called word embeddings (WE), which are dense vectors obtained by means of neural network training that achieved significant improvements in several similarity-related tasks (Mikolov et al., 2013a; Baroni et al., 2014). Although the representation type of the embeddings was helpful for reducing the sparsity of traditional count vectors, their nature does not sensibly differ (Levy et al., 2015). Most research works involving WE still adopt vector cosine for similarity estimation, yet little experimentation has been done on alternative metrics for comparing dense representations (exceptions include Camacho-Collados et al. (2015)).

Some attempts to directly transfer rank-based measures from traditional DSMs to WE have faced difficulties (see, for example, Jebbara et al. (2018)). In this paper, we suggest a possible solution to this problem by adapting AP\textsuperscript{2}Syn, a rank-based similarity metric originally proposed for sparse vectors (Santus et al., 2016b,a), to low-dimensional word embeddings. This goal is achieved by removing the parameter \( N \) (the extent of the feature overlap to be taken into account) and adding a smoothing parameter that is proven to be constant under multiple settings, therefore making the measure unsupervised.

Our experiments show performance improvements both in similarity estimation and in the more challenging outlier detection task (Camacho-Collados and Navigli, 2016), which consists in cluster and outlier identification.\textsuperscript{2}

\textsuperscript{1}Enrico Santus and Hongmin Wang equally contributed to this work, which was started while they were both affiliated to the Singapore University of Technology and Design.

\textsuperscript{2}Code and vectors used for the experiments are available at https://github.com/esantus/Outlier_Detection.
2 Similarity, Relatedness and
Dissimilarity: Current Issues in the
Evaluation of DSMs

A classical benchmark for DSMs is represented by the estimation of word similarity: evaluation datasets are built by asking human subjects to rate the degree of semantic similarity of word pairs, and the performance is assessed in terms of the correlation between the average scores assigned to the pairs by the subjects and the cosines of the corresponding vectors (similarity estimation task).

Similarity as modeled by DSMs has been under debate, as its definition is underspecified. It in fact includes an ambiguity with the more generic notion of semantic relatedness, which is present also in many popular datasets (i.e. the concepts of coffee and cup are certainly related, but there is very little similarity about them), as opposed to ‘genuine’ semantic similarity (i.e. the relation holding between concepts such as coffee and tea) (Agirre et al., 2009; Hill et al., 2015; Gladkova and Drozd, 2016). Therefore, when testing a DSM, it is important to pay attention to what type of semantic relation is actually modeled by the evaluation dataset. Moreover, researchers pointed out that similarity estimation alone does not constitute a strong benchmark, as the inter-annotator agreement is relatively low in all datasets and the performance of several automated systems is already above the upper bound (Batchkarov et al., 2016). As a consequence, workshops such as RepEval have been organized with the explicit purpose of finding alternative evaluation tasks for DSMs.

A recent proposal is the challenging outlier detection task (Camacho-Collados andNavigli, 2016; Blair et al., 2016), which consists in the recognition of cluster membership, as well as of a relative degree of semantic dissimilarity. The task is described as follows: given a group of words, identify the outlier, namely the word that does not belong to the group (i.e. the one that is less similar to the others). On top of its potential applications (e.g. ontology learning), detecting outliers in clusters is a goal that poses a more strict quality requirement on the distributional representations compared to tests based simply on pairwise comparisons, as it is required that similar words group into semantically meaningful clusters. Clearly, the task involves the identification of discriminative semantic dimensions, which could set the cluster members apart from non-members. Outliers are not necessarily unrelated to the other words: rather, they have a lower degree of similarity with respect to some prominent property of the cluster (e.g. the case of Los Angeles Lakers as an outlier in a cluster of football teams). In our view, a similarity metric has to exploit such discriminative dimensions to form cohesive clusters.

3 A Rank-Based Metric for Embeddings

We use cosine as a baseline and we test an adaptation of a rank-based measure to the dense features of the word embeddings.

Vector cosine computes the correlation between all the vector dimensions, independently of their relevance for a given word pair or for a semantic cluster, and this could be a limitation for discerning different degrees of dissimilarity. The alternative rank-based measure is based on the hypothesis that similarity consists of sharing many relevant features, whereas dissimilarity can be described as either the non-sharing of relevant features or the sharing of non-relevant features (Santus et al., 2014, 2016b).

This hypothesis could turn out to be very helpful for a task like the outlier detection, where prominent features might be the key to improve clustering quality: semantic dimensions that are shared by many of the cluster elements should be weighted more, as they are likely to be useful for setting the outliers apart. In fact, a cohesive cluster should be mostly characterized by the same ‘salient’ dimensions, and thus, basing word comparisons on such dimensions should lead to more reliable estimates of cluster membership.

In our contribution, we propose to adapt APSyn, a metric originally proposed by Santus et al. (2016a,b), to dense word embeddings representations. APSyn was shown to perform well on both synonymy detection and similarity estimation tasks, and it was recently adapted to achieve state-of-the-art results in thematic fit estimation (Santus et al., 2017). The original APSyn formula is shown in equation 1.

\[
APSyn(w_x,w_y) = \sum_{i=0}^{i=N} \frac{1}{AVG(r_x(f_i),r_y(f_i))}
\]

For every feature \(f_i\) in the intersection between the top \(N\) features of two vectors \(w_x\) and \(w_y\), we

\(553\)
add the inverse of the average rank of such feature, \( r_s(f_x) \) and \( r_s(f_y) \), in the two decreasingly value-sorted vectors \( s_x \) and \( s_y \) (in traditional vectors, often the parameter \( N \geq 1000 \), but in WE \( N = |f| \)). \( APSyn \) scores low if the features of the two vectors are inversely ranked and high if they are similarly ranked.

\( APSyn \) maps the average feature ranks to a non-linear function, emphasizing the contribution of top-ranked features. Its direct application to dense embeddings would shrink too much the contribution of lower ranks (see Figure 1), with the score mostly affected by the top \( \sim 25 \) features. While this is reasonable for the traditional vectors derived from co-occurrence counts, where thousands of smaller contributions can still affect the final score, dense vectors need a smoother curve. While preserving the idea of the non-linear weight allocation across the average feature ranks during the summation, we modify the original \( APSyn \) formula by taking the exponential of the feature ranks to a power of a constant value ranging between 0 and 1 (excluded), as shown in equation 2, such that now the number of ranks contributing to the final score is widen to all features (see the smoother curve of \( APSynPower \) in Figure 1). We name this variant \( APSynPower \) or, shortly, \( APSynP \).

\[
APSynP(w_x, w_y) = \sum_{i=0}^{i=|f|} \frac{1}{AVG(r_s(f_i)^p, r_s(f_i)^p)}
\]  

(2)

The power \( p \) added to \( APSynP \) formula is a trainable parameter. We trained it on the similarity subset of WordSim dataset, obtaining the optimal value of \( p = 0.1 \), which has been successfully used in all evaluations, under all settings (i.e. embedding types and training corpora). Such regularity allows us to consider \( p = 0.1 \) as a constant, therefore dropping \( p \). Since in WE we can drop also the parameter \( N \) by defining \( N = |f| \), \( APSynP \) can be not parametrized at all.

4 Evaluation Settings

4.1 Embeddings

For our experiments, we used two popular word embeddings architectures: the Skip-Gram with negative sampling (Mikolov et al., 2013a,b) and the GloVe vectors (Pennington et al., 2014) (standard hyperparameter settings: 300 dimensions, context size of 10 and negative sampling).\(^4\)

For comparison with Camacho-Collados and Navigli (2016) on outlier detection, we used the same training corpora: the UMBC (Han et al., 2013) and the English Wikipedia.\(^5\)

4.2 Datasets

As for the similarity estimation task, we evaluate the Spearman correlation between system-generated scores and human judgments. We used three popular benchmark datasets: WordSim-353 (Finkelstein et al., 2001), MEN (Bruni et al., 2014) and SimLex-999 (Hill et al., 2015). It is important to point out that SimLex-999 is the only one specifically built for targeting genuine semantic similarity, while the others tend to mix similarity and relatedness scores.

As for outlier detection, we evaluate our DSMs on the 8-8-8 dataset (Camacho-Collados and Navigli, 2016). The dataset consists of eight clusters, each one with a different topic and consisting in turn of eight lexical items belonging to the cluster and eight outliers (with four degrees of relatedness to the cluster members: C1, C2, C3, C4). In total, the dataset includes 64 sets of 8 words + 1 outlier for the evaluation. For each word \( w \) of a cluster \( W \) of \( n \) words, the authors defined a compactness score \( c(w) \) corresponding to the average of all pairwise similarities of the words in \( W \setminus \{w\} \). On the basis of the compactness score, they proposed two evaluation metrics: Outlier Position (OP) and Outlier Detection (OD). Given a set \( W \) of \( n+1 \) words, OP is the rank of the outlier \( w_n \) + 1 according to the compactness score. Ideally, the rank of the outlier should be \( n \), mean-

\(^4\)We also performed experiments with CBOW embeddings (Mikolov et al., 2013b), but results were irregular and inconsistent. We leave therefore their analysis to future work.

\(^5\)Dump of Nov. 2014, approx. 1.7 billion words.
Table 1: Similarity Estimation, Spearman Correlation by Setting. Embeddings trained on Wikipedia.

<table>
<thead>
<tr>
<th></th>
<th>Skip-Gram</th>
<th>GloVe</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WordSim-353</td>
<td>MEN</td>
</tr>
<tr>
<td>Cosine</td>
<td>0.736</td>
<td>0.758</td>
</tr>
<tr>
<td>APSyn</td>
<td>0.599</td>
<td>0.643</td>
</tr>
<tr>
<td>APSynP</td>
<td>0.710</td>
<td>0.737</td>
</tr>
</tbody>
</table>

Table 2: Outlier Detection, Performance by Setting. CC-Cos refers to Camacho-Collados andNavigli (2016)’s pairwise method, while PT-Cos refers to the prototype-based one. In bold, best scores per method; in bold and underlined, best scores per corpus-embedding combination.

Outlier Detection (OD), is indeed defined as 1 iff $OP(w_n + 1) = n$, 0 otherwise. Finally, the performance on a dataset composed of $|D|$ sets of words was estimated in terms of Outlier Position Percentage (OPP, Eq. 3) and Accuracy (Eq. 4):

$$OPP = \frac{\sum_{W \in D} OP(W)}{|D|} \times 100$$  \hspace{1cm} (3)

$$Accuracy = \frac{\sum_{W \in D} OD(W)}{|D|} \times 100$$  \hspace{1cm} (4)

4.3 Pairwise and Prototype Approaches to Outlier Detection

While for the similarity task scores are always calculated pairwise, for spotting the outlier two different methods were tested: the pairwise comparisons and the cluster prototype.

In the first case, we reimplemented the method of Camacho-Collados and Navigli (2016): (i) compute the average similarity score of each word with the other words in the cluster; (ii) pick as the outlier the word with the lowest average score. An alternative consists in creating a cluster prototype: (i) for a cluster of N words, we create N prototype vectors by excluding each time one of the words and averaging the vectors of the other ones; (ii) we pick as the outlier the word with the lowest similarity score with the prototype built out of the vectors of the other words in the cluster.

5 Results and Discussion

Table 1 summarizes the correlations for the similarity task. APSynP outperforms both vector cosine and APSyn in all the datasets described in 4.2 when GloVe embeddings are used. The advantage is statistically significant over the cosine on the MEN dataset ($p < 0.05$) and over APSyn on all datasets ($p < 0.01$). With Skip-Gram embeddings, APSynP performs comparably to vector cosine for relatedness, dominant in WordSim and MEN, while retaining a significant advantage over APSyn on the same datasets ($p < 0.05$). It also performs slightly better than cosine in SimLex-999, and this complies with previous findings of Santus et al. (2016a), who showed that APSyn performs better on genuine similarity datasets. Apparently, the top-ranked vector dimensions (those contributing more to APSyn scores) are more often shared by similar words, than by simply related ones.

As it can be easily noticed by looking at the bold
line, \textsl{APSynP} outperforms the baselines in all settings for both Skip-Gram and GloVe, obtaining higher accuracies and OPPs. Not only \textsl{APSynP} is better at identifying the outlier, but when it is not able to do so, its error is minimum (e.g. the outlier is eventually the second ranked candidate). The best accuracy (73.4 vs. SOA of 70.3) and the best OPP (94.9 vs. SOA of 93.8) are both obtained by \textsl{APSynP} with the prototype approach, using the Skip-Gram trained on Wikipedia. We also tested the significance of the accuracy improvements with the $\chi^2$ test but, also given the small size of the 8-8-8 dataset, the result was negative.

Finally, we observe that the two approaches described in 4.3 do not lead to sensitively different results. The major factors of difference can be found instead in the embeddings (with Skip-Gram outperforming Glove) and in the training corpus (the smaller Wikipedia, 1.7B words, outperforms the bigger UMBC, 3B words).

5.1 Error Analysis

In Table 3, we report the 5 outliers that were most difficult to detect by \textsl{APSynP}. Most of them are related to the German Car Manufacturers topic, which was ambiguous and populated by rare terms. All outliers in the Months and in the South American countries clusters (except for the two South-American cities Rio de Janeiro and Bogotá) are successfully identified under all experimental settings. Finally, the reader can notice that most errors belong to C1 and C2, which are the most challenging classes in the dataset, as these outliers are either very related or very similar to other cluster members.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Outlier</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCM</td>
<td>Bridgestone</td>
<td>C1</td>
</tr>
<tr>
<td>AJC</td>
<td>Mary</td>
<td>C1</td>
</tr>
<tr>
<td>GCM</td>
<td>Michael Schumacher</td>
<td>C3</td>
</tr>
<tr>
<td>SSP</td>
<td>Moon</td>
<td>C1</td>
</tr>
<tr>
<td>GCM</td>
<td>Samsung</td>
<td>C2</td>
</tr>
<tr>
<td>BC</td>
<td>dolphin</td>
<td>C2</td>
</tr>
<tr>
<td>TTC</td>
<td>software</td>
<td>C3</td>
</tr>
<tr>
<td>BC</td>
<td>dog</td>
<td>C1</td>
</tr>
<tr>
<td>GCM</td>
<td>Michelin</td>
<td>C1</td>
</tr>
<tr>
<td>ITC</td>
<td>Adidas</td>
<td>C2</td>
</tr>
</tbody>
</table>

Table 3: Outlier Detection: Top 10 common errors across settings and their difficulty class (i.e. C1, C2, C3 and C4). (GCM: German Car Manufacturers; AJC: Apostles of Jesus Christ; SSP: Solar System Planets; BC: Big Cats; ITC: IT Companies).

6 Conclusions

We have introduced \textsl{APSynP}, an adaptation of the rank-based similarity measure \textsl{APSyn} (Santus et al., 2016a,b) for word embeddings. This adaptation introduces a power parameter $p$, which is shown to be constant in multiple tasks (i.e. $p = 0.1$). The stability of this parameter, together with the possibility of dropping the parameter $N$ of \textsl{APSyn} when using WE by setting $N = |f|$, makes the measure unsupervised. We have tested it on the tasks of similarity estimation and outlier detection, obtaining similar or better performances than vector cosine and the original \textsl{APSyn}. \textsl{APSynP} performs more consistently on SimLex-999, showing a preference for genuine similarity, as already noticed by Santus et al. (2016a). We also introduced a new approach to the outlier detection task, based on a cluster prototype. The prototype method is competitive and computationally less expensive than pairwise comparisons.

We leave to future work a systematic comparison of \textsl{APSynP} and other rank-based measures. Pilot tests have shown that other rank-based metrics (e.g. Spearman’s Rho) also outperform vector cosine in multiple settings and tasks.
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Abstract

Word embeddings are crucial to many natural language processing tasks. The quality of embeddings relies on large non-noisy corpora. Arabic dialects lack large corpora and are noisy, being linguistically disparate with no standardized spelling. We make three contributions to address this noise. First, we describe simple but effective adaptations to word embedding tools to maximize the informative content leveraged in each training sentence. Second, we analyze methods for representing disparate dialects in one embedding space, either by mapping individual dialects into a shared space or learning a joint model of all dialects. Finally, we evaluate via dictionary induction, showing that two metrics not typically reported in the task enable us to analyze our contributions’ effects on low and high frequency words. In addition to boosting performance between 2-53%, we specifically improve on noisy, low frequency forms without compromising accuracy on high frequency forms.

1 Introduction

Many natural language processing tasks require word embeddings as inputs, yet quality embeddings require large, non-noisy corpora. Dialectal Arabic (DA), the low register of highly diglossic Arabic (Ferguson, 1959), is problematically noisy. While the high register, Modern Standard Arabic (MSA), is uniform across educated circles in the Arab World, many varieties of DA are not even mutually intelligible (Chiang et al., 2006). The lexical correspondences across four Arab city dialects in Table 1 demonstrate that this variation is not limited to sound change among cognate forms, but involves significant lexical changes due to borrowing, semantic shift, etc.

Table 1: Lexical correspondences between four urban Arabic dialects and MSA.

<table>
<thead>
<tr>
<th>Rabat</th>
<th>Cairo</th>
<th>Beirut</th>
<th>Doha</th>
<th>MSA</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>مطليشة</td>
<td>قوطية</td>
<td>بنوهرة</td>
<td>طماطم</td>
<td>طماطم</td>
<td>tomato</td>
</tr>
<tr>
<td>طيلة</td>
<td>طريزة</td>
<td>طازلة</td>
<td>طماطم</td>
<td>طماطم</td>
<td>table</td>
</tr>
<tr>
<td>لذيذ</td>
<td>حلو</td>
<td>طيب</td>
<td>لذيذ</td>
<td>لذيذ</td>
<td>decilicious</td>
</tr>
</tbody>
</table>

Seldom written previously, DA is becoming the dominant form of Arabic on social media, yet annotated data are still scarce (Muhammad Abdul-Mageed and Elaraby, 2018; Israa Alsarsour and Elsayed, 2018; Kareem Darwish and Kallmeyer, 2018). While complex morphology contributes to sparsity in both MSA and DA (Habash, 2010), noise from inter-dialect variation and unstandardized spelling further reduces token-to-type ratios in DA. This limits opportunities to learn accurate vector representations for any given word. Table 2 shows that the MSA token-to-type ratio is over three times larger than DA, controlling for corpus size. This is still not nearly as large as English due to English’s morphological simplicity. Furthermore, the percentage of tokens belonging to low frequency types is three times greater in DA.

Many previous works ignore inter-dialect variation, training dialect agnostic embeddings, yet we show that modeling dialects individually yields...

---

1Examples are drawn from the MADAR lexicon (Bouamor et al., 2018). Arabic script follows CODA guidelines (Habash et al., 2018) and transliteration is presented in the HSB scheme (Habash et al., 2007).

2Our DA corpora are described in Section 3 whereas the MSA and English sentences are randomly drawn from the parallel corpus described in Almahairi et al. (2016).
Table 2: Token and type based comparisons between two dialects of Arabic, MSA, and English in corpora of 13 million words each.

<table>
<thead>
<tr>
<th>Tokens per type</th>
<th>Egyptian</th>
<th>Levantine</th>
<th>MSA</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>19</td>
<td>68</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>Tokens with type frequency &lt; 5</td>
<td>6%</td>
<td>6%</td>
<td>2%</td>
<td>1%</td>
</tr>
</tbody>
</table>

3 Data

We adopt Zaidan and Callison-Burch (2011)’s 4-way coarse-grained dialect distinction of Gulf (GLF), Maghrebi (MAG), Egyptian (EGY), and Levantine (LEV). We collect corpora for each dialect by concatenating the relevant dialect identified portion of the following corpora: Almeman and Lee (2013)’s web crawl of forums, comments and blogs, Khalifa et al. (2016)’s Gumar corpus of internet novels, the Broad Operational Language Translation corpus of primarily blogs described in Zbib et al. (2012), the dialectal Arabic travel corpus of Bouamor et al. (2018), Zaidan and Callison-Burch (2011)’s online news commentary corpus, and Jarrar et al. (2014)’s corpus of subtitles and tweets. This results in 1.7 million sentences of EGY, 1.5 million GLF, 1.3 million LEV, and 1.1 million MAG. These corpora are each about 200 times smaller than MSA’s single-domain Gigaword (Parker et al., 2011), with lack of standard-
ized spelling and internal domain inconsistency compounding scarcity with noise.

To map dialects’ embeddings into shared spaces and evaluate dictionary induction, we generate seed and test dictionaries similar to Artetxe et al. (2016). We use MGIZA (Koehn et al., 2007) to align 8,000 sentences from Bouamor et al. (2018)’s travel corpus. It contains 12,000 five-way parallel sentences between the DA varieties of Beirut (LEV), Cairo (EGY), Doha (GLF), Tunis (MAG), and Rabat (MAG), but we collapse Tunis and Rabat to match Zaidan and Callison-Burch (2011)’s granularity and hold out 4,000 sentences for development on downstream tasks.

After alignment, we extract unigram translations from 2,000 sentences to form a bidialectal evaluation dictionary. This yields between 2,500 and 4,000 word pairs, with 1.3 to 1.7 average translations per word depending on the dialect pair. Lastly we realign the remaining 6,000 training sentences and extract a seed dictionary. Three annotators jointly evaluated 400 unigram pairs from the LEV–EGY evaluation dictionary. 89% were acceptable translations.

4 Word Embedding Models

We consider the following models for training word embeddings:

**FT** refers to a FASTTEXT (Bojanowski et al., 2016) implementation of SkipGram with 200 dimensions and a context window of 5 tokens on either side of the target word. A word’s vector is the sum of its SkipGram vector and that of all its component character n-grams between length 2 and 6. Since short vowels are not typically written in Arabic, many affixes only consist of a word start/end token and one character. Thus, these character n-gram parameters outperformed the range of 3 to 6 proposed by Bojanowski et al. (2016) for other languages. In preliminary experiments, FT outperformed word2vec models (Mikolov et al., 2013a; Rehúšek and Sojka, 2010) which lack subword information and hence struggle with Arabic’s morphological complexity. We also compared FT to variant implementations with larger and smaller context windows, though FT consistently performed the same or better.

**EXT** refers to an extended FT model where wide and narrow windowed embeddings, sizes 5 and 1 respectively, are trained separately. Resulting vectors are concatenated to build a 400 dimensional model. Given much work demonstrating that narrow context windows capture more syntactic information and wide windows, semantic information (Pennington et al., 2014; Trask et al., 2015; Goldberg, 2016; Tu et al., 2017), component vectors should complement each other, giving the concatenated vector access to a wider range of linguistic information. To ensure that the improvement came from vector concatenation and not simply from having higher dimensional vectors, we built 400 dimension FT models to compare to EXT, but they did not outperform 200 dimensional FT, likely due to sparsity.

**PP+EXT** refers to an EXT model trained on a preprocessed corpus where phrases have been probabilistically identified. To identify phrases, we recurse over each sentence \( R \) times, each time forming bigram phrases from component unigrams (which could have been longer n-grams in previous iterations) depending on the frequencies of the relevant unigrams and bigrams. We implement this step exactly as described in Mikolov et al. (2013c), but then we copy each output sentence \( C \) times and probabilistically decompose the deterministically identified phrases into smaller n-grams.\(^4\) More precisely, for each deterministically identified n-gram phrase, we progress from the first to the \( (n-1) \)th gram, randomly splitting the phrase at that point with probability \( \frac{e^n}{\sum_{c \geq 1} e^c} \).

The final result of the probabilistic phrase identification is \( C \) potentially unique copies of each sentence containing identified n-gram phrases of length \( n \leq 2^R \). We experimented with linear distributions in addition to the exponential one used for phrase splitting, but the exponential performed better. The exponential distribution means that it is less likely to separate at any given potential break point in longer n-grams than in shorter ones.

Like Mikolov et al. (2013c)’s deterministic identification of phrases, PP+EXT avoids training vectors on individual words in non-compositional phrases, yet PP+EXT’s probabilistic nature lets the model learn from multiple perspectives of every word/phrase’s context, with more informative phrase distributions more likely to appear more frequently. Interestingly, identifying phrases can

\(^4\)Using a development set, we found performance to plateau around \( R=5 \) and \( C=15 \) and thus adopt these parameters, though higher values of \( C \) could in theory marginally boost performance at the expense of runtime.
be harmful, as our evaluation is performed on unigrams. We implemented a deterministic version of PP+EXT but it did not outperform the baseline FT as too many unigrams were lost in longer phrases. Thus, identifying phrases probabilistically is crucial to PP+EXT’s high performance.

In preliminary experiments, probabilistic phrase identification improved the FT model without extending vectors, yet the performance did not exceed Ext. Hence, we only report PP+Ext scores, as the technique is far more effective when coupled with Ext. The combination of techniques is actually designed to be complementary: FT leverages morphology, Ext combines syntax with semantics, and probabilistic phrase identification increases the number of meaningful contexts used for training. These enable the model to learn better representations for noisy, low frequency forms without requiring additional data.

5 Multidialectal Embedding Space

We consider two options for generating multidialectal embeddings for DA: (a) a dialect agnostic model trained on all DA corpora, and (b) training individual dialect models separately before mapping them into a shared embedding space. While (b) leverages less data per model, (a) is subject to more noise and ambiguity, as many words are unique to certain dialects or have disparate meanings in different dialects. (b) can be seeded with a bidialectal dictionary or parallel sentences. We found the dictionary approach to perform better.

ALLDA is a PP+EXT model trained on a combined corpus of all dialects. To avoid code switching issues, ALLDA assigns words only to those dialects for which its relative frequency in that dialect’s corpus is greater than 5% of its maximum relative frequency in any dialect. Thus, a word assigned to multiple dialects will take the same vector in each dialect and be its own nearest neighbor for any dialect pairs where it belongs to both.

VECMAP is Artetxe et al. (2016, 2017a)’s tool that uses a seed dictionary (or shared numerals) to learn a mapping function which minimizes distances between seed dictionary unigram pairs. In data scarce settings, the function can be learned iteratively, inducing a larger seed dictionary each round, yet the noise in our DA corpora prevents this process from getting off the ground, producing scores of zero after a few iterations.

MUSE is Conneau et al. (2017)’s tool, using adversarial learning (and optionally a seed) to identify similarly behaving high frequency anchor words, bootstrapping into fine tuning the mapping of less frequent words. MUSE is specifically designed for data scarce and unsupervised settings. It assumes shared embedding structures to be identifiable, and the authors demonstrate that domain differences can strain this assumption.

6 Experiments and Results

To evaluate the quality of our DA word embeddings, we use the task of dictionary induction. Given source dialect words from the evaluation dictionary, we attempt to recall appropriate translations in the target dialect based on cosine distance in multidialectal embedding space. The standard metric for this task is precision@k=1 (P@1) (Artetxe et al., 2016, 2017a; Conneau et al., 2017), measuring the fraction of source words in the evaluation dictionary for which the nearest target dialect neighbor matches any of the possible translations in the evaluation dictionary.

We, however, are also concerned with how well multiple translations are recalled, as many words become polysemous in DA with short vowels omitted and spelling not standardized. For this reason, many words appearing both in the seed and evaluation dictionaries do not map to the exact same set of possible translations in each. Thus, many precision errors may be forgiveable, so we focus on recall, reporting the metric recall@k=5 (R@5). Lastly, because types appear in a Zipfian distribution and type-based metrics disproportionately reflect accuracy in the tail, we report a frequency weighted recall@k=5 (WR@5) as well. Considering both R@5 and WR@5 avoids the risk of improving performance on high or low frequency types at the expense of the other.

In Table 3, models FT, Ext, and PP+Ext are trained on individual dialects, then mapped using supervised SVECMAP into bidialectal embedding spaces. We experimented with all combinations of mapping algorithms and embedding models, yet SVECMAP consistently outperformed the other mapping algorithms. We also report results for unsupervised UMUSE leveraging PP+Ext embeddings. ID is an identity dictionary mapping.

\footnote{R@5 and WR@5 are normalized by the score of an oracle that correctly recalls up to 5 translations of every source word, but no more should more exist. Thus, the maximum score for these metrics is 1, making them comparable to P@1.}
all source words to themselves, thus representing dialect similarity. PP+EXT or EXT always outperform the baseline FT, with PP+EXT being the best model in all but one instance according to WR@5 and R@5. PP+EXT successfully addresses noise as its gains are larger on non-frequency weighted R@5 than WR@5; i.e., it improves on low frequency words without compromising high frequency word accuracy. Additionally, the consistency in results for WR@5 and R@5 as compared to P@1 suggests the small $k$ is contributing to noise in the $\rho$@1 metric.

While ALLDA generally performs worse than the supervised mapping approaches, it typically performs slightly better on words which were not found in their seed dictionaries according to R@5, likely because it can leverage more data to learn better representations for non-ambiguous, low frequency shared forms. Depending on the intended application, system combination could be ideal, querying ALLDA for low frequency forms appearing in multiple dialects, but not the seed.

Table 3: Dictionary induction results comparing various multidiacritical embedding models mapped via supervised (SVECMAP) and unsupervised (ALLDA, UMUSE) techniques.

<table>
<thead>
<tr>
<th>Metric</th>
<th>ID</th>
<th>FT</th>
<th>EXT</th>
<th>PP+EXT</th>
<th>PP+EXT</th>
<th>PP+EXT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAG</td>
<td>WR@5</td>
<td>28.9</td>
<td>35.3</td>
<td>42.2</td>
<td>47.0</td>
<td>32.6</td>
</tr>
<tr>
<td></td>
<td>r@5</td>
<td>24.9</td>
<td>36.2</td>
<td>40.4</td>
<td>51.1</td>
<td>26.2</td>
</tr>
<tr>
<td>LEV</td>
<td>P@1</td>
<td>33.6</td>
<td>35.3</td>
<td>39.7</td>
<td>54.0</td>
<td>33.7</td>
</tr>
<tr>
<td>MAG</td>
<td>WR@5</td>
<td>37.5</td>
<td>46.9</td>
<td>49.7</td>
<td>50.8</td>
<td>40.5</td>
</tr>
<tr>
<td></td>
<td>r@5</td>
<td>30.4</td>
<td>36.9</td>
<td>41.2</td>
<td>45.2</td>
<td>29.0</td>
</tr>
<tr>
<td>GLF</td>
<td>P@1</td>
<td>35.0</td>
<td>31.1</td>
<td>37.9</td>
<td>40.0</td>
<td>29.6</td>
</tr>
<tr>
<td>MAG</td>
<td>WR@5</td>
<td>42.2</td>
<td>42.1</td>
<td>48.3</td>
<td>47.9</td>
<td>45.5</td>
</tr>
<tr>
<td></td>
<td>r@5</td>
<td>30.7</td>
<td>34.5</td>
<td>39.4</td>
<td>42.9</td>
<td>34.0</td>
</tr>
<tr>
<td>EGY</td>
<td>P@1</td>
<td>36.0</td>
<td>29.4</td>
<td>38.0</td>
<td>36.6</td>
<td>36.3</td>
</tr>
<tr>
<td>EGY</td>
<td>WR@5</td>
<td>42.9</td>
<td>51.3</td>
<td>51.3</td>
<td>52.8</td>
<td>47.8</td>
</tr>
<tr>
<td></td>
<td>r@5</td>
<td>40.9</td>
<td>48.2</td>
<td>49.9</td>
<td>52.8</td>
<td>38.4</td>
</tr>
<tr>
<td>LEV</td>
<td>P@1</td>
<td>47.7</td>
<td>43.3</td>
<td>48.5</td>
<td>48.3</td>
<td>41.7</td>
</tr>
<tr>
<td>LEV</td>
<td>WR@5</td>
<td>43.2</td>
<td>50.6</td>
<td>50.4</td>
<td>51.7</td>
<td>48.5</td>
</tr>
<tr>
<td></td>
<td>r@5</td>
<td>33.6</td>
<td>37.8</td>
<td>38.9</td>
<td>46.4</td>
<td>31.8</td>
</tr>
<tr>
<td>GLF</td>
<td>P@1</td>
<td>39.0</td>
<td>34.1</td>
<td>37.5</td>
<td>41.7</td>
<td>33.1</td>
</tr>
<tr>
<td>LEV</td>
<td>WR@5</td>
<td>44.0</td>
<td>50.3</td>
<td>49.8</td>
<td>52.4</td>
<td>50.6</td>
</tr>
<tr>
<td></td>
<td>r@5</td>
<td>33.0</td>
<td>27.6</td>
<td>39.6</td>
<td>42.3</td>
<td>36.5</td>
</tr>
<tr>
<td>EGY</td>
<td>P@1</td>
<td>39.6</td>
<td>33.8</td>
<td>38.8</td>
<td>37.7</td>
<td>39.2</td>
</tr>
</tbody>
</table>

Table 4: Correlation between mapping performance and dialect similarity, i.e., the ID baseline, using PP+EXT embeddings.

<table>
<thead>
<tr>
<th>Metric</th>
<th>SVECMAP</th>
<th>SMUSE</th>
<th>UMUSE</th>
<th>ALLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>WR@5</td>
<td>0.70</td>
<td>0.57</td>
<td>0.90</td>
<td>0.99</td>
</tr>
<tr>
<td>R@5</td>
<td>0.24</td>
<td>0.48</td>
<td>0.89</td>
<td>0.86</td>
</tr>
<tr>
<td>P@1</td>
<td>0.03</td>
<td>0.18</td>
<td>0.68</td>
<td>0.78</td>
</tr>
</tbody>
</table>

As for supervised mapping algorithms, Table 4 shows that, depending on the dialect pair in question, SMUSE’s adversarial learning approach correlates with ID’s metric of dialect similarity 20-30% more strongly than SVECMAP, which takes greater advantage of seed–evaluation domain similarity. Accordingly, SVECMAP beats SMUSE on in-seed forms by 3-23%. That said, SMUSE is more robust to seed coverage, slightly outperforming SVECMAP on out-of-seed forms and UMUSE successfully bootstraps without supervision, unlike UVECMAP. Still, the best performing option in the unsupervised set up is ALLDA. UMUSE’s performance does not approach that of supervised alternatives as reported in Conneau et al. (2017). This is likely because they (as do Artetxe et al. (2017a)) impose bilingual data scarcity constraints on high resource languages but do not consider the sparsity effects of noise common in low resource languages. They use large quantities of domain consistent, spelling standardized monolingual data which are not available for DA.

7 Conclusion and Future Work

We presented techniques for generating multidiacrical word embeddings from noisy DA corpora. Due to linguistic differences, modeling dialects independently and mapping embeddings into multidiacritical space generally outperformed training dialect agnostic embeddings on combined corpora. Our novel techniques include concatenating narrow and wide windowed vectors and probabilistically identifying phrases before training embeddings. These techniques improved performance on bidialectal dictionary induction 2-53% over a state-of-the-art baseline, with most of the improvement realized on noisy, low frequency word forms. Our approach can easily be applied to other, similarly noisy corpora. In future work, we will improve the handling of orthographically ambiguous words, which are very prevalent in DA, and we will evaluate on the downstream applications of machine translation and morphological disambiguation.
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Abstract

Negative sampling is an important component in word2vec for distributed word representation learning. We hypothesize that taking into account global, corpus-level information and generating a different noise distribution for each target word better satisfies the requirements of negative examples for each training word than the original frequency-based distribution. In this purpose we pre-compute word co-occurrence statistics from the corpus and apply to it network algorithms such as random walk. We test this hypothesis through a set of experiments whose results show that our approach boosts the word analogy task by about 5% and improves the performance on word similarity tasks by about 1% compared to the skip-gram negative sampling baseline.

1 Introduction

Negative sampling, as introduced by Mikolov et al. (2013b), is used as a standard component in both the CBOW and skip-gram models of word2vec. For practical reasons, instead of using a softmax function, earlier work explored different alternatives which approximate the softmax in a computationally efficient way. These alternative methods can be roughly divided into two categories: softmax-based approaches (hierarchical softmax (Morin and Bengio, 2005), differentiated softmax (Chen et al., 2015) and CNN-softmax (Kim et al., 2016)) and sampling-based approaches (importance sampling (Bengio et al., 2003), target sampling (Jean et al., 2014), noise contrastive estimation (Mnih and Teh, 2012) and negative sampling Mikolov et al. (2013b)). Generally speaking, among all these methods, negative sampling is the best choice for distributed word representation learning (Ruder, 2016).

Negative sampling replaces the softmax with binary classifiers. For instance, in the skip-gram model, word representations are learned by predicting a training word’s surrounding words given this training word. When training, correct surrounding words provide positive examples in contrast to a set of sampled negative examples (noise). To find these negative examples, a noise distribution is empirically defined as the unigram distribution of the words to the $3/4$th power:

$$P_n(w) = \frac{U(w)^{3/4}}{\sum_{i=1}^{|voc|} U(w_i)^{3/4}}$$  

(1)

Although this noise distribution is widely used and significantly improves the distributed word representation quality, we believe there is still room for improvement in the two following aspects: First, the unigram distribution only takes into account word frequency, and provides the same noise distribution when selecting negative examples for different target words. Labeau and Allauzen (2017) already showed that a context-dependent noise distribution could be a better solution to learn a language model. But they only use information on adjacent words. Second, unlike the positive target words, the meaning of negative examples remain unclear: For a training word, we do not know what a good noise distribution should be, while we do know what a good target word is (one of its surrounding words).

Our contributions: To address these two problems, we propose a new graph-based method to calculate noise distribution for negative sampling. Based on a word co-occurrence network, our noise distribution is targeted to training words. Besides, through our empirical exploration of the noise distribution, we get a better understanding of the
meaning of ‘negative’ and of the characteristics of good noise distributions.

The rest of the paper is organized as follows: Section 2 defines the word co-occurrence network concepts and introduces our graph-based negative sampling approach. Section 3 shows the experimental settings and results, then discusses our understanding of the good noise distributions. Finally, Section 4 draws conclusions and mentions future work directions.

2 Graph-based Negative Sampling

We begin with the word co-occurrence network generation (Section 2.1). By comparing it with the word2vec models, we show the relation between the stochastic matrix of the word co-occurrence network and the distribution of the training word contexts in word2vec. We introduce three methods to generate noise distributions for negative sampling based on the word co-occurrence network:

- Directly using the training word context distribution extracted from the word co-occurrence network (Section 2.2)
- Calculating the difference between the original unigram distribution and the training word context distribution (Section 2.3)
- Performing t-step random walks on the word co-occurrence network (Section 2.4)

We finally insert our noise distribution into the word2vec negative sampling training (Sec. 2.5).

2.1 Word Co-occurrence Network and Stochastic Matrix

A word co-occurrence network is a graph of word interactions representing the co-occurrence of words in a corpus. An undirected edge can be created when two words co-occur within a sentence; these words are possibly non-adjacent, with a maximum distance defined by a parameter \( d_{\text{max}} \) (Ferrer-i-Cancho and Solé, 2001). Given two words \( w_i \) and \( w_j \) that co-occur within a sentence at positions \( i \) and \( j \) \( (i, j \in \{1 \ldots l\}) \), we define the distance \( d(w_i, w_j) = |j - i| \) and the co-occurrence of \( w_i \) and \( w_j \) at a distance \( \delta \) as \( \text{cooc} \left( \delta, w_i, w_j \right) = \left| \{ (w_i, w_j) \mid d(w_i, w_j) = \delta \} \right| \). We define the weight \( w \left( d_{\text{max}}, w_i, w_j \right) \) as the total number of co-occurrences of \( w_i \) and \( w_j \) with distances \( \delta \leq d_{\text{max}} \):

\[
w \left( d_{\text{max}}, w_i, w_j \right) = \sum_{\delta=1}^{d_{\text{max}}} \text{cooc} \left( \delta, w_i, w_j \right).
\]

An undirected weighted word co-occurrence network can also be represented as a symmetric adjacency matrix (Mihalcea and Radev, 2011), a square matrix \( A \) of dimension \( |W| \times |W| \). In our case, \( W \) is the set of words used to generate the word co-occurrence network, and the matrix elements \( A_{uv} \) and \( A_{vu} \) have the same value as the weight of the edge \( w(d_{\text{max}}, w_i, w_j) \). Then each row of the adjacency matrix \( A \) can be normalized (i.e., so that each row sums to 1), turning it into a right stochastic matrix \( S \).

Negative sampling, in the skip-gram model, uniformly draws at random for each training word one of its surrounding words as the (positive) target word. This range is determined by the size of the training context \( c \). In other words, a surrounding word \( w_s \) of the training word \( w_t \) must satisfy the following condition: \( d(w_s, w_t) \leq c \).

For the same corpus, let us set \( d_{\text{max}} \) equal to \( c \) in word2vec and generate a word co-occurrence network of the whole corpus. Then element \( S_{uv} \) in the adjacency matrix extracted from the network represents the probability that word \( w_v \) be selected as the target word for training word \( w_u \) \( (P_{\text{bigram}}(w_u, w_v) \text{ in Eq. 2}) \). Row \( S_u \) thus shows the distribution of target words for training word \( w_u \) after training the whole corpus. Note that no matter how many training iterations are done over the corpus, this distribution will not change.

\[
P_{\text{bigram}}(w_u, w_v) = \frac{\sum_{\delta=1}^{d_{\text{max}}} \text{cooc} \left( \delta, w_u, w_v \right)}{\sum_{i=1}^{|\text{vocab}|} \sum_{\delta=1}^{d_{\text{max}}} \text{cooc} \left( \delta, w_u, w_i \right)} = S_{uv}
\]

(2)

Networks and matrices are interchangeable. The adjacency matrix of the word co-occurrence network can also be seen as the matrix of word-word co-occurrence counts calculated in a statistical way as in GloVe (Pennington et al., 2014). But unlike Glove, where the matrix is used for factorization, we use word co-occurrence statistics to generate a network, then use network algorithms.

2.2 Training-Word Context Distribution

As discussed in Section 2.1, the stochastic matrix \( S \) of the word co-occurrence network represents the context distribution of the training words. Here, we use \( S \) directly as one of the three types
of bases for noise distribution matrix calculation.

The idea behind this is to perform nonlinear logistic regression to differentiate the observed data from some artificially generated noise. This idea was introduced by Gutmann and Hyvärinen (2010) with the name Noise Contrastive Estimation (NCE). Negative sampling (NEG) can be considered as a simplified version of NCE that follows the same idea and uses the unigram distribution as the basis of the noise distribution. We attempt to improve this by replacing the unigram distribution with a bigram distribution (word co-occurrence, not necessarily contiguous) to make the noise distribution targeted to the training word (see Eq. 2).

Compared to the word-frequency-based unigram distribution, the word co-occurrence based bigram distribution is sparser. With the unigram distribution, for any training word, all the other vocabulary words can be selected as noise words because of their non-zero frequency. In contrast, with the bigram distribution, some vocabulary words may never co-occur with a given training word, which makes them impossible to be selected for this training word. To check the influence of this zero co-occurrence case, we also provide a modified stochastic matrix $S^\prime$ smoothed by replacing all zeros in matrix $S$ with the minimum non-zero value of their corresponding rows.

### 2.3 Difference Between the Unigram Distribution and the Training Words Contexts Distribution

Contrary to the hypothesis underlying the previous section, here we take into account the positive target words distribution in the training word context distribution. Starting from the ‘white noise’ unigram distribution, for each training word $w_u$, we subtract from it the corresponding context distribution of this training word. Elements in this new basis matrix $S_{\text{difference}}$ of noise distribution are:

$$P_{\text{difference}}(w_u, w_v) = P_n(w_u) - S_{uv}$$

where $w_v$ is one of the negative examples of $w_u$, $P_n$ is the unigram distribution defined in Eq. 1 and $S$ is the stochastic matrix we used in Section 2.2.

For zeros and negative values in this matrix, we reset them to the minimum non-zero value of the corresponding row $P_{\text{difference}}(w_u)$.

### 2.4 Random Walks on the Word Co-occurrence Network

After generating the word co-occurrence network, we apply random walks (Aldous and Fill, 2002) to it to obtain yet another noise distribution matrix for negative sampling.

Let us define random walks on the co-occurrence network: Starting from an initial vertex $w_u$, at each step we can cross an edge attached to $w_u$ that leads to another vertex, say $w_v$. For a weighted word co-occurrence network, we define the transition probability $P(w_u, w_v)$ from vertex $w_u$ to vertex $w_v$ as the ratio of the weight of the edge $(w_u, w_v)$ over the sum of weights on all adjacency edges of vertex $w_u$. Using the adjacency matrix $A$ and the right stochastic matrix $S$ presented in Section 2.1, $P_{uv}$ can be calculated by:

$$P(w_u, w_v) = A_{uv} / \sum_{i=1}^{n} A_{ui} = S_{uv}.$$

As we want to learn transition probabilities for all training words, we apply random walks on all vertices by making each training word an initial vertex of one $t$-step random walk at the same time.

The whole set of transition probabilities can be represented as a transition matrix, which is exactly the right stochastic matrix $S$ of the word co-occurrence network in our case. We found that the self-loops (edges that start and end at the same vertex: the main diagonal of an adjacency matrix or a stochastic matrix) in matrix $S$ represent the occurrence of a word in its own context, which may happen in repetitions. We hypothesize they constitute spurious events and therefore test the $t$-step random walk both on matrix $S$ and its smoothed version $R^\prime$ in which the self-loops are removed. To see the effect of the self-loops, we perform the $t$-step random walk on both matrices $S$ and $R^\prime$.

Based on that, the elements of the $t$-step random walk transition matrix can be calculated by:

$$P_{\text{random-walk}}(w_u, w_v) = S^t_{uv} \text{ or } (R^\prime)^t_{uv} \quad (4)$$

Ferrer-i-Cancho and Solé (2001) showed that a word co-occurrence network is highly connected. For such networks, random walks converge to a steady state in just a few steps. Steady state means that no matter which vertex one starts with, the distribution of the destination vertex probabilities remains the same. In other words, all $S^t$ columns will have the same value. So we set the maximum step number $t_{\text{max}}$ to 4. We will use these $t$-step random walk transition matrices as the basis for
one of our noise distributions matrices for negative sampling.

2.5 Noise Distribution Matrix

Starting from the basic noise distribution matrix, we use the power function to adjust the distribution. Then we normalize all rows of this adjusted matrix to let each row sum to 1. Finally, we get:

\[
P_n(w_u, w_v) = \frac{(B_{uv})^p}{\sum_{i=1}^{B_{uu}} (B_{ui})^p}
\]  

where \(B\) is the basic noise distribution calculated according to Eq. 2, 3 or 4 and \(p\) is the power.

When performing word2vec training with negative sampling, for each training word, we use the corresponding row in our noise distribution matrix to replace the original unigram noise distribution for the selection of noise candidates.

3 Experiments and Results

3.1 Set-up and Evaluation Methods

We use the skip-gram negative sampling model with window size 5, vocabulary size 10000, vector dimension size 200, number of iterations 5 and negative examples 5 to compute baseline word embeddings. Our three types of graph-based skip-gram negative sampling models share the parameters of the baseline. In addition to these common parameters, they have their own parameters: the maximum distance \(d_{max}\) for co-occurrence networks generation, a Boolean replace_zeros to control whether or not to replace zeros with the minimum non-zero values, a Boolean no_self_loops to control whether or not to remove the self-loops, the number of random walk steps \(t\) (Eq. 4) and the power \(p\) (Eq. 5).

All four models are trained on an English Wikipedia dump from April 2017 of three sizes: about 19M tokens, about 94M tokens (both are for detailed analyses and non-common parameters grid search in each of the three graph-based models) and around 2.19 billion tokens (for four models comparison). During corpus preprocessing, we use CoreNLP (Manning et al., 2014) for sentence segmentation and word tokenization, then convert tokens to lowercase, replace all expressions with numbers by 0 and replace rare tokens with UNKs.

We perform a grid search on the \(~19M\) tokens corpus, with \(d_{max} \in \{2, \ldots, 10\}\), \(t \in \{1, \ldots, 4\}\), \(p \in \{-2, -1, 0.01, 0.25, 0.75, 1, 2\}\) and \(True, False\) for the two Boolean parameters. We retain the best parameters obtained by this grid search and perform a tighter grid search around them on the \(~94M\) tokens corpus. Then based on the two grid search results, we select the final parameters for the entire Wikipedia dump test. We evaluate the resulting word embeddings on word similarity tasks using WordSim-353 (Finkelstein et al., 2001) and SimLex-999 (Hill et al., 2014) (correlation with humans), and on the word analogy task of Mikolov et al. (2013a) (% correct). Therefore, we use the correlation coefficients between model similarity judgments and human similarity judgments for WordSim-353 and SimLex-999 tasks and the accuracy of the model prediction with gold standard for the word analogy task (the metrics in Table 1) as objective functions for these parameter tuning processes.

3.2 Results

The best grid search parameters are shown in Table 2, final evaluation results on the entire English Wikipedia in Table 1. The results show that graph-based negative sampling boosts the word analogy task by about 5% and improves word similarity by about 1%.

As vocabulary size is set to 10000, not all data in evaluation datasets is used. We report here the sizes of the datasets and of the subsets that contained no unknown word, that we used for evaluation: WordSim-353: 353; 261; SimLex-999: 999; 679; Word Analogy: 19544; 6032. We also computed the statistical significance of the differences between our models and the baseline model. Both word similarity tasks use correlation coefficients, so we computed Steiger’s Z tests (Steiger, 1980) between the correlation coefficients of each of our models (bigram distribution, difference distribution and random walk distribution) versus the word2vec skip-gram negative sampling baseline. For WordSim-353, differences are significant (2-tailed \(p < 0.05\)) for difference distribution and random walk distribution for both Pearson and Spearman correlation coefficients; differences are not significant for bigram distribution. For SimLex-999, no difference is significant (all 2-tailed \(p > 0.05\)). The word analogy task uses accuracy, we tested statistical significance of the differences by approximate randomization (Yeh, 2000). Based on 10000 shuffles, we confirmed that all differences between the accuracies of our
models and the accuracy of word2vec skip-gram are statistically significant ($p < 0.0001$).

The time complexity when using our modified negative sampling distribution is similar to that of the original skip-gram negative sampling except that the distribution from which negative examples are sampled is different for each token. We pre-compute this distribution off-line for each token so that the added complexity is proportional to the size of the vocabulary. Specifically, pre-computing the co-occurrences and graphs using corpus2graph (Zhang et al., 2018) takes about 2.5 hours on top of 8 hours for word2vec alone on the entire Wikipedia corpus using 50 logical cores on a server with 4 Intel Xeon E5-4620 processors: the extra cost is not excessive.

Let us take a closer look at each graph-based model. First, the word context distribution based model: we find that all else being equal, replacing zero values gives better performance. We believe a reason may be that for a training word, all the other words should have a probability to be selected as negative examples—i.e. noise frequencies lead to higher probability of being selected as negative examples. But all these perform poorly for all three tasks.

Second, the difference model: the word analogy task results show a strong dependency on power $p$: the lower the power $p$, the higher the performance.

Third, the random-walk model: we observe that all top 5 combinations of parameters in the grid search do random walks after removing self-loops.

### 4 Conclusion

We presented in this paper three graph-based negative sampling models for word2vec. Experiments show that word embeddings trained by using these models can bring an improvement to the word analogy task and to the word similarity task.

We found that pre-computing graph information extracted from word co-occurrence networks is useful to learn word representations. Possible extensions would be to test whether using this information to select target words (positive examples) could improve training quality, and whether using it to reorder training words could improve training efficiency.
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Abstract

This paper presents the first study aimed at capturing stylistic similarity between words in an unsupervised manner. We propose extending the continuous bag of words (CBOW) model (Mikolov et al., 2013a) to learn style-sensitive word vectors using a wider context window under the assumption that the style of all the words in an utterance is consistent. In addition, we introduce a novel task to predict lexical stylistic similarity and to create a benchmark dataset for this task. Our experiment with this dataset supports our assumption and demonstrates that the proposed extensions contribute to the acquisition of style-sensitive word embeddings.

1 Introduction

Analyzing and generating natural language texts requires the capturing of two important aspects of language: what is said and how it is said. In the literature, much more attention has been paid to studies on what is said. However, recently, capturing how it is said, such as stylistic variations, has also proven to be useful for natural language processing tasks such as classification, analysis, and generation (Pavlick and Tetreault, 2016; Niu and Carpuat, 2017; Wang et al., 2017).

This paper studies the stylistic variations of words in the context of the representation learning of words. The lack of subjective or objective definitions is a major difficulty in studying style (Xu, 2017). Previous attempts have been made to define a selected aspect of the notion of style (e.g., politeness) (Mairesse and Walker, 2007; Pavlick and Nenkova, 2015; Flekova et al., 2016; Preotiuc-Pietro et al., 2016; Sennrich et al., 2016; Niu et al., 2017); however, it is not straightforward to create strict guidelines for identifying the stylistic profile of a given text. The systematic evaluations of style-sensitive word representations and the learning of style-sensitive word representations in a supervised manner are hampered by this. In addition, there is another trend of research forward controlling style-sensitive utterance generation without defining the style dimensions (Li et al., 2016; Akama et al., 2017); however, this line of research considers style to be something associated with a given specific character, i.e., a persona, and does not aim to capture the stylistic variation space.

The contributions of this paper are three-fold. (1) We propose a novel architecture that acquires style-sensitive word vectors (Figure 1) in an unsupervised manner. (2) We construct a novel dataset for style, which consists of pairs of style-sensitive words with each pair scored according to its stylistic similarity. (3) We demonstrate that our word vectors capture the stylistic similarity between two words successfully. In addition, our training script and dataset are available on https://jqk09a.github.io/style-sensitive-word-vectors/.

2 Style-sensitive Word Vector

The key idea is to extend the continuous bag of words (CBOW) (Mikolov et al., 2013a) by distin-
guishing nearby contexts and wider contexts under the assumption that a style persists throughout every single utterance in a dialog. We elaborate on it in this section.

2.1 Notation
Let \( w_t \) denote the target word (token) in the corpora and \( \mathcal{U}_t = \{ w_1, \ldots, w_{t-1}, w_t, w_{t+1}, \ldots, w_{|\mathcal{U}|} \} \) denote the utterance (word sequence) including \( w_t \). Here, \( w_{t+d} \) or \( w_{t-d} \in \mathcal{U}_t \) is a context word of \( w_t \) (e.g., \( w_{t+1} \) is the context word next to \( w_t \)), where \( d \in \mathbb{N}_{>0} \) is the distance between the context words and the target word \( w_t \).

For each word (token) \( w \), bold face \( \mathbf{v}_w \) and \( \tilde{\mathbf{v}}_w \) denote the vector of \( w \) and the vector predicting the word \( w \). Let \( \mathcal{V} \) denote the vocabulary.

2.2 Baseline Model (CBOW-NEAR-CTX)
First, we give an overview of CBOW, which is our baseline model. CBOW predicts the target word \( w_t \) given nearby context words in a window with width \( \delta \):

\[
\mathcal{C}_{\text{near}}^\text{w} := \{ w_{t \pm \delta} \in \mathcal{U}_t \mid 1 \leq \delta \leq \delta \} \quad (1)
\]

The set \( \mathcal{C}_{\text{near}}^\text{w} \) contains in total at most \( 2\delta \) words, including \( \delta \) words to the left and \( \delta \) words to the right of a target word. Specifically, we train the word vectors \( \tilde{\mathbf{v}}_w \) and \( \mathbf{v}_c (c \in \mathcal{C}_{\text{near}}^\text{w}) \) by maximizing the following prediction probability:

\[
P(w_t | \mathcal{C}_{\text{near}}^\text{w}) \propto \exp \left( \tilde{\mathbf{v}}_w \cdot \frac{1}{|\mathcal{C}_{\text{near}}^\text{w}|} \sum_{c \in \mathcal{C}_{\text{near}}^\text{w}} \mathbf{v}_c \right). \quad (2)
\]

The CBOW captures both semantic and syntactic word similarity through the training using nearby context words. We refer to this form of CBOW as CBOW-NEAR-CTX. Note that, in the implementation of Mikolov et al. (2013b), the window width \( \delta \) is sampled from a uniform distribution; however, in this work, we fixed \( \delta \) for simplicity. Hereafter, throughout our experiments, we turn off the random resizing of \( \delta \).

2.3 Learning Style with Utterance-size Context Window (CBOW-ALL-CTX)
CBOW is designed to learn the semantic and syntactic aspects of words from their nearby context (Mikolov et al., 2013b). However, an interesting problem is determining the location where the stylistic aspects of words can be captured. To address this problem, we start with the assumption that a style persists throughout each single utterance in a dialog, that is, the stylistic profile of a word in an utterance must be consistent with other words in the same utterance. Based on this assumption, we propose extending CBOW to use all the words in an utterance as context,

\[
\mathcal{C}_{\text{all}}^\text{w} := \{ w_{t \pm d} \in \mathcal{U}_t \mid 1 \leq d \}, \quad (3)
\]

instead of only the nearby words. Namely, we expand the context window from a fixed width to the entire utterance. This training strategy is expected to lead to learned word vectors that are more sensitive to style rather than to other aspects. We refer to this version as CBOW-ALL-CTX.

2.4 Learning the Style and Syntactic/Semantic Separately
To learn the stylistic aspect more exclusively, we further extended the learning strategy.

Distant-context Model (CBOW-DIST-CTX)
First, remember that using nearby context is effective for learning word vectors that capture semantic and syntactic similarities. However, this means that using the nearby context can lead the word vectors to capture some aspects other than style. Therefore, as the first extension, we propose excluding the nearby context \( \mathcal{C}_{\text{near}}^\text{w} \) from all the context \( \mathcal{C}_{\text{all}}^\text{w} \). In other words, we use the distant context words only:

\[
\mathcal{C}_{\text{dist}}^\text{w} := \mathcal{C}_{\text{all}}^\text{w} \setminus \mathcal{C}_{\text{near}}^\text{w} = \{ w_{t \pm d} \in \mathcal{U}_t \mid \delta < d \}. \quad (4)
\]

We expect that training with this type of context will lead to word vectors containing the style-sensitive information only. We refer to this method as CBOW-DIST-CTX.

Separate Subspace Model (CBOW-SEP-CTX)
As the second extension to distill off aspects other than style, we use both nearby and all contexts \( \mathcal{C}_{\text{near}}^\text{w} \) and \( \mathcal{C}_{\text{all}}^\text{w} \). As Figure 2 shows, both the vector \( \mathbf{v}_w \) and \( \tilde{\mathbf{v}}_w \) of each word \( w \in \mathcal{V} \) are divided into two vectors:

\[
\mathbf{v}_w = \mathbf{x}_w \oplus \mathbf{y}_w, \quad \tilde{\mathbf{v}}_w = \tilde{\mathbf{x}}_w \oplus \tilde{\mathbf{y}}_w, \quad (5)
\]

where \( \oplus \) denotes vector concatenation. Vectors \( \mathbf{x}_w \) and \( \tilde{\mathbf{x}}_w \) indicate the style-sensitive part of \( \mathbf{v}_w \) and \( \tilde{\mathbf{v}}_w \) respectively. Vectors \( \mathbf{y}_w \) and \( \tilde{\mathbf{y}}_w \) indicate the syntactic/semantic-sensitive part of \( \mathbf{v}_w \) and \( \tilde{\mathbf{v}}_w \) respectively. For training, when the context words are near the target word \( \mathcal{C}_{\text{near}}^\text{w} \), we update both the style-sensitive vectors \( (\mathbf{x}_w, \mathbf{c}) \) and the syntactic/semantic-sensitive vectors \( (\mathbf{y}_w, \mathbf{c}) \), i.e., \( \tilde{\mathbf{v}}_w, \mathbf{v}_c \). Conversely, when the context words are
far from the target word (\(C_{\text{dist}}^{\text{wt}}\)), we only update the style-sensitive vectors (\(\tilde{x}_{w_t}, x_c\)). Formally, the prediction probability is calculated as follows:

\[
P_1(w_t|C_{\text{near}}^{\text{wt}}) \propto \exp\left(\tilde{v}_{w_t} \cdot \frac{1}{|C_{\text{near}}^{\text{wt}}|} \sum_{c \in C_{\text{near}}^{\text{wt}}} v_c\right),
\]

\[
P_2(w_t|C_{\text{dist}}^{\text{wt}}) \propto \exp\left(\tilde{x}_{w_t} - \frac{1}{|C_{\text{dist}}^{\text{wt}}|} \sum_{c \in C_{\text{dist}}^{\text{wt}}} x_c\right).
\]

At the time of learning, two prediction probabilities (loss functions) are alternately computed, and the word vectors are updated. We refer to this method using the two-fold contexts separately as the CBOw-SEP-CTX.

3 Experiments
We investigated which word vectors capture the stylistic, syntactic, and semantic similarities.

3.1 Settings
Training and Test Corpus We collected Japanese fictional stories from the Web to construct the dataset. The dataset contains approximately 30M utterances of fictional characters. We separated the data into a 99%–1% split for training and testing. In Japanese, the function words at the end of the sentence often exhibit style (e.g., desu wa, desu+ze\(^1\)) therefore, we used an existing lexicon of multi-word functional expressions (Miyazaki et al., 2015). Overall, the vocabulary size \(|V|\) was 100K.

Hyperparameters We chose the dimensions of both the style-sensitive and the syntactic/semantic-sensitive vectors to be 300, and the dimensions of the baseline CBOWs were 300. The learning rate was adjusted individually for each part in \(\{x_{w_t}, y_{w_t}, \tilde{x}_{w_t}, \tilde{y}_{w_t}\}\) such that “the product of the learning rate and the expectation of the number of updates” was a fixed constant. We ran the optimizer with its default settings from the implementation of Mikolov et al. (2013a). The training stopped after 10 epochs. We fixed the nearby window width to \(\delta = 5\).

3.2 Stylistic Similarity Evaluation
3.2.1 Data Construction
To verify that our models capture the stylistic similarity, we evaluated our style-sensitive vector \(x_{w_t}\) by comparing to other word vectors on a novel artificial task matching human stylistic similarity judgments. For this evaluation, we constructed a novel dataset with human judgments on the stylistic similarity between word pairs by performing the following two steps. First, we collected only style-sensitive words from the test corpus because some words are strongly associated with stylistic aspects (Kinsui, 2003; Teshigawara and Kinsui, 2011) and, therefore, annotating random words for stylistic similarity is inefficient. We asked crowdsourced workers to select style-sensitive words in utterances. Specifically, for the crowdsourced task of picking “style-sensitive” words, we provided workers with a word-segmented utterance and asked them to pick words that they expected to be altered within different situational contexts (e.g., characters, moods, purposes, and the background cultures of the speaker and listener.). Then, we randomly sampled 1,000 word pairs from the selected words and asked 15 workers to rate each of the pairs on five scales (from −2: “The style of the pair is different” to +2: “The style of the pair is similar”), inspired by the syntactic/semantic similarity dataset (Finkelstein et al., 2002; Gerz et al., 2016). Finally, we picked only word pairs featuring clear worker agreement in which more than 10 annotators rated the pair with the same sign, which consisted of random pairs of highly agreeing style-sensitive words. Consequently, we obtained 399 word pairs with similarity scores. To our knowledge, this is the first study that created an evaluation dataset to measure the lexical stylistic similarity.

In the task of selecting style-sensitive words, the pairwise inter-annotator agreement was moderate (Cohen’s kappa \(\kappa\) is 0.51). In the rating task, the pairwise inter-annotator agreement for two classes \(\{-2, -1\}\) or \(\{+1, +2\}\) was fair (Cohen’s kappa \(\kappa\) is 0.23). These statistics suggest that, at least

\(^1\)These words mean the verb be in English.
Table 1: Results of the quantitative evaluations.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\rho_{\text{style}}$</th>
<th>$\rho_{\text{sem}}$</th>
<th>SYNTAXACC $\downarrow$@5 $\uparrow$@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBOW-NEAR-CTX</td>
<td>12.1</td>
<td>27.8</td>
<td>86.3 85.2</td>
</tr>
<tr>
<td>CBOW-ALL-CTX</td>
<td>36.6</td>
<td>24.0</td>
<td>85.3 84.1</td>
</tr>
<tr>
<td>CBOW-DIST-CTX</td>
<td>56.1</td>
<td>15.9</td>
<td>59.4 58.8</td>
</tr>
<tr>
<td>CBOW-SEP-CTX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$ (Stylistic)</td>
<td>51.3</td>
<td>28.9</td>
<td>68.3 66.2</td>
</tr>
<tr>
<td>$y$ (Syntactic/semantic)</td>
<td>9.6</td>
<td>18.1</td>
<td>88.0 87.0</td>
</tr>
</tbody>
</table>

We used this evaluation dataset to compute the Spearman rank correlation ($\rho_{\text{style}}$) between the cosine similarity scores between the learned word vectors $\cos(v_w, v_{w'})$ and the human judgements. Table 1 shows the results on its left side. First, our proposed model, CBOW-ALL-CTX outperformed the baseline CBOW-NEAR-CTX. Furthermore, the $x$ of CBOW-DIST-CTX and CBOW-SEP-CTX demonstrated better correlations for stylistic similarity judgments ($\rho_{\text{style}} = 56.1$ and 51.3, respectively). Even though the $x$ of CBOW-SEP-CTX was trained with the same context window as CBOW-ALL-CTX, the style-sensitivity was boosted by introducing joint training with the near context. CBOW-DIST-CTX, which uses only the distant context, slightly outperforms CBOW-SEP-CTX. These results indicate the effectiveness of training using a wider context window.

3.3 Syntactic and Semantic Evaluation

We further investigated the properties of each model using the following criterion: (1) the model’s ability to capture the syntactic aspect was assessed through a task predicting part of speech (POS) and (2) the model’s ability to capture the semantic aspect was assessed through a task calculating the correlation with human judgments for semantic similarity.

3.3.1 Syntactic Sensitivity

First, we tested the ability to capture syntactic similarity of each model by checking whether the POS of each word was the same as the POS of a neighboring word in the vector space. Specifically, we calculated SYNTAXACC $\downarrow$ with $N$ defined as follows:

$$\frac{1}{|V||N|} \sum_{w \in V} \sum_{w' \in N(w)} \mathbb{I}[\text{POS}(w) = \text{POS}(w')]$$

where $\mathbb{I}[\text{condition}] = 1$ if the condition is true and $\mathbb{I}[\text{condition}] = 0$ otherwise, the function $\text{POS}(w)$ returns the actual POS tag of the word $w$, and $N(w)$ denotes the set of the $N$ top similar words $\{w'\}$ to $w$ w.r.t. $\cos(v_w, v_{w'})$ in each vector space.

Table 1 shows SYNTAXACC $\downarrow$ with $N = 5$ and 10. For both $N$, the $y$ (the syntactic/semantic part) of CBOW-NEAR-CTX, CBOW-ALL-CTX and CBOW-SEP-CTX achieved similarly good. Interestingly, even though the $x$ of CBOW-SEP-CTX used the same context as that of CBOW-ALL-CTX, the syntactic sensitivity of $x$ was suppressed. We speculate that the syntactic sensitivity was distilled off by the other part of the CBOW-SEP-CTX vector, i.e., $y$ learned using only the near context, which captured more syntactic information. In the next section, we analyze CBOW-SEP-CTX for the different characteristics of $x$ and $y$.

3.3.2 Semantic and Topical Sensitivities

To test the model’s ability to capture the semantic similarity, we also measured correlations with the Japanese Word Similarity Dataset (JWSD) (Sakaizawa and Komachi, 2018), which consists of 4,000 Japanese word pairs annotated with semantic similarity scores by human workers. For each model, we calculate and show the Spearman rank correlation score ($\rho_{\text{sem}}$) between the cosine similarity score $\cos(v_w, v_{w'})$ and the human judgements on JWSD in Table 1. CBOW-DIST-CTX has the lowest score ($\rho_{\text{sem}} = 15.9$); however, surprisingly, the stylistic vector $x_w$ has the highest score ($\rho_{\text{sem}} = 28.9$), while both vectors have a high $\rho_{\text{style}}$. This result indicates that the proposed stylistic vector $x_w$ captures not only the stylistic similarity but also the captures semantic similarity, contrary to our expectations (ideally, we want the stylistic vector to capture only the stylistic similarity). We speculate that this is because not only the style but also the topic is often consistent in single utterances. For example, “サンタ (Santa Clause)” and “トナカイ (reindeer)” are topically relevant words and these words tend to appear in a single utterance. Therefore, stylistic vectors $\{x_w\}$ using all the context words in an utterance also capture the topic relatedness. In addition, JWSD contains topic-related word pairs and synonym pairs; therefore the word vectors that capture the topic similarity have higher $\rho_{\text{sem}}$. We will discuss this point in

Note that the low performance of our baseline ($\rho_{\text{sem}} = 27.8$ for CBOW-NEAR-CTX) is unsurprising comparing to English baselines (cf., Taguchi et al. (2017)).
We further confirmed that the word “ござる” (be; classical) is similar to the word “ござる (be; classical)” or words containing it (the second row of Table 2). The result looks reasonable, because words such as “拝者 (I; classical)” and “ござる (be; classical)” are typically used by Japanese Samurai or Ninja. We can see that the vectors captured the similarity of these words, which are stylistically consistent across syntactic and semantic varieties. Conversely, the right side of the table (for the syntactic/semantic vector $y$) shows that the word “サンタ (Santa Clause)” is similar to the personal pronoun (e.g., “僕 (I; male, childish)”). We further confirmed that the top similar words are also personal pronouns (even though they are not shown due to space limitations). These results indicate that the proposed CBOW-SEP-CTX model jointly learns two different types of lexical similarities, i.e., the stylistic and syntactic/semantic similarities in the different parts of the vectors. However, our stylistic vector also captured the topic similarity, such as “サンタ (Santa Clause)” and “トナカイ (reindeer)” (the fourth row of Table 2).

Therefore, there is still room for improvement in capturing the stylistic similarity.

### 4 Conclusions and Future Work

This paper presented the unsupervised learning of style-sensitive word vectors, which extends CBOW by distinguishing nearby contexts and wider contexts. We created a novel dataset for style, where the stylistic similarity between word pairs was scored by human. Our experiment demonstrated that our method leads word vectors to distinguish the stylistic aspect and other semantic or syntactic aspects. In addition, we also found that our training cannot help confusing some styles and topics. A future direction will be to addressing the issue by further introducing another context such as a document or dialog-level context windows, where the topics are often consistent but the styles are not.
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**Table 2**: The top similar words for the style-sensitive and syntactic/semantic vectors learned with proposed model, CBOW-SEP-CTX. Japanese words are translated into English by the authors. Legend: (translation; impression).

<table>
<thead>
<tr>
<th>Japanese</th>
<th>The top similar words ( {w'} ) to ( w ) w.r.t. cosine similarity</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>拝者 (I; classical)</td>
<td>おまえ (you; colloquial, rough), あいつ (he/she; colloquial, rough), ねーよ (not; colloquial, rough, male)</td>
<td>おまえ (I; male, colloquial, childish), あたし (I; female, childish), えい (I; formal)</td>
</tr>
<tr>
<td>サンタ (Santa Clause; shortened)</td>
<td>サンタクロース (Santa Clause; -), トナカイ (reindeer; -), クリスマス (Christmas; -)</td>
<td>サンタクロース (producer; -), メイド (maid; shortened)</td>
</tr>
<tr>
<td>shit</td>
<td>fuckin, fuck, goddamn</td>
<td>shitty, crumpy, sucky</td>
</tr>
<tr>
<td>hi</td>
<td>hello, bye, hiya, meet</td>
<td>goodbye, goodnight, good-bye</td>
</tr>
<tr>
<td>guys</td>
<td>stuff, guy, bunch</td>
<td>boys, humans, girls</td>
</tr>
<tr>
<td>ninja</td>
<td>shinobi, genin, konoha</td>
<td>shinobi, pirate, soldier</td>
</tr>
</tbody>
</table>

---

1We arbitrarily selected style-sensitive words from our stylistic similarity evaluation dataset.

2We trained another CBOW-SEP-CTX model on an English fan-fiction dataset that was collected from the Web (https://www.fanfiction.net/).
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Abstract
Attention-based long short-term memory (LSTM) networks have proven to be useful in aspect-level sentiment classification. However, due to the difficulties in annotating aspect-level data, existing public datasets for this task are all relatively small, which largely limits the effectiveness of those neural models. In this paper, we explore two approaches that transfer knowledge from document-level data, which is much less expensive to obtain, to improve the performance of aspect-level sentiment classification. We demonstrate the effectiveness of our approaches on 4 public datasets from SemEval 2014, 2015, and 2016, and we show that attention-based LSTM benefits from document-level knowledge in multiple ways.

1 Introduction
Given a sentence and an opinion target (also called an aspect term) occurring in the sentence, aspect-level sentiment classification aims to determine the sentiment polarity in the sentence towards the opinion target. An opinion target or target for short refers to a word or a phrase describing an aspect of an entity. For example, in the sentence “This little place has a cute interior decor but the prices are quite expensive”, the targets are interior decor and prices, and they are associated with positive and negative sentiment respectively.

A sentence may contain multiple sentiment-target pairs, thus one challenge is to separate different opinion contexts for different targets. For this purpose, state-of-the-art neural methods (Wang et al., 2016; Liu and Zhang, 2017; Chen et al., 2017) adopt attention-based LSTM networks, where the LSTM aims to capture sequential patterns and the attention mechanism aims to emphasize target-specific contexts for encoding sentence representations. Typically, LSTMs only show their potential when trained on large datasets. However, aspect-level training data requires the annotation of all opinion targets in a sentence, which is costly to obtain in practice. As such, existing public aspect-level datasets are all relatively small. Insufficient training data limits the effectiveness of neural models.

Despite the lack of aspect-level labeled data, enormous document-level labeled data are easily accessible online such as Amazon reviews. These reviews contain substantial linguistic patterns and come with sentiment labels naturally. In this paper, we hypothesize that aspect-level sentiment classification can be improved by employing knowledge gained from document-level sentiment classification. Specifically, we explore two transfer methods to incorporate this sort of knowledge — pretraining and multi-task learning. In our experiments, we find that both methods are helpful and combining them achieves significant improvements over attention-based LSTM models trained only on aspect-level data. We also illustrate by examples that additional knowledge from document-level data is beneficial in multiple ways. Our source code can be obtained from https://github.com/ruidan/Aspect-level-sentiment.

2 Related Work
Various neural models (Dong et al., 2014; Nguyen and Shirai, 2015; Vo and Zhang, 2015; Tang et al., 2016a,b; Wang et al., 2016; Zhang et al., 2016; Liu and Zhang, 2017; Chen et al., 2017) have been proposed for aspect-level sentiment classification. The main idea behind these works is to develop neural architectures that are able to learn continuous features and capture the intricate relation between a target and context words. However, to sufficiently train these models, substantial aspect-
level annotated data is required, which is expensive to obtain in practice.

We explore both pretraining and multi-task learning for transferring knowledge from document level to aspect level. Both methods are widely studied in the literature. Pretraining is a common technique used in computer vision where low-level neural layers can be usefully transferred to different tasks (Krizhevsky and Sutskever, 2012; Zeiler and Fergus, 2014). In natural language processing (NLP), some efforts have been initiated on pretraining LSTMs (Dai and Le, 2015; Zoph et al., 2016; Ramachandran et al., 2017) for sequence-to-sequence models in both supervised and unsupervised settings, where promising results have been obtained. On the other hand, multi-task learning simultaneously trains on samples in multiple tasks with a combined objective (Collobert and Weston, 2008; Luong et al., 2015a; Liu et al., 2016), which has improved model generalization ability in certain cases. In the work of Mou et al. (2016), the authors investigated the transferability of neural models in NLP applications with extensive experiments, showing that transferability largely depends on the semantic relatedness of the source and target tasks. For our problem, we hypothesize that aspect-level sentiment classification can be improved by employing knowledge gained from document-level sentiment classification, as these two tasks are highly related semantically.

3 Models

3.1 Attention-based LSTM

We first describe a conventional implementation of an attention-based LSTM model for this task. We use it as a baseline model and extend it with pretraining and multi-task learning approaches for incorporating document-level knowledge.

The inputs are a sentence \( s = (w_1, w_2, ..., w_n) \) consisting of \( n \) words, and an opinion target \( x = (x_1, x_2, ..., x_m) \) occurring in the sentence consisting of \( m \) words from \( s \). Each word is associated with a continuous word embedding \( e_{w_i} \) (Mikolov et al., 2013) from an embedding matrix \( E \in \mathbb{R}^{V \times d} \), where \( V \) is the vocabulary size and \( d \) is the embedding dimension.

LSTM is used to capture sequential information, and outputs a sequence of hidden vectors:

\[
[h_1, ..., h_n] = \text{LSTM}([e_{w_1}, ..., e_{w_n}], \theta_{\text{lstm}}) \tag{1}
\]

An attention layer assigns a weight \( \alpha_i \) to each word in the sentence. The final target-specific representation of the sentence \( s \) is then given by:

\[
z = \sum_{i=1}^{n} \alpha_i h_i \tag{2}
\]

And \( \alpha_i \) is computed as follows:

\[
\alpha_i = \frac{\exp(\beta_i)}{\sum_{j=1}^{n} \exp(\beta_j)} \tag{3}
\]

\[
\beta_i = f_{\text{score}}(h_i, t) = \tanh(h_i^T W_a t) \tag{4}
\]

\[
t = \frac{1}{m} \sum_{i=1}^{m} e_{x_i} \tag{5}
\]

where \( t \) is the target representation computed as the averaged word embedding of the target. \( f_{\text{score}} \) is a content-based function that captures the semantic association between a word and the target, for which we adopt the formulation used in (Luong et al., 2015b; He et al., 2017) with parameter matrix \( W_a \in \mathbb{R}^{d \times d} \).

The sentence representation \( z \) is fed into an output layer to predict the probability distribution \( p \) over sentiment labels on the target:

\[
p = \text{softmax}(W_o z + b_o) \tag{6}
\]

We refer to this baseline model as LSTM+ATT. It is trained via cross entropy minimization:

\[
J = -\sum_{i \in D} \log p_t(c_i) \tag{7}
\]

where \( D \) denotes the overall training corpus, \( c_i \) denotes the true label for sample \( i \), and \( p_t(c_i) \) denotes the probability of the true label.

3.2 Transfer Approaches

LSTM+ATT is used as our aspect-level model with parameter set \( \theta_{\text{aspect}} = \{E, \theta_{\text{lstm}}, W_a, W_o, b_o\} \). We also build a standard LSTM-based classifier based on document-level training examples. This network is the same as the LSTM+ATT apart from the lack of the attention layer. The training objective is also cross entropy minimization as shown in equation (7) and the parameter set is \( \theta_{\text{doc}} = \{E', \theta_{\text{lstm}}, W_o', b_o'\} \).

Pretraining (PRET): In this setting, we first train on document-level examples. The last hidden vector from the LSTM outputs is used as the document representation. We initialize the relevant
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Pos</th>
<th>Neg</th>
<th>Neu</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1 Restaurant14-Train</td>
<td>2164</td>
<td>807</td>
<td>637</td>
</tr>
<tr>
<td>D1 Restaurant14-Test</td>
<td>728</td>
<td>196</td>
<td>196</td>
</tr>
<tr>
<td>D2 Laptop14-Train</td>
<td>994</td>
<td>870</td>
<td>464</td>
</tr>
<tr>
<td>D2 Laptop14-Test</td>
<td>439</td>
<td>328</td>
<td>35</td>
</tr>
<tr>
<td>D3 Restaurant15-Train</td>
<td>1178</td>
<td>382</td>
<td>50</td>
</tr>
<tr>
<td>D3 Restaurant15-Test</td>
<td>439</td>
<td>328</td>
<td>35</td>
</tr>
<tr>
<td>D4 Restaurant16-Train</td>
<td>1620</td>
<td>709</td>
<td>88</td>
</tr>
<tr>
<td>D4 Restaurant16-Test</td>
<td>597</td>
<td>190</td>
<td>38</td>
</tr>
</tbody>
</table>

Table 1: Dataset description.

Thus label reviews with rating $< 3$, $> 3$, and $= 3$ as negative, positive, and neutral respectively. Each sampled dataset contains 30k instances with exactly balanced class labels. We pair up an aspect-level dataset and a document-level dataset when they are from a similar domain – the Yelp dataset is used by D1, D3, and D4 for PRET and MULT, and the Electronics dataset is only used by D2.

In all experiments, 300-dimension GloVe vectors (Pennington et al., 2014) are used to initialize $E$ and $E'$ when pretraining is not conducted for weight initialization. These vectors are also used for initializing $E'$ in the pretraining phase. Values for hyperparameters are obtained from experiments on development sets. We randomly sample 20% of the original training data from the aspect-level dataset as the development set and only use the remaining 80% for training. For all experiments, the dimension of LSTM hidden vectors is set to 300, $\lambda$ is set to 0.1, and we use dropout with probability 0.5 on sentence/document representations before the output layer. We use RMSprop as the optimizer with the decay rate set to 0.9 and the base learning rate set to 0.001. The mini-batch size is set to 32.

4.2 Model Comparison

Table 2 shows the results of LSTM, LSTM+ATT, PRET, MULT, PRET+MULT, and four representative prior works (Tang et al., 2016a,b; Wang et al., 2016; Chen et al., 2017). Significance tests are conducted for testing the robustness of methods under random parameter initialization. Both accuracy and macro-F1 are used for evaluation as label distribution is unbalanced. The reported numbers are obtained as the average value over 5 runs with random initialization for each method.

We observe that PRET is very helpful, and consistently gives a 1–3% increase in accuracy over LSTM+ATT across all datasets. The improvements in macro-F1 scores are even more, especially on D3 and D4 where the labels are extremely unbalanced. MULT gives similar performance as LSTM+ATT on D1 and D2, but improvements can be clearly observed for D3 and D4. The combination (PRET+MULT) overall yields better results.

There are two main reasons why the improvements of macro-F1 scores are more significant on D3 and D4 than on D1: (1) D1 has much more neutral examples in the training set. A classifier
Table 2: Average accuracies and Macro-F1 scores over 5 runs with random initialization. The best results are in bold. * indicates that PRET+MULT is significantly better than Tang et al. (2016a), Wang et al. (2016), Tang et al. (2016b), Chen et al. (2017), LSTM, and LSTM+ATT with $p < 0.05$ according to one-tailed unpaired t-test.

Table 3: PRET with different transferred layers. Averaged results over 5 runs are reported.

4.3 Ablation Tests

Table 2 indicates that a large percentage of the performance gain comes from PRET. To better understand the transfer effects of different layers – embedding layer ($E$), LSTM layer ($\theta_{lstm}$), and output layer ($W_o, b_o$) – we conduct ablation tests on PRET with different layers transferred from the document-level model to the aspect-level model. Results are presented in Table 3. “LSTM only” denotes the setting where only the LSTM layer is transferred, and “Without LSTM” denotes the setting where only the embedding and output layers are transferred (excluding the LSTM layer). The key observations are: (1) Transfer is helpful in all settings. Improvements over LSTM+ATT are observed even when only one layer is transferred. (2) Overall, transfers of the LSTM and embedding layer are more useful than the output layer. This is what we expect, since the output layer is normally more task-specific. (3) Transfer of the embedding layer is more helpful on D3 and D4. One possible explanation is that the label distribution is extremely unbalanced on these two datasets. Sentiment information is not adequately captured by GloVe word embeddings. Therefore, with a small number of training examples in the negative and neutral classes, the embeddings trained by aspect-level classification still do not effectively capture the true semantics of the relevant opinion words. Transfer of the embedding layer can greatly help in this case.

4.4 Analysis

To show that aspect-level classification indeed benefits from document-level knowledge, we conduct experiments to vary the percentage of document-level training examples from 0.0 to 1.0 for PRET+MULT. The changes of accuracies and macro-F1 scores on the four datasets are shown in Figure 1. The improvements on accuracies with increasing number of document examples are stable across all datasets. For macro-F1 scores, the improvements on D1 and D2 are stable. We observe sharp increases in the macro-F1 scores of D3 and D4 when changing the percentage from 0 to 0.4. This may be related to their extremely
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unbalanced label distribution. In such cases, with the knowledge gained from a small number of balanced document-level examples, aspect-level predictions on neutral examples can be significantly improved.

To better understand in which conditions the proposed method is helpful, we analyze a subset of test examples that are correctly classified by PRET+MULT but are misclassified by LSTM+ATT. We find that the benefits brought by document-level knowledge are typically shown in four ways.

First of all, to our surprise, LSTM+ATT made obvious mistakes on some instances with common opinion words. Below are two examples where the target is enclosed in [] with its true sentiment indicated in the subscript:

1. “I was highly disappointed in the [food]neg.”
2. “This particular location certainly uses sub-standard [meats]neg.”

In the above examples, LSTM+ATT does attend to the right opinion words, but makes the wrong predictions. One possible reason is that the word embeddings from GloVe without PRET do not effectively capture sentiment information, while the aspect-level training samples are not sufficient to capture that for certain words. PRET+MULT eliminates this kind of errors.

Another finding is that our method helps to better capture domain-specific opinion words due to additional knowledge from documents that are from a similar domain:

1. “The smaller [size]pos was a bonus because of space restrictions.”

LSTM+ATT attends on smaller correctly for the first example but makes the wrong prediction as smaller can be negative in many cases. It does not even capture down in the second example.

Thirdly, we find that LSTM+ATT made a number of errors on sentences with negation words:

1. “I have experienced no problems, [works]pos as anticipated.”
2. “[Service]neg not the friendliest to our party!”

LSTMs typically only show their potential on large datasets. Without sufficient training examples, it may not be able to effectively capture various sequential patterns. Pretraining the network on larger document-level corpus addresses this problem.

Lastly, PRET+MULT makes fewer errors on recognizing neutral instances. This can also be observed from the macro-F1 scores in Table 2. The lack of training examples makes the prediction of neutral instances very difficult for all previous methods. Knowledge from document-level examples with balanced labels compensates for this disadvantage.

5 Conclusion

The effectiveness of existing aspect-level neural models is limited due to the difficulties in obtaining training data in practice. Our work is the first attempt to incorporate knowledge from document-level corpus for training aspect-level sentiment classifiers. We have demonstrated the effectiveness of our proposed approaches and analyzed the major benefits brought by the knowledge transfer. The proposed approaches can be potentially integrated with other aspect-level neural models to further boost their performance.
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Abstract
Humor is one of the most attractive parts in human communication. However, automatically recognizing humor in text is challenging due to the complex characteristics of humor. This paper proposes to model sentiment association between discourse units to indicate how the punchline breaks the expectation of the setup. We found that discourse relation, sentiment conflict and sentiment transition are effective indicators for humor recognition. On the perspective of using sentiment related features, sentiment association in discourse is more useful than counting the number of emotional words.

1 Introduction
Humor can be recognized as a cognitive process, which provokes laughter and provides amusement. It not only promotes the success of human interaction, but also has a positive impact on human mental and physical health (Martineau, 1972; Anderson and Arnoult, 1989; Lefcourt and Martin, 2012). To some extent, humor reflects a kind of intelligence.

However, from both theoretical and computational perspectives, it is hard for computers to build a mechanism for understanding humor like human beings. First, humor is generally loosely defined. Thus it is impossible to construct rules to identify humor. Second, humor is context and background dependent that it expects to break the reader’s common sense within a specific situation. Finally, the study of humor involves multiple disciplines like psychology, linguistics and computer science. Recently, humor recognition has drawn more attention (Mihalcea and Strapparava, 2005; Friedland and Allan, 2008; Zhang and Liu, 2014; Yang et al., 2015). The main trend is to design interpretable and computable features that can be well explained by humor theories and easy to be implemented in practice.

In this paper, we propose a novel idea to exploit sentiment analysis for humor recognition. Considering superiority theory (Gruner, 1997) and relief theory (Rutter, 1997), sentiment information should be common in humorous texts to express comparisons between good and bad or the emotion changes.

Existing work mainly considers statistical sentiment information such as the number of emotional words. We argue that modeling sentiment association at discourse unit level should be a better option for exploiting sentiment information. Such sentiment association in some extent can be used as sentiment patterns to describe the expectedness or unexpectedness, which is the main idea of incongruity theory (Suls, 1972).

To incorporate discourse information, we exploit RST(Rhetorical Structure Theory) style discourse parsing (Mann and Thompson, 1988) to get discourse units and relations. Combining with sentiment analysis, we derive discourse relation, sentiment conflict and sentiment transition fea-
tures for humor recognition as shown in Figure 1. The experimental results show that our method can improve the performance of humor recognition on the dataset provided in (Mihalcea and Strapparava, 2005) and exploiting sentiment information at discourse unit level is a better option compared with simply using the number of emotional words as features.

2 Humor Recognition

Humor recognition is typically viewed as a classification problem (Mihalcea and Strapparava, 2005). The main goal is to identify whether a given text contains humorous expressions. Humor is a cognitive process. Thus the interpretability of models is important. Most existing work focuses on designing features motivated by humor theories from different perspectives.

2.1 Humor Theories

The highly recognized theories include superiority theory, relief theory and incongruity theory.

Superiority theory expresses that we laugh because some types of situations make us feel superior to other people (Gruner, 1997). For example, in some jokes, people appear stupid because they have misunderstood an obvious situation or made a stupid mistake.

Relief theory says that humor is the release of nervous energy. The nervous energy relieved through laughter is the energy of emotions that have been found to be inappropriate (Spencer et al., 1860; Rutter, 1997).

Incongruity theory says that humor is the perception of something incongruous, something that violates our common sense and expectations (Suls, 1972). It is now the dominant theory of humor in philosophy and psychology.

2.2 Baseline Features

Motivated by the humor theories, many researchers design features to describe the characteristics of humor. We mainly follow the recent work of Yang et al. (2015) to build baseline features. The features are summarized as follows.

**Incongruity Structure.** Inconsistency is considered as an important factor in causing laughter. Following the work of Yang et al. (2015), we describe inconsistency through the following two features:

- The largest semantic distance between word pairs in a sentence
- The smallest semantic distance between word pairs in a sentence

The semantic distance is measured by computing cosine similarity between word embeddings.

**Ambiguity.** Ambiguity of semantic is a crucial part of humor (Miller and Gurevych, 2015), because ambiguity often causes incongruity, which comes from different understandings of the intention expressed by the author (Bekinschtein et al., 2011). The computation of ambiguity features is based on WordNet (Fellbaum, 2012). We use WordNet to obtain all senses of each word $w$ in an instance $s$ and measure the possibility of ambiguity by computing $\log \prod_{w \in s} \text{num_of\_sense}(w)$, which is used as the value of an ambiguity feature. We also compute the sense farmost and sense closest features as described in (Yang et al., 2015).

**Interpersonal Effect.** In addition to the commonly used linguistic cues, interpersonal effect may serve an important role in humor (Zhang and Liu, 2014). It is believed that texts containing emotional words and subjective words are more likely to express humor. Therefore, we use the following features based on the resources in (Wilson et al., 2005).

- The number of words with positive polarity
- The number of words with negative polarity
- The number of subjective words

**Phonetic Style.** Phonetics can also create comic effects. Following (Mihalcea and Strapparava, 2005), we build a feature set which includes alliteration chain and rhyme chain by using CMU speech dictionary\(^1\). An alliteration chain is a set of words that have the same first phoneme. Similarly, a rhyme chain includes words with the same last syllable. The features are:

- The number of alliteration chains
- The number of rhyme chains
- The length of the longest alliteration chain
- The length of the longest rhyme chain

\(^1\)http://www.speech.cs.cmu.edu/cgi-bin/cmudict
KNN. The KNN feature set contains the labels of the top 5 instances in the training data, which are closest to the target instance.

The above five feature sets are denoted as Humor Centric Features (HCF).

**Word2Vec Features.** Averaged word embeddings are used as sentence representations for classification.

### 3 Modeling Sentiment Association in Discourse

As described in humor theories and baseline features, emotional words are viewed as important indicators of humorous expressions, which trigger the subjective opinions and sentiment. Previous work only considers the number of words with different sentiment polarity, but ignores the sentiment association in discourse.

Consider the example in Figure 1 again. The first clause expresses a positive sentiment, while the second clause reveals a negative sentiment. The different sentiment polarity forms a kind of contrast or comparison.

Such sentiment association can be explained with main humor theories. For example, superiority theory says humor is the result of suddenly feeling superior when compared with others who are infirm or unfortunate. There are usually two objects, one of the objects is a laugher who feel better than the other, a weak person. The sentiment association between the **perfect weight** and the **late height** highlights such a comparison.

There are also other cases that may have sentiment association between negatively nervous and positively relief or from expected sentiment to unexpected sentiment, which can be explained with relief theory (Rutter, 1997) and incongruity theory (Suls, 1972; Ritchie, 1999).

Therefore, sentiment association should be a useful representation to reveal the nature of humor. In this paper, we utilize a discourse parser to get comparable text units and measure sentiment association among them.

#### 3.1 Discourse Parsing

A well-written text is organized by text units which are connected to express the author’s intentions through certain discourse relations.

We use the discourse parser implemented by Feng and Hirst (2012) to automatically recognize RST style discourse relations. RST structure builds a hierarchical structure over the whole text (Mann and Thompson, 1988). A coherent text is represented as a discourse tree, whose leaf nodes are individual text units called elementary discourse unites (EDUs). These independent EDUs can be connected through their relations. The parser can automatically separate a sentence into EDUs and gives discourse relations between EDUs. One of its advantage over others is that it can identify implicit relations, when no discourse marker is given.\(^2\) There are about 77% of sentences in our dataset that don’t have explicit connective.

Our goals of using discourse parsing include two aspects: First, we want to investigate whether humorous texts prefer any discourse relations to realize or enhance the effect. Second, EDUs can be used as comparable text units and enable us to measure sentiment association among them. As a result, we derive three types of features.

#### 3.2 Discourse Relation Features

For each instance, we recognize EDUs and the relations connecting them. Then, we design boolean features to indicate the occurrence of discourse relations. The main idea is that some discourse relations such as **contrast** usually indicate a topic transition, which may be used to achieve the effect of unexpectedness.

#### 3.3 Sentiment Conflict Feature

The sentiment conflict we proposed is a specific and descriptive feature to model a kind of incongruity. After dividing an instance into EDUs, we check the sentiment polarity of each EDU using the TextBlob toolkit\(^3\). The sentiment polarity is either positive, negative or neutral. The sentiment conflict feature is a boolean feature. If there are at least two EDUs and their polarity are opposite (positive vs. negative), the feature is set as True.

#### 3.4 Sentiment Transition Features

Besides the heuristically designed sentiment conflict feature, we integrate sentiment polarity and discourse relations. We thought that the expected sentiment might be dependent on the discourse relation. For example, if two clauses have a **sequence** relation, their sentiment polarity may be

---

\(^2\)PDTB-style (Prasad et al., 2008) discourse parsers can be used here as well. But we didn’t find proper toolkits that can deal with implicit relations well.

\(^3\)http://textblob.readthedocs.io/en/dev
expected to be the same, while if their relation is contrast, their polarity might be different.

For two EDUs with a discourse relation $R$, we get their sentiment polarity respectively, namely $E_1$ and $E_2$, where $E_* \in \{positive, negative, neutral\}$. We design a feature $E_1 \circ R \circ E_2$, where $\circ$ indicates a concatenation operation and $E_1$ and $E_2$ are ordered according to the order in which they appear in the instance. For sentence with more than two EDUs, we do this recursively and set a True value for every extracted features.

4 Experiments

4.1 Research Questions

We are interested in the following research questions:

- Whether the proposed features are useful for humor recognition?

- Whether the way we manipulate sentiment is more effective compared with previous approaches?

4.2 Settings

We conducted experiments on the dataset used by (Mihalcea and Strapparava, 2005). The dataset contains 10,200 humorous short texts and 10000 non-humorous short texts coming from Reuters titles and Proverbs and British National Corpus(RPBN).

We used the pre-trained word embeddings that are learned using the Word2Vec toolkit (Mikolov et al., 2013) on Google News dataset.\footnote{https://code.google.com/archive/p/word2vec/} We used the implementation of Random Forest in Scikit-learn (Pedregosa et al., 2011) as the classifier. We ran 10-fold cross-validation on the dataset and the average performance would be reported.

4.3 Baselines

- HCF. The method includes the incongruity structure, ambiguity, interpersonal effect, phonetic style features and KNN features.

- HCF w/o KNN. Since KNN features used in HCF are content dependent. We remove KNN features from HCF to have a content free baseline.

- Word2Vec. As described in Section 2.2, this method exploits semantic representations of sentences. It is also content dependent but has better generalization capability.

- HCF+Word2Vec. This method combines HCF and Word2Vec and is the strongest setting as reported in (Yang et al., 2015).

4.4 System Comparisons

Table 1 shows the results, reported with accuracy(Acc.), precision (P), recall (R) and $F_1$ score. We add sentiment association features (SA) to four baseline settings. In all cases, the performance is improved.

<table>
<thead>
<tr>
<th>Base</th>
<th>Acc.</th>
<th>P</th>
<th>R</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base1: HCF</td>
<td>0.787</td>
<td>0.779</td>
<td>0.815</td>
<td>0.797</td>
</tr>
<tr>
<td>KNN</td>
<td>0.756</td>
<td>0.733</td>
<td>0.821</td>
<td>0.775</td>
</tr>
<tr>
<td>Base2: HCF w/o KNN</td>
<td>0.71</td>
<td>0.706</td>
<td>0.745</td>
<td>0.725</td>
</tr>
<tr>
<td>Base3: Word2Vec</td>
<td>0.77</td>
<td>0.775</td>
<td>0.774</td>
<td>0.775</td>
</tr>
<tr>
<td>Base4: Base1+Base3</td>
<td>0.808</td>
<td>0.81</td>
<td>0.816</td>
<td>0.813</td>
</tr>
<tr>
<td>Base1+SA</td>
<td>0.799</td>
<td>0.789</td>
<td>0.828</td>
<td>0.808</td>
</tr>
<tr>
<td>Base2+SA</td>
<td>0.75</td>
<td>0.747</td>
<td>0.774</td>
<td>0.76</td>
</tr>
<tr>
<td>Base3+SA</td>
<td>0.783</td>
<td>0.788</td>
<td>0.787</td>
<td>0.788</td>
</tr>
<tr>
<td>Base4+SA</td>
<td>0.814</td>
<td>0.812</td>
<td>0.828</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 1: Humor recognition results. Base1 to Base4 correspond to four baseline settings and SA represents sentiment association features.
Table 2: Comparing the ways of utilizing sentiment information. Base2 doesn’t consider content; Base4 utilizes full information; SA: sentiment association, EWC: emotional word count.

<table>
<thead>
<tr>
<th></th>
<th>Acc.</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base2</td>
<td>0.71</td>
<td>0.706</td>
<td>0.745</td>
<td>0.725</td>
</tr>
<tr>
<td>Base2-EWC</td>
<td>0.709</td>
<td>0.705</td>
<td>0.742</td>
<td>0.723</td>
</tr>
<tr>
<td>Base2-EWC+SA</td>
<td>0.748</td>
<td>0.744</td>
<td>0.773</td>
<td>0.758</td>
</tr>
<tr>
<td>Base4</td>
<td>0.808</td>
<td>0.81</td>
<td>0.816</td>
<td>0.813</td>
</tr>
<tr>
<td>Base4-EWC</td>
<td>0.808</td>
<td>0.808</td>
<td>0.818</td>
<td>0.813</td>
</tr>
<tr>
<td>Base4-EWC+SA</td>
<td>0.812</td>
<td>0.812</td>
<td>0.823</td>
<td>0.817</td>
</tr>
</tbody>
</table>

Table 3: Comparing sentiment association features. Base2 doesn’t consider content; Base4 utilizes full information; DR: discourse relation, SC: sentiment conflict, ST: sentiment transition.

<table>
<thead>
<tr>
<th></th>
<th>Acc.</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base2</td>
<td>0.71</td>
<td>0.706</td>
<td>0.745</td>
<td>0.725</td>
</tr>
<tr>
<td>Base2+DR</td>
<td>0.741</td>
<td>0.737</td>
<td>0.768</td>
<td>0.752</td>
</tr>
<tr>
<td>Base2+SC</td>
<td>0.738</td>
<td>0.734</td>
<td>0.764</td>
<td>0.749</td>
</tr>
<tr>
<td>Base2+ST</td>
<td>0.748</td>
<td>0.743</td>
<td>0.775</td>
<td>0.759</td>
</tr>
<tr>
<td>Base4</td>
<td>0.808</td>
<td>0.81</td>
<td>0.816</td>
<td>0.813</td>
</tr>
<tr>
<td>Base4+DR</td>
<td>0.813</td>
<td>0.813</td>
<td>0.824</td>
<td>0.818</td>
</tr>
<tr>
<td>Base4+SC</td>
<td>0.811</td>
<td>0.812</td>
<td>0.82</td>
<td>0.816</td>
</tr>
<tr>
<td>Base4+ST</td>
<td>0.813</td>
<td>0.814</td>
<td>0.823</td>
<td>0.818</td>
</tr>
</tbody>
</table>

4.5 Comparing with Emotional Word Count

Previous work also considers sentiment information but in a different way. Among interpersonal effect features, the numbers of emotional words are used as features, noted as emotional word count, EWC for short. We want to compare the sentiment association features with EWC.

We compare them in two conditions. First, we replace EWC features with SA features in Base2, which doesn’t use content information. Second, we replace EWC features with SA features in Base4, which considers all available information. As shown in Table 2, in both conditions, SA features are more effective, indicating the usefulness of analyzing sentiment polarity at EDU level.

4.6 Discussion of Sentiment Association

Table 3 shows the results of adding individual sentiment association features on the basis of Base2 and Base4. All three features are shown to be useful for humor recognition. Sentiment transition is most useful. Again, when removing content features (Base2), the improvements are large. In contrast, if considering content features (Base4), the improvements become small. This is because the content features are already very strong for distinguishing two classes.

**Discourse Relation.** By analyzing the data, we found that 79% of the humorous instances contain more than one EDU, while 38% of non-humor messages contain more than one EDU. This means that humorous texts may have more complex sentence structures. The most frequent discourse relations in humorous data include condition, background and Contrast. In contrast, non-humor texts contain same-unit and attribution more. The most discriminative relation is condition, which accounts for 4.5% in humorous instances and 2% in non-humor instances. This may be explained with the incongruity theory, where the setup of the text prepares an expectation for the readers, while the punchline breaks the expectation. Condition relation is often used to connect the setup and the punchline.

**Sentiment polarity in Humor.** According to the automatic sentiment analysis tool we use, 57% of humorous instances have non-neutral polarity, while 47% of non-humor humorous instances have non-neutral polarity. This means that humor truly has a positive correlation with sentiment polarities and sentiment analysis should be a useful complement to semantic analysis for measuring incongruity. In addition, as we have shown, measuring sentiment at discourse level should be more important. Combining discourse relations and sentiment polarity performs best.

5 Conclusion

In this paper, we have studied humor recognition from a novel perspective: modeling sentiment association in discourse. We integrate discourse parsing and sentiment analysis to get sentiment association patterns and measure incongruity in a new angle. The proposed idea can be explained with major humor theories. Experimental results also demonstrate the effectiveness of proposed features. This indicates that sentiment association could be a better representation compared with simply analyzing the distribution of sentiment polarity for humor recognition.
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Abstract

One key task of fine-grained sentiment analysis of product reviews is to extract product aspects or features that users have expressed opinions on. This paper focuses on supervised aspect extraction using deep learning. Unlike other highly sophisticated supervised deep learning models, this paper proposes a novel and yet simple CNN model employing two types of pre-trained embeddings for aspect extraction: general-purpose embeddings and domain-specific embeddings. Without using any additional supervision, this model achieves surprisingly good results, outperforming state-of-the-art sophisticated existing methods. To our knowledge, this paper is the first to report such double embeddings based CNN model for aspect extraction and achieve very good results.

1 Introduction

Aspect extraction is an important task in sentiment analysis (Hu and Liu, 2004) and has many applications (Liu, 2012). It aims to extract opinion targets (or aspects) from opinion text. In product reviews, aspects are product attributes or features. For example, from “Its speed is incredible” in a laptop review, it aims to extract “speed”.

Aspect extraction has been performed using supervised (Jakob and Gurevych, 2010; Chernyshevich, 2014; Shu et al., 2017) and unsupervised approaches (Hu and Liu, 2004; Zhuang et al., 2006; Mei et al., 2007; Qiu et al., 2011; Yin et al., 2016; He et al., 2017). Recently, supervised deep learning models achieved state-of-the-art performances (Li and Lam, 2017). Many of these models use handcrafted features, lexicons, and complicated neural network architectures (Poria et al., 2016; Wang et al., 2016, 2017; Li and Lam, 2017). Although these approaches can achieve better performances than their prior works, there are two other considerations that are also important. (1) Automated feature (representation) learning is always preferred. How to achieve competitive performances without manually crafting features is an important question. (2) According to Occam’s razor principle (Blumer et al., 1987), a simple model is always preferred over a complex model. This is especially important when the model is deployed in a real-life application (e.g., chatbot), where a complex model will slow down the speed of inference. Thus, to achieve competitive performance whereas keeping the model as simple as possible is important. This paper proposes such a model.

To address the first consideration, we propose a double embeddings mechanism that is shown crucial for aspect extraction. The embedding layer is the very first layer, where all the information about each word is encoded. The quality of the embeddings determines how easily later layers (e.g., LSTM, CNN or attention) can decode useful information. Existing deep learning models for aspect extraction use either a pre-trained general-purpose embedding, e.g., GloVe (Pennington et al., 2014), or a general review embedding (Poria et al., 2016). However, aspect extraction is a complex task that also requires fine-grained domain embeddings. For example, in the previous example, detecting “speed” may require embeddings of both “Its” and “speed”. However, the criteria for good embeddings for “Its” and “speed” can be totally different. “Its” is a general word and the general embedding (trained from a large corpus) is likely to have a better representation for “Its”. But, “speed” has a very fine-grained meaning (e.g., how many instructions per second) in the laptop domain,
whereas “speed” in general embeddings or general review embeddings may mean how many miles per second. So using in-domain embeddings is important even when the in-domain embedding corpus is not large. Thus, we leverage both general embeddings and domain embeddings and let the rest of the network to decide which embeddings have more useful information.

To address the second consideration, we use a pure Convolutional Neural Network (CNN) (LeCun et al., 1995) model for sequence labeling. Although most existing models use LSTM (Hochreiter and Schmidhuber, 1997) as the core building block to model sequences (Liu et al., 2015; Li and Lam, 2017), we noticed that CNN is also successful in many NLP tasks (Kim, 2014; Zhang et al., 2015; Gehring et al., 2017). One major drawback of LSTM is that LSTM cells are sequentially dependent. The forward pass and backpropagation must serially go through the whole sequence, which slows down the training/testing process. One challenge of applying CNN on sequence labeling is that convolution and max-pooling operations are usually used for summarizing sequential inputs and the outputs are not well-aligned with the inputs. We discuss the solutions in Section 3.

We call the proposed model Dual Embeddings CNN (DE-CNN). To the best of our knowledge, this is the first paper that reports a double embedding mechanism and a pure CNN-based sequence labeling model for aspect extraction.

2 Related Work

Sentiment analysis has been studied at document, sentence and aspect levels (Liu, 2012; Pang and Lee, 2008; Cambria and Hussain, 2012). This work focuses on the aspect level (Hu and Liu, 2004). Aspect extraction is one of its key tasks, and has been performed using both unsupervised and supervised approaches. The unsupervised approach includes methods such as frequent pattern mining (Hu and Liu, 2004; Popescu and Etzioni, 2005), syntactic rules-based extraction (Zhuang et al., 2006; Wang and Wang, 2008; Qiu et al., 2011), topic modeling (Mei et al., 2007; Titov and McDonald, 2008; Lin and He, 2009; Moghaddam and Ester, 2011), word alignment (Liu et al., 2013) and label propagation (Zhou et al., 2013; Shu et al., 2016).

Traditionally, the supervised approach (Jakob and Gurevych, 2010; Mitchell et al., 2013; Shu et al., 2017) uses Conditional Random Fields (CRF) (Lafferty et al., 2001). Recently, deep neural networks are applied to learn better features for supervised aspect extraction, e.g., using LSTM (Williams and Zipser, 1989; Hochreiter and Schmidhuber, 1997; Liu et al., 2015) and attention mechanism (Wang et al., 2017; He et al., 2017) together with manual features (Poria et al., 2016; Wang et al., 2016). Further, (Wang et al., 2016, 2017; Li and Lam, 2017) also proposed aspect and opinion terms co-extraction via a deep network. They took advantage of the gold-standard opinion terms or sentiment lexicon for aspect extraction. The proposed approach is close to (Liu et al., 2015), where only the annotated data for aspect extraction is used. However, we will show that our approach is more effective even compared with baselines using additional supervisions and/or resources.

The proposed embedding mechanism is related to cross domain embeddings (Bollegala et al., 2015, 2017) and domain-specific embeddings (Xu et al., 2018a,b). However, we require the domain of the domain embeddings must exactly match the domain of the aspect extraction task. CNN (LeCun et al., 1995; Kim, 2014) is recently adopted for named entity recognition (Strubell et al., 2017). CNN classifiers are also used in sentiment analysis (Poria et al., 2016; Chen et al., 2017). We adopt CNN for sequence labeling for aspect extraction because CNN is simple and parallelized.

3 Model

The proposed model is depicted in Figure 1. It has 2 embedding layers, 4 CNN layers, a fully-connected layer shared across all positions of words, and a softmax layer over the labeling space \( \mathcal{Y} = \{B, I, O\} \) for each position of inputs. Note that an aspect can be a phrase and \( \mathcal{Y} \) indicates the beginning word and non-beginning word of an aspect phrase and \( O \) indicates non-aspect words.

Assume the input is a sequence of word indexes \( x = (x_1, \ldots, x_n) \). This sequence gets its two corresponding continuous representations \( x^g \) and \( x^d \) via two separate embedding layers (or embedding matrices) \( W^g \) and \( W^d \). The first embedding matrix \( W^g \) represents general embeddings pre-

\( \text{We notice that a GPU with more cores has no training time gain on a low-dimensional LSTM because extra cores are idle and waiting for the other cores to sequentially compute cells.} \)
trained from a very large general-purpose corpus (usually hundreds of billions of tokens). The second embedding matrix $W^d$ represents domain embeddings pre-trained from a small in-domain corpus, where the scope of the domain is exactly the domain that the training/testing data belongs to. As a counter-example, if the training/testing data is in the laptop domain, then embeddings from the electronics domain are considered to be out-of-domain embeddings (e.g., the word “adapter” may represent different types of adapters in electronics rather than exactly a laptop adapter). That is, only laptop reviews are considered to be in-domain.

We do not allow these two embedding layers trainable because small training examples may lead to many unseen words in test data. If embeddings are tunable, the features for seen words’ embeddings will be adjusted (e.g., forgetting useless features and infusing new features that are related to the labels of the training examples). And the CNN filters will adjust to the new features accordingly. But the embeddings of unseen words from test data still have the old features that may be mistakenly extracted by CNN.

Then we concatenate two embeddings $x^{(1)} = x^g \oplus x^d$ and feed the result into a stack of 4 CNN layers. A CNN layer has many 1D-convolution filters and each (the $r$-th) filter has a fixed kernel size $k = 2c+1$ and performs the following convolution operation and ReLU activation:

$$x_{i,r}^{(l+1)} = \max \left(0, \left(\sum_{j=-c}^{c} w_{j,r}^{(l)} x_{i+j,r}^{(l)}\right) + b_r^{(l)}\right)$$

where $l$ indicates the $l$-th CNN layer. We apply each filter to all positions $i = 1 : n$. So each filter computes the representation for the $i$-th word along with $2c$ nearby words in its context. Note that we force the kernel size $k$ to be an odd number and set the stride step to be 1 and further pad the left $c$ and right $c$ positions with all zeros. In this way, the output of each layer is well-aligned with the original input $x$ for sequence labeling purposes. For the first ($l = 1$) CNN layer, we employ two different filter sizes. For the rest 3 CNN ($l \in \{2, 3, 4\}$) layers, we only use one filter size. We will discuss the details of the hyperparameters in the experiment section. Finally, we apply a fully-connected layer with weights shared across all positions and a softmax layer to compute label distribution for each word. The output size of the fully-connected layer is $|Y| = 3$.

4 Experiments

4.1 Datasets

Following the experiments of a recent aspect extraction paper (Li and Lam, 2017), we conduct experiments on two benchmark datasets from SemEval challenges (Pontiki et al., 2014, 2016) as shown in Table 4.1. The first dataset is from the laptop domain on subtask 1 of SemEval-2014 Task 4. The second dataset is from the restaurant domain on subtask 1 (slot 2) of SemEval-2016 Task 5. These two datasets consist of review sentences with aspect terms labeled as spans of characters.

<table>
<thead>
<tr>
<th>Description</th>
<th>Training #S./#A.</th>
<th>Testing #S./#A.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SemEval-14 Laptop</td>
<td>3045/2358</td>
<td>800/654</td>
</tr>
<tr>
<td>SemEval-16 Restaurant</td>
<td>2000/1743</td>
<td>676/622</td>
</tr>
</tbody>
</table>

Table 1: Dataset description with the number of sentences (#S.) and number of aspect terms (#A.)
We use NLTK\(^3\) to tokenize each sentence into a sequence of words.

For the general-purpose embeddings, we use the glove.840B.300d embeddings (Pennington et al., 2014), which are pre-trained from a corpus of 840 billion tokens that cover almost all web pages. These embeddings have 300 dimensions. For domain-specific embeddings, we collect a laptop review corpus and a restaurant review corpus and use fastText (Bojanowski et al., 2016) to train domain embeddings. The laptop review corpus contains all laptop reviews from the Amazon Review Dataset (He and McAuley, 2016). The restaurant review corpus is from the Yelp Review Dataset Challenge \(^4\). We only use reviews from restaurant categories that the second dataset is selected from \(^5\). We set the embedding dimensions to 100 and the number of iterations to 30 (for a small embedding corpus, embeddings tend to be under-fitted), and keep the rest hyper-parameters as the defaults in fastText. We further use fastText to compose out-of-vocabulary word embeddings via subword N-gram embeddings.

### 4.2 Baseline Methods

We perform a comparison of DE-CNN with three groups of baselines using the standard evaluation of the datasets\(^6\) \(^7\). The results of the first two groups are copied from (Li and Lam, 2017). The first group uses single-task approaches.

**CRF** is conditional random fields with basic features\(^8\) and GloVe word embedding(Pennington et al., 2014).

**IHS RD** (Chernyshevich, 2014) and **NLANGP** (Toh and Su, 2016) are best systems in the original challenges (Pontiki et al., 2014, 2016).

**WDEmb** (Yin et al., 2016) enhanced CRF with word embeddings, linear context embeddings and dependency path embeddings as input.

**LSTM** (Liu et al., 2015; Li and Lam, 2017) is a vanilla BiLSTM.

**BiLSTM-CNN-CRF** (Reimers and Gurevych, 2017) is the state-of-the-art from the Named Entity Recognition (NER) community. We use this baseline\(^9\) to demonstrate that a NER model may need further adaptation for aspect extraction.

The second group uses multi-task learning and also take advantage of gold-standard opinion terms/sentiment lexicon.

**RNCRF** (Wang et al., 2016) is a joint model with a dependency tree based recursive neural network and CRF for aspect and opinion terms co-extraction. Besides opinion annotations, it also uses handcrafted features.

**CMLA** (Wang et al., 2017) is a multi-layer coupled-attention network that also performs aspect and opinion terms co-extraction. It uses gold-standard opinion labels in the training data.

**MIN** (Li and Lam, 2017) is a multi-task learning framework that has (1) two LSTMs for jointly extraction of aspects and opinions, and (2) a third LSTM for discriminating sentimental and non-sentimental sentences. A sentiment lexicon and high precision dependency rules are employed to find opinion terms.

The third group is the variations of DE-CNN. **GloVe-CNN** only uses glove.840B.300d to show that domain embeddings are important.

**Domain-CNN** does not use the general embeddings to show that domain embeddings alone are not good enough as the domain corpus is limited for training good general words embeddings.

**MaxPool-DE-CNN** adds max-pooling in the last CNN layer. We use this baseline to show that the max-pooling operation used in the traditional CNN architecture is harmful to sequence labeling.

**DE-OOD-CNN** replaces the domain embeddings with out-of-domain embeddings to show that a large out-of-domain corpus is not a good replacement for a small in-domain corpus for domain embeddings. We use all **electronics** reviews as the out-of-domain corpus for the **laptop** and all the **Yelp** reviews for **restaurant**.

**DE-Google-CNN** replaces the glove embeddings with GoogleNews embeddings\(^10\), which are pre-trained from a smaller corpus (100 billion tokens). We use this baseline to demonstrate that general embeddings that are pre-trained from a larger corpus performs better.

**DE-CNN-CRF** replaces the softmax activation with a CRF layer\(^11\). We use this baseline to
Table 2: Comparison results in F1 score: numbers in the third group are averaged scores of 5 runs as in (Li and Lam, 2017). * indicates the result is statistical significant at the level of 0.05.

<table>
<thead>
<tr>
<th>Model</th>
<th>Laptop</th>
<th>Restaurant</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRF</td>
<td>74.01</td>
<td>69.56</td>
</tr>
<tr>
<td>IHS_RD</td>
<td>74.55</td>
<td>-</td>
</tr>
<tr>
<td>NLANGP</td>
<td>-</td>
<td>72.34</td>
</tr>
<tr>
<td>WDEmb</td>
<td>75.16</td>
<td>-</td>
</tr>
<tr>
<td>LSTM</td>
<td>75.25</td>
<td>71.26</td>
</tr>
<tr>
<td>BiLSTM-CNN-CRF</td>
<td>77.8</td>
<td>72.5</td>
</tr>
<tr>
<td>RNCRF</td>
<td>78.42</td>
<td>-</td>
</tr>
<tr>
<td>CMLA</td>
<td>77.80</td>
<td>-</td>
</tr>
<tr>
<td>MIN</td>
<td>77.58</td>
<td>73.44</td>
</tr>
<tr>
<td>GloVe-CNN</td>
<td>77.67</td>
<td>72.08</td>
</tr>
<tr>
<td>Domain-CNN</td>
<td>78.12</td>
<td>71.75</td>
</tr>
<tr>
<td>MaxPool-DE-CNN</td>
<td>77.45</td>
<td>71.12</td>
</tr>
<tr>
<td>DE-LSTM</td>
<td>78.73</td>
<td>72.94</td>
</tr>
<tr>
<td>DE-OOD-CNN</td>
<td>80.21</td>
<td>74.2</td>
</tr>
<tr>
<td>DE-Google-CNN</td>
<td>78.8</td>
<td>72.1</td>
</tr>
<tr>
<td>DE-CNN-CRF</td>
<td>80.8</td>
<td>74.1</td>
</tr>
<tr>
<td>DE-CNN</td>
<td>81.59*</td>
<td>74.37*</td>
</tr>
</tbody>
</table>

demonstrate that CRF may not further improve the challenging performance of aspect extraction.

4.3 Hyper-parameters
We hold out 150 training examples as validation data to decide the hyper-parameters. The first CNN layer has 128 filters with kernel sizes $k = 3$ (where $c = 1$ is the number of words on the left (or right) context) and 128 filters with kernel sizes $k = 5$ ($c = 2$). The rest 3 CNN layers have 256 filters with kernel sizes $k = 5$ ($c = 2$) per layer. The dropout rate is 0.55 and the learning rate of Adam optimizer (Kingma and Ba, 2014) is 0.0001 because CNN training tends to be unstable.

4.4 Results and Analysis
Table 4.3 shows that DE-CNN performs the best. The double embedding mechanism improves the performance and in-domain embeddings are important. We can see that using general embeddings (GloVe-CNN) or domain embeddings (Domain-CNN) alone gives inferior performance. We further notice that the performance on Laptops and Restaurant domains are quite different. Laptops has many domain-specific aspects, such as “adapter”. So the domain embeddings for Laptops are better than the general embeddings. The Restaurant domain has many very general aspects like “staff”, “service” that do not deviate much from their general meanings. So general embeddings are not bad. Max pooling is a bad operation as indicated by MaxPool-DE-CNN since the max pooling operation loses word positions. DE-OOD-CNN’s performance is poor, indicating that making the training corpus of domain embeddings to be exactly in-domain is important. DE-Google-CNN uses a much smaller training corpus for general embeddings, leading to poorer performance than that of DE-CNN. Surprisingly, we notice that the CRF layer (DE-CNN-CRF) does not help. In fact, the CRF layer can improve 1-2% when the laptop’s performance is about 75%. But it doesn’t contribute much when laptop’s performance is above 80%. CRF is good at modeling label dependences (e.g., label I must be after B), but many aspects are just single words and the major types of errors (mentioned later) do not fall in what CRF can solve. Note that we did not tune the hyperparameters of DE-CNN-CRF for practical purpose because training the CRF layer is extremely slow.

One important baseline is BiLSTM-CNN-CRF, which is markedly worse than our method. We believe the reason is that this baseline leverages dependency-based embeddings (Levy and Goldberg, 2014), which could be very important for NER. NER models may require further adaptations (e.g., domain embeddings) for opinion texts.

DE-CNN has two major types of errors. One type comes from inconsistent labeling (e.g., for the restaurant data, the same aspect is sometimes labeled and sometimes not). Another major type of errors comes from unseen aspects in test data that require the semantics of the conjunction word “and” to extract. For example, if A is an aspect and when “A and B” appears, B should also be extracted but not. We leave this to future work.

5 Conclusion
We propose a CNN-based aspect extraction model with a double embeddings mechanism without extra supervision. Experimental results demonstrated that the proposed method outperforms state-of-the-art methods with a large margin.
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Abstract

The process of obtaining high quality labeled data for natural language understanding tasks is often slow, error-prone, complicated and expensive. With the vast usage of neural networks, this issue becomes more notorious since these networks require a large amount of labeled data to produce satisfactory results. We propose a methodology to blend high quality but scarce labeled data with noisy but abundant weak labeled data during the training of neural networks. Experiments in the context of topic-dependent evidence detection with two forms of weak labeled data show the advantages of the blending scheme. In addition, we provide a manually annotated data set for the task of topic-dependent evidence detection.

1 Introduction

In recent years, neural networks have been widely used for natural language understanding tasks. Such networks demand a considerable amount of labeled data for each specific task. However, for many tasks, the process of obtaining high quality labeled data is slow, expensive, and complicated (Habernal et al., 2018). In this work, we propose a method for improving network training when a small amount of labeled data is available.

Several works have suggested methods for generating weak labeled data (WLD) whose quality for the task of interest is low, but that can be easily obtained. One approach for gathering WLD is to apply heuristics to a large corpus. For example, Hearst (1992) considered a noun to be the hypernym of another noun if they are connected by the is a pattern in a sentence.

Distant supervision is another form of WLD used in various tasks such as relation extraction (Mintz et al., 2009; Surdeanu et al., 2012) and sentiment analysis (Go et al., 2009). Other works use emojis or hashtags as weak labels describing the texts in which they appear (e.g., Davidov et al. (2010) in the context of sarcasm detection).

WLD can be freely obtained, however it comes with a price: it is often very noisy. Therefore, systems trained only on WLD are at a serious disadvantage compared to systems trained on high quality labeled data, which we term henceforth strong labeled data (SLD). However, we suggest that the easily accessible WLD is still useful when used alongside SLD, which is naturally limited in size.

In this work we propose a method for blending WLD and SLD in the training of neural networks. Focusing on the argumentation mining field, we create and release a data set for the task of topic-dependent evidence detection. Our evaluation shows that such blending improves the accuracy of the network compared to not using WLD or not blending it. This improvement is even more evident when SLD is not abundantly available.

We believe that blending WLD and SLD is a general notion that may be applicable to many language understanding tasks, and can especially assist researchers who wish to train a network but have a small amount of SLD for their task of interest.

2 Background

2.1 WLD and networks

In the field of neural networks, WLD has mainly been employed for pre-training networks. This was done in related fields such as information retrieval (Dehghani et al., 2017b) and sentiment analysis (Severyn and Moschitti, 2015; Deriu et al., 2017). Contrary to those works, we ex-
explore a way to utilize WLD together with SLD and throughout the training process.

Most similar to our work, Dehghani et al. (2017a) use WLD and SLD together, for sentiment classification. They train two separate networks, one with WLD only, and another with SLD only. They control the magnitude of the gradient updates to the network trained on WLD, using the scores provided by the network trained on SLD. Differently, we blend the two types of labeled data in a single network.

2.2 Argumentation mining

Argumentation mining is attracting a lot of attention (Lippi and Torroni, 2016). One line of research focuses on identifying arguments (claims and evidence/premises) within a text (Stab and Gurevych, 2014; Habernal and Gurevych, 2015; Persing and Ng, 2016; Eger et al., 2017). Another line of work seeks to mine arguments relevant for a given topic or claim, either from a pre-built argument repository where arguments are collected from online debate portals (Wachsmuth et al., 2017), or from unrestricted large scale corpora (Levy et al., 2014; Rinott et al., 2015; Levy et al., 2017). Our work falls into the latter category of corpus wide topic-dependent argumentation mining.

Previous work by Rinott et al. (2015) presented the task of detecting evidence texts that are relevant for claims of a given topic. They search in a preselected set of articles, in which the likelihood to find an evidence is considerably higher than in an arbitrary article from the corpus. In this work, we detect evidence directly supporting or contesting the topic (without an intermediate claim), and we search in the entire corpus, with no need for pre-selecting a small set of relevant articles.

2.3 SLD and WLD in argumentation mining

Publicly available strong labeled data (SLD) for argument mining is usually only a couple of thousand instances in size (e.g., Stab and Gurevych (2017) present one of the largest, with around 6,000 annotated positive instances). Recently, Habernal et al. (2018) have commented about the difficulty to collect valuable SLD from crowd sourcing for such tasks.

Several works utilize WLD for argumentation mining; Webis-Debate-16 (Al-Khatib et al., 2016) use the structure of online debates as distant supervision for the task of argument classification. Sentences from the first paragraph are considered as non-argumentative and the rest of the sentences are considered as argumentative.

For the topic-dependent claim detection task, Levy et al. (2017) showed that retrieving sentences with the word that followed by the concept representing the topic, yields candidates that are more likely to contain a claim for that topic than arbitrary sentences which contain the topic concept.

3 BlendNet

We present BlendNet, a neural network that is trained on a blend of WLD and SLD.

3.1 Network description

Our network is a bi-directional LSTM (Graves and Schmidhuber, 2005) with an additional attention layer (Yang et al., 2016).

The models are all trained with a dropout of 0.85, using a single dropout mask across all time-steps as proposed by Gal and Ghahramani (2016). The cell size in the LSTM layers is 128, and the attention layer is of size 100. We use the Adam method as an optimizer (Kingma and Ba, 2015) with a learning rate of 0.001, and apply gradient clipping with a maximum global norm of 1.0. Words are represented using the 300 dimensional GloVe embeddings learned on 840B Common Crawl tokens and are left untouched during training (Pennington et al., 2014).

We note that even though we chose this network architecture, there is nothing in the blending method we propose which is restricted to it, and blending can be easily applied to other networks.

3.2 WLD blending

WLD is a pair of disjoint sets, WLD\textsubscript{pos} and WLD\textsubscript{neg}. The two sets are constructed such that the probability of finding positive instances in WLD\textsubscript{pos} is significantly higher than that of finding them in WLD\textsubscript{neg}. This difference in probabilities is the source of the signal WLD provides. Importantly, the probability in WLD\textsubscript{pos} can still be rather low.

As mentioned in Section 2.1, using WLD to pre-train neural networks has been proven to be effective. We extend this idea by allowing the use of WLD alongside SLD during the entire training process of the network. Our intuition is that even though WLD signal is noisy, there is potential in
its additional massive amount, and integrating it can improve training when SLD is limited in size.

In every epoch (a pass through the entire SLD), the training data is enriched with WLD. However, since WLD is noisy, an exponentially decreasing fraction of it is blended into the network at each epoch.

Formally, we have $m$ initialization epochs using the entire WLD with no SLD. After this pre-training phase, we continue with $n$ blending epochs, in each using all the available SLD, and a fraction of the WLD which is determined by a blend factor $\alpha \in [0..1]$. In the $k$th blending epoch ($k \in [0..n-1]$) we blend $\alpha^k$ of the WLD with the SLD, and feed the data in a random order to the network. Consequently, the first blending epoch uses full SLD and full WLD, and in every subsequent epoch the amount of WLD decays by a factor of $\alpha$. The stopping point $n$ will typically be empirically determined. We set it to a number that will guarantee that the last couple of epochs will be composed of mainly SLD, since eventually, this is the better signal for training.

One can come up with different methods for blending WLD and SLD. For instance, start training with all available SLD and gradually blend more and more WLD, or use all available WLD and SLD during the entire training. In Section 5 we refer to some alternatives and show that they do not achieve better results than the one presented above. However, we do not claim that our blending method is the only option or even the best one. The goal of this work is to suggest one method which works.

4 Data sets

We created a data set of 5,785 sentences with manual annotations for the task of topic-dependent evidence detection (this will serve as our SLD). It is available on the IBM Debater Datasets webpage.\(^1\) We use it for training and for evaluation and describe it next. In Section 4.2 we describe two methods for freely obtaining weak labeled data for our task.

4.1 SLD annotation

Our strong labeled data (SLD) consists of pairs of a topic and a sentence. Topics were extracted from several sources, such as Debatepedia, an online encyclopedia dedicated to debates and argumentation. The data set includes 118 diverse topics, from domains such as politics, science and education. The topics generally deal with one clearly identifiable concept.

The sentences were extracted from Wikipedia and were annotated by crowd-sourcing. We used 10 annotators for each pair of topic and sentence; each annotator either confirms or rejects the sentence as evidence for the topic. We combine the annotators’ votes into a binary label by majority. Ties are resolved as non-evidence.

The guidelines for the task present three criteria which all have to be met for a positive label. The sentence must clearly support or contest the topic, and not simply be neutral. It has to be coherent and stand mostly on its own. Finally it has to be convincing, something you could use to sway someone’s stance on the topic: a claim is not enough, it has to be backed up.

The annotators agreement is 0.45 by Fleiss’ kappa. This is a typical value in such challenging labeling tasks, comparable to previous reports in the literature, e.g., (Aharoni et al., 2014; Rinott et al., 2015). In addition, for 85% of the labeled instances, the majority vote included at least 70% of the annotators, further supporting the quality of the released data.

The 118 topics were randomly split into two sets: 83 topics for training (4,066 sentences), and 35 topics for testing (1,719 sentences). No sentences of the same topic appear in both sets. The prior for positive, i.e., an evidence instance, is about 40% for both sets. In addition, every occurrence of the topic concept in the candidate is replaced with a common token, to keep the training topic-independent. The topic concept is detected by an in-house wikification tool, similar to TagMe (Ferragina and Scaiella, 2010). The README, provided with this paper, includes additional information about the data set and the pre-processing.

4.2 WLD generation

Next we describe two sources of WLD we use in our experiments. For the first source, we use the method described by Levy et al. (2017) for unsupervised topic dependent claim detection. Following them, we construct the set of WLD$_{pos}$ by retrieving sentences from Wikipedia which match the query “that + topic concept”, i.e. sentences which contain the word “that” followed by the

---

\(^1\)See http://www.research.ibm.com/haifa/dept/vst/debating_data.shtml
concept of the topic (not necessarily adjacent). The $\text{WLD}_{\text{neg}}$ set is constructed by retrieving sentences that contain the topic concept and are not part of $\text{WLD}_{\text{pos}}$. Levy et al. (2017) showed that the likelihood of claims in $\text{WLD}_{\text{pos}}$ is double the likelihood in $\text{WLD}_{\text{neg}}$.

We believe that the query “that + topic concept” is indicative of argumentative content in general, and not just of claims. It is therefore a good fit for constructing WLD for the topic-dependent evidence detection task. Indeed, in the data set, described in Section 4.1, the prior for positive in the entire training set is close to 40%, but among the candidates that match the query, it is much higher – 52%. Applying this WLD method we were able to extract 253,352 sentences from Wikipedia which contain the topic concept, 25% of them also contain “that” before the topic concept, and they are our $\text{WLD}_{\text{pos}}$.

For the second source of WLD, we use the Webis-Debate-16 corpus (Al-Khatib et al., 2016), using their argumentative vs. non-argumentative division. This division was automatically created by mapping the specific structure of debate.org pages – introduction, points for/against, point/counterpoint – to the two classes. The sentences of the introduction are labeled by them as non-argumentative, under the assumption that they neutraly present the topic. We use them as our $\text{WLD}_{\text{neg}}$. The other sentences are labeled in Webis-Debate-16 as argumentative, thus we use them as our $\text{WLD}_{\text{pos}}$. Out of 16,402 total instances, 66% are in $\text{WLD}_{\text{pos}}$. This data set doubly deserves the status of WLD in our task because the labels do not exactly match the evidence/non-evidence classification, and in addition it is produced automatically based on a coarse-grained mapping that is bound to introduce noise.

5 Experimental setup and results

We use the data set described in Section 4, training the network on the train set and evaluating its accuracy on the test set. We empirically explore several blending configurations and evaluate their impact on the accuracy of the network. To validate our assumption that WLD contribution would be more prominent when SLD is limited, we test each configuration with varying sizes of SLD between 500 and 4,000.

Following some preliminary exploration, on a different data set, we noticed that the parameter $m$, the number of initialization epochs, does not make a significant difference, and we set it to be 1 (trying $m > 1$ resulted in slightly worse accuracy).

As mentioned in Section 3.2, our stopping criterion was set to ensure that in any configuration, we have four blending epochs in which the input for the network is mostly SLD, i.e. it is at least 95% of the data seen by the network.

For the blending factor we tried $\alpha \in \{0, 0.05, 0.2\}$, and quickly learned that choosing a blending factor value larger than 0.05 is typically ineffective. Since the blending factor determines the numbers of epochs in which the WLD is significant, and since it is reasonable to limit this number due to the noisy nature of the WLD, it is not surprising that a small value of $\alpha$ is preferable. We note that setting $\alpha = 0$ means WLD is only used in the initialization epochs.

Finally, to keep results reliable, as SLD size can get quite small, we repeat each configuration run five times with different SLD slices to reduce variance. For each run we record the best accuracy out of all its epochs and report the micro average of the best accuracies of the five runs.

Figure 1 depicts our results. Blending WLD throughout several epochs of training (the thick green curve with round dots), improves performance over using it only for initialization, as most previous works do (the dashed red curve), and over not using WLD at all (the blue curve with triangles). This effect is significantly more notable as we use less SLD. For example, in the left plot, which presents the usage of Webis-Debate-16 as WLD, we see that using 1,000 instances of SLD with WLD yields results comparable to using 2,500 SLD instances. Similarly, 2,000 SLD instances plus WLD, are comparable to using 3,000 SLD instances. The effect is smaller when the WLD is based on the “that + topic concept” query, but the trend is similar.

One may claim that the signal in WLD is stronger than we hypothesized and therefore the performance improves simply because we are adding labeled data for training. To test this claim we train the network with all available WLD and only it. The single triangles on the Y-axis of each plot show that the accuracy of the network with such training is much lower than using the entire SLD, reflecting the inferior quality of the WLD. In addition, we note that the accuracy on the test set of the “that + topic concept” query, which was
Figure 1: Micro-averaged accuracy on the SLD test set for the different sizes of SLD training data. A single asterisk (*) indicates significant results in comparison to SLD only and double asterisks indicate significant results also in comparison to blend factor 0 (unpaired student t-test with \( p < 0.05 \)).

used to collect one of our WLD types, is only 17%.

Another claim may be that just by utilizing WLD in addition to SLD the accuracy improves, and that there is no need for any blending method. To answer that, we unify the WLD and the SLD, without applying any blending method (single squares on the right border of each plot). For the WLD constructed by the “that + topic concept” query the accuracy is well below the accuracy achieved when using SLD alone, as can be seen in the right plot. On the left plot, we see that unifying the WLD with the SLD does not help nor harm compared to using the SLD alone.

We conclude that even though WLD is not nearly as accurate as SLD, it has the potential to improve performance, if blended correctly.

We also tried gradually increasing the amount of WLD in each blending epoch, instead of decreasing it. We tested several increasing factors on both types of WLD. Results were similar to the proposed blending method.

6 Conclusions

Neural networks have become widely useful in natural language understanding tasks. It is often the case that there is not enough high quality labeled data for the target task, leading to significant drops in network performance. On the other hand, for many tasks, weak labeled data can be easily obtained but is usually noisy.

In this work we explore a way to enable a network to take advantage of the large size of WLD without overriding the high quality of SLD.

In the method we present, training starts with initialization epochs in which only the WLD is used. It continues with blending epochs in which the data fed to the network is a dynamic mixture of WLD and SLD. The blending method we presented, assigns higher importance to the vast amount of WLD at the beginning of the training and decreases its impact as training progresses.

We evaluate our blending method on the task of topic-dependent evidence detection, leveraging two WLD sources, and show that it improves performance for each source. The impact of blending increases as the amount of SLD decreases.

Additionally, we release a data set of 5,785 manually labeled sentences to encourage reproducibility and further work on evidence detection.

The impact of the two WLD we tried is evidently different: the Webis corpus seems to help more than the “that + topic concept” query. This calls for future work of understanding what makes a good fit between WLD and SLD. The amount of WLD does not seem to be an important factor, as we see that blending the smaller WLD of the two achieves better performance. It is probably highly related to the quality of the WLD. Sentences retrieved from Wikipedia are of many forms and domains, while the Webis corpus is composed of sentences from debates, which might explain why the network is able to leverage it better.

For future work we intend to examine ways to find better WLD and to make better use of it. For example, instead of choosing one type of WLD, we can combine several WLD types together.
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Abstract

We propose a tri-modal architecture to predict Big Five personality trait scores from video clips with different channels for audio, text, and video data. For each channel, stacked Convolutional Neural Networks are employed. The channels are fused both on decision-level and by concatenating their respective fully connected layers. It is shown that a multimodal fusion approach outperforms each single modality channel, with an improvement of 9.4% over the best individual modality (video). Full backpropagation is also shown to be better than a linear combination of modalities, meaning complex interactions between modalities can be leveraged to build better models. Furthermore, we can see the prediction relevance of each modality for each trait. The described model can be used to increase the emotional intelligence of virtual agents.

1 Introduction

Automatic prediction of personality is important for the development of emotional and empathetic virtual agents. Humans are very quick to assign personality traits to each other, as well as to virtual characters (Nass et al., 1995). People infer personality from different cues, both behavioral and verbal, hence a model to predict personality should take into account multiple modalities including language, speech and visual cues.

Personality is typically modeled with the Big Five personality descriptors (Goldberg, 1990). In this model an individual’s personality is defined as a collection of five scores in range [0, 1] for personality traits Extraversion, Agreeableness, Conscientiousness, Neuroticism and Openness to Experience. These score are usually calculated by each subject filling in a specific questionnaire. The biggest effort to predict personality, as well as to release a benchmark open-domain personality corpus, was given by the ChaLearn 2016 shared task challenge (Ponce-López et al., 2016). All the best performing teams used neural network techniques. They extracted traditional audio features (zero crossing rate, energy, spectral features, MFCCs) and then fed them into the neural network (Subramaniam et al., 2016; Gürpinar et al., 2016; Zhang et al., 2016). A deep neural network should however be able to extract such features itself. Güçlütürk et al. (2016) took a different approach by feeding the raw audio and video samples to the network. However they mostly designed the network for computer vision, and used the same architecture to audio input without any adaptation or considerations to merge modalities. The challenge was in general aimed at the computer vision community (many only used facial features), thus not many looked into what their deep network was learning regarding other modalities.

In this paper, we are interested in predicting personality from speech, language and video frames (facial features). We first consider the different modalities separately, in order to have more understanding of how personality is expressed and which modalities contribute more to the personality definition. Then we design and analyze fusion methods to effectively combine the three modalities in order to obtain a performance improvement over each individual modality. The readers can refer to the survey by Baltrušaitis et al. (2018) for more information on multi-modal approaches.

2 Methodology

Our multimodal deep neural network architecture consists of three separate channels for audio, text, and video. The channels are fused both in decision-
level fusion and inside the neural network. The three channels are trained in a multiclass way, instead of separate models for each trait (Farnadi et al., 2016). The full architecture is trained end-to-end, which refers to models that are completely trained from the most raw input representation to the desired output, with all the parameters learned from data (Muller et al., 2006). Automatic feature learning has the capacity to outperform feature engineering, as these learned features are automatically tuned to the task at hand. The full neural network architecture with the three channels is shown in Fig. 1.

2.1 Audio channel

The audio channel looks at acoustic and prosodic (i.e. non-verbal) information of speech. It takes raw waveforms as input instead of commonly used spectrograms or traditional feature sets, as CNNs are able to autonomously extract relevant features directly from audio (Bertero et al., 2016).

Input audio samples are first downsampled to a uniform sampling rate of 8 kHz before fed to the model. During each training iteration (but not during evaluation), for each input audio sample we randomize the amplitude (volume) through an exponential random coefficient $\alpha = 10^{U(-1.5,1.5)}$, where $U(-1.5, 1.5)$ is a uniform random variable, to avoid any bias related to recording volumes.

We split the input signal into two feature channels as input for the CNN: the raw waveform as-is, and the signal with squared amplitude (aimed at capturing the energy component of the signal). A stack of four convolutional layers is applied to the input to perform feature extraction from short overlapping windows, analyze variations over neighboring regions of different sizes, and combine all contributions throughout the sample.

We used global average pooling operation over the output of each layer to capture globally expressed personality characteristics over the entire audio frame and to combine the contributions of the convolutional layer outputs. After obtaining the overall vector by weighted-average of each convolutional layer output, it is fed to a fully connected layer with final sigmoid layer to perform the final regression operation to map this representation to a score in range $[0,1]$ for each of the five traits.

2.2 Text channel

The transcriptions for the ChaLearn dataset, provided by the challenge organizers, were used by using a professional human transcription service to ensure maximum quality for the ground truth annotations. For this channel we extract word2vec word embeddings from transcriptions and feed those into a CNN. The embeddings have a dimensionality of $k = 300$ and were pre-trained on Google News data (around 300 billion words). This enables us to take into account much more contextual information than available in just the corpus at hand.

Transcriptions per sample were split up into different sentences. We normalized the text in order to align our corpus with the embedding dictionary. We fed the computed matrix into a CNN, whose architecture is inspired by Kim (2014). Three convolutional windows of size three, four, and five words are slid over the sentence, taking steps of one word each time. These windows are expected to extract compact n-grams from sentences. After this layer, a max-pooling is taken for the outcome of each of the kernels separately to get a final sentence encoding. The representation is then mapped through a fully connected layer with sigmoid activation, to the final Big Five personality traits.

2.3 Video channel

In the video channel, we first take a random frame from each of the videos, which leads to personality recognition from only appearance. We did not use Long Short Term Memory (LSTM) networks because we only need appearance information, not temporal and movement information. Although many works in the ChaLearn competition align faces manually using the famous Viola-Jones algorithm (Viola and Jones, 2004) and crop them from frames (Gürpınar et al., 2016), here we choose not to in order to prevent excessive preprocessing. It has also been found and shown that deep architectures can automatically learn to focus on the face (Gucluturk et al., 2017).

We extract representations from the images using the VGG-face CNN model (Parkhi et al., 2015), with pre-trained VGG-16 weights (Simonyan and Zisserman, 2014). Input images are fed into the model with their three channels (blue, red, and green). Several convolutional layers combined with max-pooling and padding layers follow. We use two final fully connected layers, followed by sigmoid activation to map to the five traits. We only train these two final layers. Fine-tuning pre-
Figure 1: Diagram of the tri-modal architecture for prediction of Big Five traits from audio, text and video input. Concatenating output of the three individual modalities results in an output layer with size of 64+64+512=640.

trained models as such is a common way to leverage on training on large outside datasets and thus the model doesn’t need to learn extracting visual features itself (Esteva et al., 2017).

2.4 Multimodal fusion

Humans infer personality from different cues and this motivates us to predict personality by using multiple modalities simultaneously. We look at three different fusing methods to find how to combine modalities best.

The first method is a decision-level fusion approach, done through an ensemble (voting) method. The three channels are copies of the fully trained models described above. We want to know the linear combination weights for each modality, for each trait (15 weights in total). The final predictions from our tri-modal model then become

\[ \hat{p}_i = \sum_{j=1}^{N} w_{i,j} \hat{p}_{i,j}, \]

where \( p_i \) represents the ensemble estimator for the score of trait \( i \), \( j \) represents the modality (with \( N = 3 \) the number of modalities), and \( w_{i,j} \) and \( \hat{p}_{i,j} \) the weights and estimates respectively for trait \( i \) for modality \( j \). The weights were found by minimizing the Mean Ab-
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solute Error (MAE) on the development set. We choose to have weights per trait because the unimodal results show that some modalities are better at predicting some traits than others. An important advantage of using this fusion method is that we can read the relevance of the modalities for each of the traits, from the weights.

In the other fusion methods we propose, we first merge the modalities by truncating the final fully connected layers from each of the channels. We then concatenate the previous fully connected layers, to obtain shared representations of the input data. Finally we add two extra fully connected layers on top. For the second method, all layers in the separate channels are frozen, so we basically want the model to learn what combination (could still be a linear one) of channel outputs is optimal. For the third method, we again train this exact architecture, but now we also update the parameters of both the audio and text channels, thus enabling fully end-to-end backpropagation. This enables the model to learn more complex interaction between the different channels. The architecture is illustrated in Fig. 1. The layers in the dashed boxes are frozen (non-trainable) for limited backpropagation model, and trainable for full backpropagation model.

3 Experiments

3.1 Corpus

We used the ChaLearn First Impressions Dataset, which consists of YouTube vlogs clips of around 15 seconds (Ponce-López et al., 2016). The speaker in each video is annotated with Big Five personality scores. The ChaLearn dataset was divided into a training set of 6,000 clips and 20% of the training set was taken as validation set during training to tune the hyperparameter, the early stopping conditions and the ensemble method training. We used pre-defined ChaLearn Validation Set of 2,000 clips as the test set.

3.2 Setup

For the audio CNN, we used a window size of 200 (i.e. 25 ms) for the first layer, and a stride of 100 (i.e. 12.5 ms). In the following convolutional layers we set the window size and stride is set to 8 and 2 respectively. The number of filters was kept at 512 for each layer. In the text CNN instead we used a filter size of 128, and apply dropout ($p = 0.5$) to the last layer. In the video CNN we used again 512 filters for each layer.

We trained our model using Adam optimizer (Kingma and Ba, 2014). All models were implemented with Keras (Chollet et al., 2015). We train all models parameters with a regression cost function by iteratively minimizing the average over five traits of the Mean Square Error (MSE) between model predictions and ground truth labels. We also use the MSE with the ground truth to evaluate the performance over the test set.

3.3 Results

Our aim is to investigate the contribution of different modalities for personality detection task. Table 1 includes the optimal weights learned for the decision-level fusion approach. From this table we can read contribution of each of the modalities to the prediction of each trait.

<table>
<thead>
<tr>
<th>Model</th>
<th>E</th>
<th>A</th>
<th>C</th>
<th>N</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>0.44</td>
<td>0.32</td>
<td>0.27</td>
<td>0.45</td>
<td>0.54</td>
</tr>
<tr>
<td>Text</td>
<td>-0.03</td>
<td>0.22</td>
<td>0.13</td>
<td>0.03</td>
<td>-0.06</td>
</tr>
<tr>
<td>Video</td>
<td>0.59</td>
<td>0.46</td>
<td>0.60</td>
<td>0.52</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 1: Optimal weights learned for combining the three modalities for each trait. E, A, C, N, and O stand for Extraversion, Agreeableness, Conscientiousness, Neuroticism and Openness, respectively.

Table 2 displays the tri-modal regression (MAE) performance, individual modalities, multimodal decision-level fusion and the two neural network fusion methods. We also report the average trait scores from the training set labels as a baseline (Mairesse et al., 2007). The neural network fusion with full backpropagation works best with an average MSE score of 0.0938, around 2.9% improvement over the last-layer backpropagation only, and 9.4% over the best separate modality (video). Both in separate and ensemble methods, the results we obtain are lower than just estimating the average from the training set.

The main target in this work is to investigate the effect of audio, visual, and text modalities, and different fusion methods in personality recognition, rather than proposing the method with the best accuracy. However, we still repeat the accuracy of the reported methods in Table 2 and two winners of the ChaLearn 2016 competition DCC (Güçlüttürk et al., 2016) and evolgen (Subramaniam et al., 2016) in Table 3. It can be seen that the result for our tri-modal method with fully back-propagation is comparable to the winners.
Table 2: MAE for each individual modality, fusion approaches and average of training set labels. DLF refers to decision-level fusion, NNLB and NNFB refer to neural network limited backprop and full back respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean</th>
<th>E</th>
<th>A</th>
<th>C</th>
<th>N</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>.1059</td>
<td>.1080</td>
<td>.0953</td>
<td>.1160</td>
<td>.1077</td>
<td>.1024</td>
</tr>
<tr>
<td>Text</td>
<td>.1132</td>
<td>.1177</td>
<td>.0977</td>
<td>.1206</td>
<td>.1167</td>
<td>.1135</td>
</tr>
<tr>
<td>Video</td>
<td>.1035</td>
<td>.1040</td>
<td>.0960</td>
<td>.1087</td>
<td>.1064</td>
<td>.1024</td>
</tr>
<tr>
<td>DLF</td>
<td>.0967</td>
<td>.0970</td>
<td>.0893</td>
<td>.1049</td>
<td>.0979</td>
<td>.0947</td>
</tr>
<tr>
<td>NNLB</td>
<td>.0966</td>
<td>.0970</td>
<td>.0896</td>
<td>.1038</td>
<td>.0973</td>
<td>.0951</td>
</tr>
<tr>
<td>NNFB</td>
<td>.0938</td>
<td>.0958</td>
<td>.0907</td>
<td>.0922</td>
<td>.0964</td>
<td>.0938</td>
</tr>
<tr>
<td>Train labels avg</td>
<td>1.165</td>
<td>.1194</td>
<td>.1009</td>
<td>.1261</td>
<td>.1209</td>
<td>.1153</td>
</tr>
</tbody>
</table>

Table 3: Mean accuracy for each individual modality, fusion approaches, two winners of the ChaLearn 2016 competition (DCC and evolgen), and average of training set labels.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Acc</th>
<th>E</th>
<th>A</th>
<th>C</th>
<th>N</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>.8941</td>
<td>.8920</td>
<td>.9047</td>
<td>.8404</td>
<td>.8923</td>
<td>.8976</td>
</tr>
<tr>
<td>Text</td>
<td>.8868</td>
<td>.8823</td>
<td>.9023</td>
<td>.8794</td>
<td>.8833</td>
<td>.8865</td>
</tr>
<tr>
<td>Video</td>
<td>.8965</td>
<td>.8960</td>
<td>.9040</td>
<td>.8913</td>
<td>.8936</td>
<td>.8976</td>
</tr>
<tr>
<td>DLF</td>
<td>.9033</td>
<td>.9030</td>
<td>.9107</td>
<td>.8951</td>
<td>.9021</td>
<td>.9053</td>
</tr>
<tr>
<td>NNLB</td>
<td>.9034</td>
<td>.9030</td>
<td>.9104</td>
<td>.8962</td>
<td>.9027</td>
<td>.9049</td>
</tr>
<tr>
<td>NNFB</td>
<td>.9062</td>
<td>.9042</td>
<td>.9093</td>
<td>.9078</td>
<td>.9036</td>
<td>.9062</td>
</tr>
<tr>
<td>DCC</td>
<td>.9121</td>
<td>.9104</td>
<td>.9154</td>
<td>.9130</td>
<td>.9097</td>
<td>.9119</td>
</tr>
<tr>
<td>evolgen</td>
<td>0.9133</td>
<td>.9145</td>
<td>.9157</td>
<td>.9135</td>
<td>.9098</td>
<td>.9130</td>
</tr>
<tr>
<td>Train labels avg</td>
<td>0.8835</td>
<td>.8806</td>
<td>.8991</td>
<td>.8739</td>
<td>.8791</td>
<td>.8847</td>
</tr>
</tbody>
</table>

3.4 Discussion
Looking at the results obtained from various fusion methods in Table 2, we can see that for decision-level and last-layer backpropagation, Neuroticism and Extraversion are the easiest traits to predict, followed by Conscientiousness and Openness. Agreeableness is significantly harder. We also see that the last-layer fusion yields very similar performance as the decision-level approach. It is likely that the limited backpropagation method learns something similar to a linear combination of channels, just like the decision-level method. On the other hand, the full backpropagation method yields significantly higher results for all traits except Agreeableness.

From Table 1 we can also see which modalities carry more information. The text modality is not adding much value to traits other than Agreeableness and Conscientiousness. Extraversion can, on the other hand, be quite easily recognized from tone of voice and appearance. Having said this, we must be careful in deciding which modalities are most suitable for individual traits, since certain traits (e.g. Extraversion) are more evident from a short slice and some (e.g. Openness) need longer temporal information (Aran and Gatica-Perez, 2013). Polzehl et al. (2010) have proposed a method for personality recognition in speech modality on a different corpus. The method is not based on neural network architecture, but they provide a similar analysis that supports our conclusions.

Since the full backpropagation experiments yields much better results than the linear combination model, we can conclude that different modalities interact with each other in a non-trivial manner. Moreover, we can observe that simply adding features from different modalities (represented as concatenating a final representation without full backpropagation) does not yield optimal performance.

Our tri-modal approach is quite extensive and there are more modalities such as nationality, cultural background, age, gender, and personal interests that can be added. All Big Five traits have been found to have a correlation with age (Donnellan and Lucas, 2008). Extraversion and Openness have a negative correlation with age, Agreeableness have a positive correlation, and Conscientiousness scores peak for middle age subjects.

4 Conclusion
We proposed a fusion method, based on deep neural networks, to predict personality traits from audio, language and appearance. We have seen that each of the three modalities contains a signal relevant for personality prediction, that using all three modalities combined greatly outperforms using individual modalities, and that the channels interact with each other in a non-trivial fashion. By combining the last network layers and fine-tuning the parameters we have obtained the best result, average among all traits, of 0.0938 Mean Square Error, which is 9.4% better than the performance of the best individual modality (visual). Out of all modalities, language or speech pattern seems to be the least relevant. Video frames (appearance) are slightly more relevant than audio information (i.e. non-verbal parts of speech).
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Abstract

This paper investigates the construction of a strong baseline based on general purpose sequence-to-sequence models for constituency parsing. We incorporate several techniques that were mainly developed in natural language generation tasks, e.g., machine translation and summarization, and demonstrate that the sequence-to-sequence model achieves the current top-notch parsers’ performance without requiring explicit task-specific knowledge or architecture of constituent parsing.

1 Introduction

Sequence-to-sequence (Seq2seq) models have successfully improved many well-studied NLP tasks, especially for natural language generation (NLG) tasks, such as machine translation (MT) (Sutskever et al., 2014; Cho et al., 2014) and abstractive summarization (Rush et al., 2015). Seq2seq models have also been applied to constituency parsing (Vinyals et al., 2015) and provided a fairly good result. However, one obvious, intuitive drawback of Seq2seq models when they are applied to constituency parsing is that they have no explicit architecture to model latent nested relationships among the words and phrases in constituency parse trees. Thus, models that directly model them, such as RNNG (Dyer et al., 2016), are an intuitively more promising approach. In fact, RNNG and its extensions (Kuncoro et al., 2017; Fried et al., 2017) provide the current state-of-the-art performance. Seq2seq models are currently considered a simple baseline of neural-based constituency parsing.

After the first proposal of a Seq2seq constituency parser, many task-independent techniques have been developed, mainly in the NLG research area. Our aim is to update the Seq2seq approach proposed in Vinyals et al. (2015) as a stronger baseline of constituency parsing. Our motivation is basically identical to that described in Denkowski and Neubig (2017). A strong baseline is crucial for reporting reliable experimental results. It offers a fair evaluation of promising new techniques if they solve new issues or simply resolve issues that have already been addressed by current generic technology. More specifically, it might become possible to analyze what types of implicit linguistic structures are easier or harder to capture for neural models by comparing the outputs of strong Seq2seq models and task-specific models, e.g., RNNG.

The contributions of this paper are summarized as follows: (1) a strong baseline for constituency parsing based on general purpose Seq2seq models\(^1\), (2) an empirical investigation of several generic techniques that can (or cannot) contribute to improve the parser performance, (3) empirical evidence that Seq2seq models implicitly learn parse tree structures well without knowing task-specific and explicit tree structure information.

2 Constituency Parsing by Seq2seq

Our starting point is an RNN-based Seq2seq model with an attention mechanism that was applied to constituency parsing (Vinyals et al., 2015). We omit detailed descriptions due to space limitations, but note that our model architecture is identical to the one introduced in Luong et al. (2015a)\(^2\).

A key trick for applying Seq2seq models to constituency parsing is the linearity of parse trees.\(^3\) Our code and experimental configurations for reproducing our experiments are publicly available: https://github.com/nttcslab-nlp/strong-s2s_baseline_parser

\(^1\)More specifically, our Seq2seq model follows the one implemented in seq2seq-attn (https://github.com/harvardnlp/seq2seq-attn), which is the alpha-version of the OpenNMT tool (http://opennmt.net).
trees (Vinyals et al., 2015). Roughly speaking, a linearized parse tree consists of open, close bracketing and POS-tags that correspond to a given input raw sentence. Since a one-to-one mapping exists between a parse tree and its linearized form (if the linearized form is a valid tree), we can recover parse trees from the predicted linearized parse tree. Vinyals et al. (2015) also introduced the part-of-speech (POS) tag normalization technique. They substituted each POS tag in a linearized parse tree to a single XX-tag\(^3\), which allows Seq2seq models to achieve a more competitive performance range than the current state-of-the-art parses\(^4\). Table 1 shows an example of a parse tree to which linearization and POS-tag normalization was applied.

### 3 Task-independent Extensions

This section describes several generic techniques that improve Seq2seq performance\(^5\). Table 2 lists the notations used in this paper for a convenient reference.

#### 3.1 Subword as input features

Applying subword decomposition has recently become a leading technique in NMT literature (Sennrich et al., 2016; Wu et al., 2016). Its primary advantage is a significant reduction of the serious out-of-vocabulary (OOV) problem. We incorporated subword information as an additional feature of the original input words. A similar usage of subword features was previously proposed in Bojanowski et al. (2017).

Formally, the encoder embedding vector at encoder position \(i\), namely, \(e_i\), is calculated as follows:

\[
e_i = Ex_k + \sum_{k' \in \psi(w_i)} Fs_{k'}, \tag{1}
\]

\(^3\)We did not substitute POS-tags for punctuation symbols such as “.”, “,”.

\(^4\)Several recently developed neural-based constituency parsers ignore POS tags since they are not evaluated in the standard evaluation metric of constituency parsing (Bracketing F-measure).

\(^5\)Figure in the supplementary material shows the brief sketch of the method explained in the following section.

where \(k = \phi(w_i)\). Note that the second term of RHS indicates our additional subword features, and the first represents the standard word embedding extraction procedure. Among several choices, we used the byte-pair encoding (BPE) approach proposed in Sennrich et al. (2016) applying 1,000 merge operations\(^6\).

#### 3.2 Unknown token embedding as a bias

We generally replace rare words, e.g., those appearing less than five times in the training data, with unknown tokens in the Seq2seq approach. However, we suspect that embedding vectors, which correspond to unknown tokens, cannot be trained well for the following reasons: (1) the occurrence of unknown tokens remains relatively small in the training data since they are obvious replacements for rare words, and (2) Seq2seq is relatively ineffective for training infrequent words (Luong et al., 2015b). Based on these observations, we utilize the unknown embedding as a bias term \(b\) of linear layer \((Wx + b)\) when obtaining every encoder embeddings for overcoming infrequent word problem. Then, we modify Eq. 2 as follows:

\[
e_i = (Ex_k + u) + \sum_{k' \in \psi(w_i)} (Fs_{k'} + u), \tag{2}
\]

Note that if \(w_i\) is unknown token, then Eq. 2 becomes \(e_i = 2u + \sum_{k' \in \psi(w_i)} (Fs_{k'} + u)\).

\(^6\)https://github.com/rsennrich/subword-nmt
3.3 Multi-task learning

Several papers on the Seq2seq approach (Luong et al., 2016) have reported that the multi-task learning extension often improves the task performance if we can find effective auxiliary tasks related to the target task. From this general knowledge, we re-consider jointly estimating POS-tags by incorporating the linearized forms without the POS-tag normalization as an auxiliary task. In detail, the linearized forms with and without the POS-tag normalization are independently and simultaneously estimated as \( o_j \) and \( q_j \), respectively, in the decoder output layer by following equation:

\[
o_j = W^{(o)} z_j, \quad \text{and} \quad q_j = W^{(q)} z_j, \quad (3)
\]

3.4 Output length controlling

As described in Vinyals et al. (2015), not all the outputs (predicted linearized parse trees) obtained from the Seq2seq parser are valid (well-formed) as a parse tree. Toward guaranteeing that every output is a valid tree, we introduce a simple extension of the method for controlling the Seq2seq output length (Kikuchi et al., 2016).

First, we introduce an additional bias term \( b \) in the decoder output layer to prevent the selection of certain output words:

\[
p_j = \text{softmax}(o_j + b). \quad (4)
\]

If we set a large negative value at the \( m \)-th element in \( b \), namely \( b_m = -\infty \), then the \( m \)-th element in \( p_j \) becomes approximately 0, namely \( p_{j,m} \approx 0 \), regardless of the value of the \( k \)-th element in \( o_j \). We refer to this operation to set value \(-\infty\) in \( b \) as a mask. Since this naive masking approach is harmless to GPU-friendly processing, we can still exploit GPU parallelization.

We set \( b \) to always mask the EOS-tag and change \( b \) when at least one of the following conditions is satisfied: (1) if the number of open and closed brackets generated so far is the same, then we mask the XX-tags (or the POS-tags) and all the closed brackets. (2) if the number of predicted XX-tags (or POS-tags) is equivalent to that of the words in a given input sentence, then we mask the XX-tags (or all the POS-tags) and all the open brackets. If both conditions (1) and (2) are satisfied, then the decoding process is finished. The additional cost for controlling the mask is to count the number of XX-tags and the open and closed brackets so far generated in the decoding process.

<table>
<thead>
<tr>
<th>Hyper-parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encoder RNN unit</td>
<td>bi-LSTM</td>
</tr>
<tr>
<td>Decoder RNN unit</td>
<td>LSTM with attention</td>
</tr>
<tr>
<td>Learning rate decay</td>
<td>0.9 (after 50 epoch)</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>1.0</td>
</tr>
<tr>
<td>Mini-batch size</td>
<td>16 (shuffled at each epoch)</td>
</tr>
<tr>
<td>Stopping criterion</td>
<td>100 epochs (w/o early stopping)</td>
</tr>
</tbody>
</table>

Table 3: List of model and optimization configurations (hyper-parameters) in our experiments

3.5 Pre-trained word embeddings

The pre-trained word embeddings obtained from a large external corpora often boost the final task performance even if they only initialize the input embedding layer. In constituency parsing, several systems also incorporate pre-trained word embeddings, such as Vinyals et al. (2015); Durrett and Klein (2015). To maintain as much reproducibility of our experiments as possible, we simply applied publicly available pre-trained word embeddings, i.e., glove.840B.300d\(^7\), as initial values of the encoder embedding layer.

3.6 Model ensemble

Ensembling several independently trained models together significantly improves many NLP tasks. In the ensembling process, we predict the output tokens using the arithmetic mean of predicted probabilities computed by each model:

\[
p_j = \frac{1}{A} \sum_{\alpha=1}^{A} p_{j}^{(\alpha)}, \quad (5)
\]

where \( p_{j}^{(\alpha)} \) represents the probability distribution at position \( j \) predicted by the \( \alpha \)-th model.

3.7 Language model (LM) reranking

Choe and Charniak (2016) demonstrated that reranking the predicted parser output candidates with an RNN language model (LM) significantly improves performance. We refer to this reranking process as LM-rerank. Following their success, we also trained RNN-LMs on the PTB dataset with their published preprocessing code\(^8\) to reproduce the experiments in Choe and Charniak (2016) for our LM-rerank. We selected the current state-of-the-art LM (Yang et al., 2018)\(^9\) as our LM-reranker, which is a much stronger LM than was used in Choe and Charniak (2016).

---

\(^7\)https://nlp.stanford.edu/projects/glove/

\(^8\)https://nlp.stanford.edu/projects/glove/

\(^9\)https://github.com/OML/oml2016

We used the identical hyper-parameters introduced in their site: https://github.com/zihangdai/mos.
Table 4: Results on English PTB data: Results were average (ave), worst (min), and best (max) performance of ten models independently trained with distinct random initial values. Test data was only evaluated on baseline and our best setting ((a), (e), (f) and (j)) to prevent over-tuning to the test data. We confirmed that all our results contained no malformed parse trees.

Table 5: Ensembling and reranking results

Table 6: Impact of hyper-parameter selections. We only evaluated the development data (PTB Sec. 22) to prevent over-tuning to the test data.

4 Experiments

Our experiments used the English Penn Treebank data (Marcus et al., 1994), which are the most widely used benchmark data in the literature. We used the standard split of training (Sec.02–21), development (Sec.22), and test data (Sec.23) and strictly followed the instructions for the evaluation settings explained in Vinyals et al. (2015). For data pre-processing, all the parse trees were transformed into linearized forms, which include standard UNK replacement for OOV words and POS-tag normalization by XX-tags. As explained in Vinyals et al. (2015), we did not apply any parse tree binarization or special unary treatment, which were used as common techniques in the literature.

Table 3 summarizes the model configurations and the optimization settings used in our experiments unless otherwise specified.

4.1 Results

Table 4 shows the main results of our experiments. We reported the Bracketing F-measures (Bra.F) and the complete match scores (CM) evaluated by the EVALB tool\(^\text{10}\). The averages (ave), standard deviations (stdev), lowest (min), and highest (max) scores were calculated from ten independent runs of each setting trained with different random initializations. This table empirically reveals the effectiveness of different individual techniques. Each technique gradually improved the performance, and the best result (j) achieved appearance.
approximately 3 point gain from the baseline conventional Seq2seq model \((a)\) on test data Bra.F.

One drawback of Seq2seq approach is that it seems sensitive to initialization. Comparing only with a single result for each setting may produce inaccurate conclusions. Therefore, we should evaluate the performances over several trials to improve the evaluation reliability.

The baseline Seq2seq models, \((a)\) and \((\xi)\), produced the malformed parse trees. We post-processed such malformed parse trees by simple rules introduced in \((Vinyals et al., 2015)\). On the other hand, we confirmed that all the results applying the technique explained in Sec. 3.4 produced no malformed parse trees.

**Ensembling and Reranking**: Table 5 shows the results of our models with model ensembling and LM-reranking. For ensemble, we randomly selected eight of the ten Seq2seq models reported in Table 4. For LM-reranking, we first generated 80 candidates by the above eight ensemble models and selected the best parse tree for each input in terms of the LM-reranker. The results in Table 5 were taken from a single-shot evaluation, unlike the averages of ten independent runs in Table 4.

**Hyper-parameter selection**: We empirically investigated the impact of the hyper-parameter selections. Table 6 shows the results. The following observations appear informative for building strong baseline systems: (1) Smaller mini-batch size \(M\) and gradient clipping \(G\) provided the better performance. Such settings lead to slower and longer training, but higher performance. (2) Larger layer size, hidden state dimension, and beam size have little impact on the performance; our setting, \(L = 2\), \(H = 200\), and \(B = 5\) looks adequate in terms of speed/performance trade-off.

**Input unit selection**: As often demonstrated in the NMT literature, using subword split as input token unit instead of standard tokenized word unit has potential to improve the performance. Table 6 \((e)\) shows the results of utilizing subword splits. Clearly, \(8K\) and \(16K\) subword splits as input token units significantly degraded the performance. It seems that the numbers of XX-tags in output and tokens in input should keep consistent for better performance since Seq2seq models look to somehow learn such relationship, and used it during the decoding. Thus, using subword information as features is one promising approach for leveraging subword information into constituency parsing.

### 4.2 Comparison to current top systems

Table 7 lists the reported constituency parsing scores on PTB that were recently published in the literature. We split the results into three categories. The first category (top row) contains the results of the methods that were trained only from the pre-defined training data (PTB Sec.02–21), without any additional resources. The second category (middle row) consists of the results of methods that were trained from the pre-defined PTB training data as well as those listed in the top row, but incorporating word embeddings obtained from a large-scale external corpus to initialize the encoder embedding layer. The third category (bottom row) shows the performance of the methods that were trained using high-confidence, auto-parsed trees in addition to the pre-defined PTB training data.

Our Seq2seq approach successfully achieved the competitive level as the current top-notch methods: RNNG and its variants. Note here that, as described in \((Dyer et al., 2016)\), RNNG uses Berkeley parser’s mapping rules for effectively handling singleton words in the training corpus. In contrast, we demonstrated that Seq2seq models have enough power to achieve a competitive state-of-the-art performance without leveraging such task-dependent knowledge. Moreover, they need no explicit information of parse tree structures, transition states, stacks, (Stanford or Berkeley) mapping rules, or external silver training data during the model training except general purpose word embeddings as initial values. These observations from our experiments imply that recently developed Seq2seq models have enough ability to implicitly learn parsing structures from linearized parse trees. Our results argue that Seq2seq models can be a strong baseline for constituency parsing.

### 5 Conclusion

This paper investigated how well general purpose Seq2seq models can achieve the higher performance of constituency parsing as a strong baseline method. We incorporated several generic techniques to enhance Seq2seq models, such as incorporating subword features, and output length controlling. We experimentally demonstrated that by applying ensemble and LM-reranking techniques, a general purpose Seq2seq model achieved almost the same performance level as the state-of-the-art constituency parser without any task-specific or explicit tree structure information.
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Abstract
How to make the most of multiple heterogeneous treebanks when training a monolingual dependency parser is an open question. We start by investigating previously suggested, but little evaluated, strategies for exploiting multiple treebanks based on concatenating training sets, with or without fine-tuning. We go on to propose a new method based on treebank embeddings. We perform experiments for several languages and show that in many cases fine-tuning and treebank embeddings lead to substantial improvements over single treebanks or concatenation, with average gains of 2.0–3.5 LAS points. We argue that treebank embeddings should be preferred due to their conceptual simplicity, flexibility and extensibility.

1 Introduction
In this paper we investigate how to train monolingual parsers in the situation where several treebanks are available for a single language. This is quite a common occurrence; in release 2.1 of the Universal Dependencies (UD) treebanks (Nivre et al., 2017), 25 languages have more than one treebank. These treebanks can differ in several respects: they can contain material from different language variants, domains, or genres, and written or spoken material. Even though the UD project provides guidelines for consistent annotation, treebanks can still differ with respect to annotation choices, consistency and quality of annotation. Some treebanks are thoroughly checked by human annotators, whereas others are based entirely on automatic conversions. All this means that it is often far from trivial to combine multiple treebanks for the same language.

2 Training with Multiple Treebanks
The most obvious way to combine treebanks for a particular language, provided that they use the same annotation scheme, is simply to concatenate the training sets. This has the advantage that it does not require any modifications to the parser itself, and it produces a single model that can be directly used for any input from the language in question. Björkelund et al. (2017) and Das et al. (2017) used this strategy to parse the PUD test sets in the 2017 CoNLL Shared Task. Little details are given on the results, but while it was successful on
dev data for most languages, results were mixed on the actual PUD test sets. For the two Norwegian language variants, concatenation has been proposed (Velldal et al., 2017), but it hurts results unless combined with machine translation.

Training on concatenated treebanks can be improved by a subsequent fine-tuning step. In this set-up, after training the model on concatenated data, it is refined for each treebank by training only on its own training set for a few additional epochs. This enables the models to learn differences between treebanks, but it requires more training, and results in separate models for each treebank. When the parser is applied to new data, there is thus a choice of which fine-tuned version to use. This approach was used by Che et al. (2017) and Shi et al. (2017) for languages with multiple treebanks in the CoNLL 2017 Shared Task. Che et al. (2017) apply fine-tuning to all but the largest treebank for each language, and show average gains of 1.8 LAS for a subset of nine treebanks. Shi et al. (2017) show that the choice of treebank for parsing the PUD test set is important, but do not have any specific evaluation of the effect of fine-tuning.

Another approach, not explored in this paper, is shared gated adversarial networks, proposed by Sato et al. (2017) for the CoNLL 2017 Shared Task. They use treebank prediction as an adversarial task. In this model, treebank-specific BiLSTMs are constructed for all treebanks in addition to a shared BiLSTM which is used both for parsing and for the adversarial task. This method requires knowing at test time which treebank the input belongs to. Sato et al. (2017) show that this strategy can give substantial improvements, especially for small treebanks. For large treebanks, however, there are mostly no or only minor improvements.

Our approach for taking advantage of multiple treebanks is to use a treebank embedding to represent the treebank to which a sentence belongs. In our proposed model, all parameters of the model are shared; the treebank embedding facilitates soft sharing between treebanks at the word level, and allows the parser to learn treebank-specific phenomena. At test time, a treebank identifier has to be given for the input data. A key benefit of using treebank embeddings is that we can train a single model for each language using all available data while remaining sensitive to the differences between treebanks. The addition of treebank embeddings requires only minor modifications to the parser (see section 3.1). To the best of our knowledge this approach is novel when applied to the monolingual case as treebank embeddings. The most similar approach we have found in the literature is Lim and Poibeau (2017), who used one-hot treebank representations to combine data for improving monolingual parsing for three tiny treebanks, with improvements of 0.6–1.9 LAS. It is also related to work on domain embeddings for machine translation (Kobus et al., 2017), and language embeddings for parsing (Ammar et al., 2016).

We previously used a similar architecture for combining languages with very small training sets with additional languages (de Lhoneux et al., 2017a). Language embeddings have also been explored for other cross-lingual tasks such as language modeling (Tsvetkov et al., 2016; Östling and Tiedemann, 2017) and POS-tagging (Bjerva and Augenstein, 2018). Cross-lingual parsing, however, often requires substantially more complex models. They typically include features such as multilingual word embeddings (Ammar et al., 2016), linguistic re-write rules (Aufrant et al., 2016), or machine translation (Tiedemann, 2015). Unlike much work on cross-lingual parsing, we do not focus on a low-resource scenario.

3 Experimental Setup

We perform experiments for 24 treebanks from 9 languages, using UUParser (de Lhoneux et al., 2017a,b). We compare concatenation (CONCAT), concatenation with fine-tuning (C+FT), and treebank embeddings (TB-EMB). In addition we compare these results to using only single treebanks for training (SINGLE). While some of these methods were previously suggested in the literature, no proper evaluation and comparison between them has been performed. For the PUD test data, there is no corresponding training set, so we need to choose a model or set a treebank embedding based on some other treebank. We call this a proxy treebank.

For evaluation we use labeled attachment score (LAS). Significance testing is performed using a randomization test, with the script from the CoNLL 2017 Shared Task.¹

¹https://github.com/udapi/udapi-python/blob/master/udapi/block/eval/conll17.py
3.1 The Parser
We use UUParser\textsuperscript{2} (de Lhoneux et al., 2017a), which is based on the transition-based parser of Kiperwasser and Goldberg (2016), and adapted to UD. It uses the arc-hybrid transition system from Kuhlmann et al. (2011) extended with a SWAP transition and a static-dynamic oracle, as described in de Lhoneux et al. (2017b). This model allows the construction of non-projective dependency trees (Nivre, 2009).

A configuration $c$ is represented by a feature function $\phi(\cdot)$ over a subset of its elements and, for each configuration, transitions are scored by a classifier. In this case, the classifier is a multi-layer perceptron (MLP) and $\phi(\cdot)$ is a concatenation of the BiLSTM vectors $v_i$ of words on top of the stack and at the beginning of the buffer. The MLP scores transitions together with the arc labels for transitions that involve adding an arc.

For an input sentence of length $n$ with words $w_1, \ldots, w_n$, the parser creates a sequence of vectors $x_{1:n}$, where the vector $x_i$ representing $w_i$ is the concatenation of a word embedding $e(w_i)$ and a character vector, obtained by running a BiLSTM over the $m$ characters $c_{1:m}$ of $w_i$:

$$x_i = e(w_i) \circ \text{BiLSTM}(c_{1:m})$$

Note that no POS-tags or morphological features are used in this parser.

In the TB-EMB setup, we also concatenate a treebank embedding $tb(w_i)$ to the representation of $w_i$:

$$x_i = e(w_i) \circ \text{BiLSTM}(c_{1:m}) \circ tb(w_i)$$

Finally, each input element is represented by a BiLSTM vector, $v_i$:

$$v_i = \text{BiLSTM}(x_{1:n}, i)$$

All embeddings are initialized randomly, and trained together with the BiLSTMs and MLP. For hyperparameter settings we used default values from de Lhoneux et al. (2017a). The dimension of the treebank embedding is set to 12 in our experiments; we saw only small and inconsistent changes when varying the number of dimensions. We train the parser for 30 epochs per setting. For C+FT we apply fine-tuning for an additional 10 epochs for each treebank. We pick the best epoch based on LAS score on the dev set, using average dev scores when training on more than one treebank, and apply the model from this epoch to the test data.

3.2 Data
We performed all experiments on UD version 2.1 treebanks (Nivre et al., 2017), using gold sentence and word segmentation. We selected 9 languages, based on the criteria that they should have at least two treebanks with fully available training data and a PUD test set. The sizes of the training corpora for the 9 languages are shown in Table 1. The situation is quite different across languages with either treebanks of roughly the same size, as for Spanish, or very skewed data sizes with a mix of large and small treebanks, as for Czech. In all cases we use all available data, except for Czech, where we randomly choose a maximum of 15,000 sentences per treebank per epoch for efficiency reasons.

4 Results
Table 1 shows the results on the test sets of each training treebank and on the PUD test sets. Overall we observe substantial gains when using either C+FT or TB-EMB. On average both C+FT and TB-EMB beat single by 3.5 LAS points and concat by over 2.0 LAS points when testing on the test sets of the treebanks used for training, and both methods beat both baselines by over 2.0 LAS points for the PUD test set, if we consider the best proxy treebank.

We see positive gains across many scenarios when using C+FT and TB-EMB. First, there are gains for both balanced and unbalanced data sizes, as in the cases of Spanish and French, respectively. Secondly, there are cases with different language variants, as for Portuguese, and different domains, as for Finnish where FTB only contains grammar examples and TDT contains a mix of domains. There are also cases of known differences in annotation choices, as for the Swedish treebanks.

When the data is very skewed, as for Russian, the effect of adding a small treebank to a large one is minor, as expected. While our results are not directly comparable to the adversarial learning in Sato et al. (2017) who used a different parser and test set, the improvements of C+FT and TB-EMB are typically at least on par with and often larger than their improvements. While our im-

---

\textsuperscript{2}https://github.com/UppsalaNLP/uuparser
Table 1: LAS scores when testing on the training treebank and on the PUD test set with training treebank as proxy. For each test set, the best result is marked with bold. Treebank size is given as number of sentences in the training data. Statistically significant differences, at the 0.05-level, from SINGLE are marked with +, from CONCAT with × and from both these systems with *. For clarity, significance for PUD is only shown for the proxy treebank with the highest score.

<table>
<thead>
<tr>
<th>Language</th>
<th>Treebank</th>
<th>Size</th>
<th>Same treebank test set</th>
<th>PUD test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>SINGLE</td>
<td>CONCAT</td>
</tr>
<tr>
<td>Czech</td>
<td>PDT</td>
<td>68495</td>
<td>86.7</td>
<td>87.5+</td>
</tr>
<tr>
<td></td>
<td>CAC</td>
<td>23478</td>
<td>86.0</td>
<td>87.8+</td>
</tr>
<tr>
<td></td>
<td>FigTree</td>
<td>10160</td>
<td>84.3</td>
<td>89.3+</td>
</tr>
<tr>
<td></td>
<td>CLTT</td>
<td>860</td>
<td>72.5</td>
<td>86.2+</td>
</tr>
<tr>
<td>English</td>
<td>EWT</td>
<td>12543</td>
<td>82.2</td>
<td>82.1</td>
</tr>
<tr>
<td></td>
<td>LinES</td>
<td>2738</td>
<td>72.1</td>
<td>76.7+</td>
</tr>
<tr>
<td></td>
<td>PartTUT</td>
<td>1781</td>
<td>80.5</td>
<td>83.5+</td>
</tr>
<tr>
<td>Finnish</td>
<td>FTB</td>
<td>14981</td>
<td>76.4+</td>
<td>74.4</td>
</tr>
<tr>
<td></td>
<td>TDT</td>
<td>12217</td>
<td>78.1+</td>
<td>70.6</td>
</tr>
<tr>
<td>French</td>
<td>FTB</td>
<td>14759</td>
<td>83.2</td>
<td>83.2</td>
</tr>
<tr>
<td></td>
<td>GSD</td>
<td>14554</td>
<td>84.5</td>
<td>84.1</td>
</tr>
<tr>
<td></td>
<td>Sequoia</td>
<td>2231</td>
<td>84.0</td>
<td>86.0+</td>
</tr>
<tr>
<td></td>
<td>ParTUT</td>
<td>803</td>
<td>79.8</td>
<td>80.5</td>
</tr>
<tr>
<td>Italian</td>
<td>ISDT</td>
<td>12838</td>
<td>87.7</td>
<td>87.9</td>
</tr>
<tr>
<td></td>
<td>PoSTWITA</td>
<td>2808</td>
<td>71.4</td>
<td>76.7+</td>
</tr>
<tr>
<td></td>
<td>PartTUT</td>
<td>1781</td>
<td>83.4</td>
<td>89.2+</td>
</tr>
<tr>
<td>Portuguese</td>
<td>GSD</td>
<td>9664</td>
<td>88.3</td>
<td>87.3</td>
</tr>
<tr>
<td></td>
<td>Bosque</td>
<td>8331</td>
<td>84.7</td>
<td>84.2</td>
</tr>
<tr>
<td>Russian</td>
<td>SynTagRus</td>
<td>48814</td>
<td>90.2+</td>
<td>89.4</td>
</tr>
<tr>
<td></td>
<td>GSD</td>
<td>3850</td>
<td>74.7+</td>
<td>73.4</td>
</tr>
<tr>
<td>Spanish</td>
<td>AnCora</td>
<td>14305</td>
<td>87.2+</td>
<td>86.2</td>
</tr>
<tr>
<td></td>
<td>GSD</td>
<td>14187</td>
<td>84.7</td>
<td>83.0</td>
</tr>
<tr>
<td>Swedish</td>
<td>Talbanken</td>
<td>4303</td>
<td>79.6</td>
<td>79.1</td>
</tr>
<tr>
<td></td>
<td>LinES</td>
<td>2738</td>
<td>74.3</td>
<td>76.8</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>81.4</td>
<td>82.7+</td>
</tr>
</tbody>
</table>

Some variation can be observed between languages. In two cases, Italian ISDT and Czech PUD, CONCAT performs marginally better than the more advanced methods, but these differences are not statistically significant. In several cases, especially for small treebanks, CONCAT helps noticeably over SINGLE, whereas it actually hurts for Finnish and Russian. It is, however, nearly always better to combine treebanks in some way than to use only a single treebank. The differences between the two best methods, C+FT and TB-EMB are typically small and not statistically significant, with the exception of Czech PDT, and for some of the small proxy treebanks for PUD.

The PUD test set can be seen as an example of applying the proposed models to unseen data, without matching training data. For all languages, except Czech, the results for C+FT and TB-EMB with the best proxy treebank are significantly better than the equivalent result for SINGLE, and for six of the nine languages, TB-EMB performs significantly better than CONCAT. It is clear that some treebanks are bad fits to PUD, most notably Finnish FTB and Russian SNTTgRus. However, even when a treebank is a bad fit, TB-EMB and C+FT can still improve substantially over using only the single model for the treebank with the best fit, as for Russian where there is a gain of nearly 8 LAS points for TB-EMB over SINGLE, when using GSD as a proxy. For some languages, however, most notably Italian, the choice of proxy treebank makes little difference for TB-EMB and C+FT. It is also interesting to see that in many cases it is not the largest treebank that is the best proxy for PUD. The large difference in results for PUD, depending on which treebank was used as proxy, also seems to point at potential inconsistencies in the UD annotation for several languages.

5 Error Analysis
To complement the LAS scores, we performed a small manual error analysis for Swedish, looking at the results for the PUD data, when translated...
using different methods and proxy treebanks. The two Swedish treebanks, Talbanken and LinES, are known to differ in the annotation of a few constructions, notably relative clauses and prepositions that take subordinate clauses as complements. The error analysis reveals that the treebank embedding approach allows the model to learn the distinctive “style” of each treebank, while concatenation, even with fine-tuning, results in more inconsistencies in the output. A typical example is shown in Figure 1. When trained with treebank embeddings (and Talbanken as the proxy treebank), the parser produces the correct tree depicted above the sentence. When trained with fine-tuning instead, the parser incorrectly analyzes the subordinate clause as a relative clause (as shown by the dashed arc below the sentence), because the mark relation is also used for relative pronouns in the LinES treebank, despite the fact that such structures never occur in Talbanken.

6 Conclusion and Future Work

We have conducted the first large-scale study on how best to combine multiple treebanks for a single language, when all treebanks use the same annotation scheme but may be heterogeneous with respect to domain, genre, size, language variant, annotation style, and quality, as is the case for many languages in the UD project. We propose using treebank embeddings, which represent the treebank a sentence comes from. This method is simple, effective, and flexible, and performs on par with a previously proposed, but more complex model, based on adversarial learning (Sato et al., 2017). To improve parsing accuracy, it is certainly worth combining multiple treebanks, when available, for a language, using more sophisticated methods than simple concatenation. We recommend the treebank embedding model due to its simplicity.

The proposed methods work well with a transition-based parser with BiLSTM feature extractors without POS-tags or pre-trained embeddings. In future work, we want to investigate how these methods interact with other parsers, and if the combination methods are useful also for tasks like POS-tagging and morphology prediction.

We did not yet investigate methods for choosing a proxy treebank when parsing new data. The results on the PUD test set could indicate which treebank is likely to be the best proxy for the languages explored here. Other factors that could be taken into account when making this choice include degree of domain match and treebank quality. The user may also simply choose the desired annotation style by selecting the corresponding proxy treebank. For the TB-EMB approach, interpolation of the various treebank embeddings is another possibility.

In the current paper, we explore only the monolingual case, using several treebanks for a single language. Preliminary experiments show that we can combine treebank and language embeddings and add other languages to the mix. Including closely related languages typically gives additional gains, which we will explore in future work.
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Abstract
Chart constraints, which specify at which string positions a constituent may begin or end, have been shown to speed up chart parsers for PCFGs. We generalize chart constraints to more expressive grammar formalisms and describe a neural tagger which predicts chart constraints at very high precision. Our constraints accelerate both PCFG and TAG parsing, and combine effectively with other pruning techniques (coarse-to-fine and supertagging) for an overall speedup of two orders of magnitude, while improving accuracy.

1 Introduction
Effective and high-precision pruning is essential for making statistical parsers fast and accurate. Existing pruning techniques differ in the source of parsing complexity they tackle. Beam search (Collins, 2003) bounds the number of entries in each cell of the parse chart; supertagging (Bangalore and Joshi, 1999; Clark and Curran, 2007; Lewis et al., 2016) bounds the number of lexicon entries for each input token; and coarse-to-fine parsing (Charniak et al., 2006) blocks chart cells that were not useful when parsing with a coarser-grained grammar.

One very direct method for limiting the chart cells the parser considers is through chart constraints (Roark et al., 2012): a tagger first identifies string positions at which constituents may begin or end, and the chart parser may then only fill cells which respect these constraints. Roark et al. found that begin and end chart constraints accelerated PCFG parsing by up to 8x. However, in their original form, chart constraints are limited to PCFGs and cannot be directly applied to more expressive formalisms, such as tree-adjoining grammar (TAG, Joshi and Schabes (1997)).

Chart constraints prune the ways in which smaller structures can be combined into bigger ones. Intuitively, they are complementary to supertagging, which constrains lexical ambiguity in lexicalized grammar formalisms such as TAG and CCG, and has been shown to drastically improve efficiency and accuracy for these (Bangalore et al., 2009; Lewis et al., 2016; Kasai et al., 2017). For CCG specifically, Zhang et al. (2010) showed that supertagging combines favorably with chart constraints. To our knowledge, similar results for other grammar formalisms are not available.

In this paper, we make two contributions. First, we generalize chart constraints to more expressive grammar formalisms by casting them in terms of allowable parse items that should be considered by the parser. The Roark chart constraints are the special case for PCFGs and CKY; our view applies to any grammar formalism for which a parser can be specified in terms of parsing schemata. Second, we present a neural tagger which predicts begin and end constraints with an accuracy around 98%. We show that these chart constraints speed up a PCFG parser by 18x and a TAG chart parser by 4x. Furthermore, chart constraints can be combined effectively with coarse-to-fine parsing for PCFGs (for an overall speedup of 70x) and supertagging for TAG (overall speedup of 124x), all while improving the accuracy over those of the baseline parsers. Our code is part of the Alto parser (Gontrum et al., 2017), available at http://bitbucket.org/tclup/alto.

2 Generalized chart constraints
Roark et al. define begin and end chart constraints. A begin constraint $B$ for the string $w$ is a set of positions in $w$ at which no constituent of width two or more may start. Conversely, an end constraint $E$ describes where constituents may not end. Roark et al. focus on speeding up the standard
CKY parser for PCFGs with chart constraints. They do this by declaring a cell $[i, k]$ of the CKY parse chart as closed if $i \in B$ or $k \in E$, and modifying the CKY algorithm such that no nonterminals may be entered into closed cells. They show this to be very effective for PCFG parsing; but in its reliance on CKY chart cells, their algorithm is not directly applicable to other parsing algorithms or grammar formalisms.

2.1 Allowable items

In this paper, we take a more general perspective on chart constraints, which we express in terms of parsing schemata (Shieber et al., 1995). A parsing schema consists of a set $T$ of items, which are derived from initial items by applying inference rules. Once all derivable items have been calculated, we can calculate the best parse tree by following the derivations of the goal items backwards.

Many parsing algorithms can be expressed in terms of parsing schemata. For instance, the CKY algorithm for CFGs uses items of the form $[A, i, k]$ to express that the substring from $i$ to $k$ can be derived from the nonterminal $A$, and derives new items out of old ones using the inference rule

\[
\frac{[B, i, j] \quad [C, j, k] \quad A \rightarrow B C}{[A, i, k]}
\]

The purpose of a chart constraint is to describe a set of allowable items $A \subseteq T$. We restrict the parsing algorithm so that the consequent item of an inference rule may only be derived if it is allowable. If all items that are required for the best derivation are allowable, the parser remains complete, but may become faster because fewer items are derived.

For the specific case of the CKY algorithm for PCFGs, we can simulate the behavior of Roark et al.’s algorithm by defining an item $[A, i, k]$ as allowable if $i \notin B$ and $k \notin E$.

2.2 Chart constraints and binarization

One technical challenge regarding chart constraints arises in the context of binarization. Chart constraints are trained to identify constituent boundaries in the original treebank, where nodes may have more than two children. However, an efficient chart parser for PCFG can combine only two adjacent constituents in each step. Thus, if the original tree used the rule $A \rightarrow B C D$, the parser needs to first combine $B$ with $C$, say into the substring $[i, k]$, and then the result with $D$ (or vice versa). This intermediate parsing item for $[i, k]$ must be allowable, even if $k \in E$, because it does not represent a real constituent; it is only a computation step on the way towards one.

We solve this problem by keeping track in the parse items whether they were an intermediate result caused by binarization, or a complete constituent. This generalizes Roark et al.’s cells that are “closed to complete constituents”. For instance, when converting a PCFG grammar to Chomsky normal form, one can distinguish the “new” nonterminals generated by the CNF conversion from those that were already present in the original grammar. We can then let an item $[A, i, k]$ be allowable if $i \notin B$ and either $k \notin E$ or $A$ is new.

2.3 Allowable items for TAG parsing

By interpreting chart constraints in terms of allowable parse items, we can apply them to a wide range of grammar formalisms beyond PCFGs. We illustrate this by defining allowable parse items for TAG. Parse items for TAG (Shieber et al., 1995; Kallmeyer, 2010) are of the form $[X, i, j, k, l]$, where $i, l$ are string positions, and $j, k$ are either both string positions or both are NULL. $X$ is a complex representation of a position in an elementary tree, which we do not go into here; see the literature for details. The item describes a derivation of the string from position $i$ to $l$. If $j$ and $k$ are NULL, then the derivation starts with an initial tree and covers the entire substring. Otherwise, it starts with an auxiliary tree, and there is a gap in its string yield from $j$ to $k$. Such an item will later be adjoined at a node which covers the substring from $j$ to $k$ using the following inference rule (see Fig. 1b):

\[
\frac{[X, i, j, k, l] \quad [Y, j, r, s, k]}{[Y', i, r, s, l]}
\]

Assuming begin and end constraints as above, we define allowable TAG items as follows. First, an item $[X, i, j, k, l]$ is not allowable if $i \in B$ or $l \in E$. Second, if $j$ and $k$ are not NULL, then the item is not allowable if $j \in B$ or $k \in E$ (else there will be...
no constituent from \( j \) to \( k \) at which the item could be adjoined). Otherwise, the item is allowable.

### 2.4 Allowable states for IRTG parsing

Allowable items have a particularly direct interpretation when parsing with Interpreted Regular Tree Grammars (IRTGs, Koller and Kuhlmann (2011)), a grammar formalism which generalizes PCFG, TAG, and many others. Chart parsers for IRTG describe substructures of the input object as states of a finite tree automaton \( D \). When we encode a PCFG as an IRTG, these states are of the form \([i, k]\); when we encode a TAG grammar, they are of the form \([i, j, k, l]\). Thus chart constraints describe allowable states of this automaton, and we can prune the chart simply by restricting \( D \) to rules that use only allowable states.

In the experiments below, we use the Alto IRTG parser (Gontrum et al., 2017), modified to implement chart constraints as allowable states. We convert the PCFG and TAG grammars into IRTG grammars and use the parsing algorithms of Groschwitz et al. (2016): “condensed intersection” for PCFG parsing and the “sibling-finder” algorithm for TAG. Both of these implement the CKY algorithm and compute charts which correspond to the parsing schemata sketched above.

### 3 Neural chart-constraint tagging

Roark et al. predict the begin and end constraints for a string \( w \) using a log-linear model with manually designed features. We replace this with a neural tagger (Fig. 1a), which reads the input sentence token by token and jointly predicts for each string position whether it is in \( \mathcal{B} \) and/or \( \mathcal{E} \).

Technically, our tagger is a two-layer bidirectional LSTM (Kiperwasser and Goldberg, 2016; Lewis et al., 2016; Kummerfeld and Klein, 2017). In each time step, it reads as input a pair \( x_i = (w_i, p_i) \) of one-hot encodings of a word \( w_i \) and a POS tag \( p_i \), and embeds them into dense vectors (using pretrained GloVe word embeddings (Pennington et al., 2014) for \( w_i \) and learned POS tag embeddings for \( p_i \)). It then computes the probability that a constituent begins (ends) at position \( i \) from the concatenation \( v_i = v_i^{F2} \circ v_i^{B2} \) of the hidden states \( v_i^{F2} \) and \( v_i^{B2} \) of the second forward and backward LSTM at position \( i \):

\[
P(B \mid w, i) = \text{softmax}(W_B \cdot v_i + b_B) \]

\[
P(E \mid w, i) = \text{softmax}(W_E \cdot v_i + b_E) \]

We let \( \mathcal{B} = \{ i \mid P(B \mid w, i) < 1 - \theta \} \); that is, the network predicts a begin constraint if the probability of \( \mathcal{B} \) exceeds a threshold \( \theta \) (analogously for \( \mathcal{E} \)). The threshold allows us to trade off precision against recall; this is important because false positives can prevent the parser from discovering the best tree.

### 4 Evaluation

We evaluated the efficacy of chart-constraint pruning for PCFG and TAG parsing. All runtimes are on an AMD Opteron 6380 CPU at 2.5 GHz, using Oracle Java version 8. See the Supplementary Materials for details on the setup.

#### 4.1 PCFG parsing

We trained the chart-constraint tagger on WSJ Sections 02–21. The tagging accuracy on WSJ Section 23 is shown in Fig. 2. As expected, an increasing threshold \( \theta \) increases precision and decreases recall. Precision and recall are comparable to Roark et al.’s log-linear model for \( \mathcal{E} \). Our tagger achieves 94% recall for \( \mathcal{B} \) at a precision of 99%, compared to Roark et al.’s recall of just over 80% — without the feature engineering effort required by their system.\(^1\)

We extracted a PCFG grammar from a right-binarized version of WSJ Sections 02–21 using maximum likelihood estimation, applying a horizontal markovization of 2 and using POS tags as terminal symbols to avoid sparse data issues. We parsed Section 23 using a baseline parser which does not prune the chart, obtaining a low f-score of 71, which is typical for such a simple PCFG. We also parsed Section 23 with parsers which utilize the chart constraints predicted by the tagger (on the original sentences and gold POS tags) and the gold chart constraints from Section 23. The results are shown in Fig. 3; “time” is the mean time to compute the chart for each sentence, in milliseconds.

Chart constraints by themselves speed the parser up by factor of 18x at \( \theta = 0.5 \); higher values of \( \theta \) did not increase the parsing accuracy further, but

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>acc</th>
<th>( \mathcal{B} ) prec</th>
<th>recall</th>
<th>acc</th>
<th>( \mathcal{E} ) prec</th>
<th>recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>97.6</td>
<td>97.4</td>
<td>97.8</td>
<td>98.1</td>
<td>98.7</td>
<td>97.8</td>
</tr>
<tr>
<td>0.9</td>
<td>96.7</td>
<td>98.8</td>
<td>95.2</td>
<td>97.2</td>
<td>99.4</td>
<td>96.7</td>
</tr>
<tr>
<td>0.99</td>
<td>93.7</td>
<td>99.6</td>
<td>87.9</td>
<td>93.0</td>
<td>99.7</td>
<td>90.5</td>
</tr>
</tbody>
</table>

\(^1\)Note that the numbers are not directly comparable because Roark et al. evaluate their tagger on Section 24.
yielded smaller speedups. This compares to an 8x speedup in Roark et al.; the difference may be due to the higher f-score of our neural tagger. Furthermore, when we combine chart constraints with the coarse-to-fine parser of Teichmann et al. (2017), using their threshold of 10−5 for CTF pruning, the two pruning methods amplify each other, yielding an overall speedup of up to 70x.2

4.2 TAG parsing

For the TAG experiments, we converted WSJ Sections 02–21 into a TAG corpus using the method of Chen and Vijay-Shanker (2004). This method sometimes adjoins multiple auxiliary trees to the same node. We removed all but the last adjunction at each node to make the derivations compatible with standard TAG, shortening the sentences by about 40% on average. To combat sparse data, we replaced all numbers by NUMBER and all words that do not have a GloVe embedding by UNK.

The neural chart-constraint tagger, trained on the shortened corpus, achieves a recall of 93% for B and 98% for E at 99% precision on the (shortened) Section 00. We chose a value of \( \theta = 0.95 \) for the experiments, since in the case of TAG parsing, false positive chart constraints frequently prevent the parser from finding any parse at all, and thus lower values of \( \theta \) strongly degrade the f-scores.

We read a PTAG grammar (Resnik, 1992) with 4731 unlexicalized elementary trees off of the training corpus, binarized it, and used it to parse Section 00. This grammar struggles with unseen words, and thus achieves a rather low f-score (see Fig. 4). Chart constraints by themselves speed the TAG parser up by 3.8x, almost matching the performance of gold chart constraints. This improvement is remarkable in that Teichmann et al. (2017) found that coarse-to-fine parsing, which also prunes the substrings a finer-grained parser considers, did not improve TAG parsing performance.

---

2Our CTF numbers differ slightly from Teichmann et al.’s because they only parse sentences with up to 40 words and use a different binarization method.

**Figure 3:** Results for PCFG parsing.

**Figure 4:** Results for TAG parsing.

Supertagging. We then investigated the combination of chart constraints with a neural supertagger along the lines of Lewis et al. (2016). We modified the output layer of Fig. 1a such that it predicts the supertag (= unlexicalized elementary tree) for each token. Each input token is represented by a 200D GloVe embedding.

To parse a sentence \( w \) of length \( n \), we ran the trained supertagger on \( w \) and extracted the top \( k \) supertags for each token \( w_i \) of \( w \). We then ran the Alto PTAG parser on an artificial string “1 2 ... n” and a sentence-specific TAG grammar which contains, for each \( i \), the top \( k \) elementary trees for \( w_i \), lexicalized with the “word” \( i \) and weighted with the probability of its supertag. This allowed us to use the unmodified Alto parser, while avoiding the possible mixing of supertags for multiple occurrences of the same word. We then obtained the best parse trees for the original sentence \( w \) by replacing each artificial token \( i \) in the parse tree by the original token \( w_i \).

The sentence-specific grammars are so small that we can parse the test corpus without binarizing them. As Fig. 4 indicates, supertagging speeds up the parser by 5x (\( k = 10 \)) to 70x (\( k = 3 \); the use of word embeddings boosts the coverage to almost 100% and the f-score to around 80. Adding chart constraints on top of supertagging further improves the parser, yielding the best speed (at \( k = 3 \)) and accuracy (at \( k = 10 \)). We achieve an overall speedup of two orders of magnitude with a drastic increase in accuracy.

**Allowable items for TAG.** Instead of requiring that a TAG chart item is only allowable if neither the string \( [i, l] \) nor its gap \( [j, k] \) violate a chart constraint (as in Section 2.3), one could instead adopt...
a simpler definition by which a TAG chart item is allowable if \(i\) and \(l\) satisfy the chart constraints, regardless of the gap.\(^3\)

We evaluated the original definition from Section 2.3 (“CC”) against this baseline definition (“B/E”). As the results in Fig. 4 indicate, the B/E strategy achieves higher accuracy and lower parsing speeds than the CC strategy at equal values of \(\theta\). This is to be expected, because CC has more opportunities to prune chart items early, but false positive chart constraints can cause it to overprune. When \(\theta\) is scaled so both strategies achieve the same accuracy – i.e., B/E \(\theta = 0.8\) for CC \(\theta = 0.95\), or CC \(\theta = 0.99\) for B/E \(\theta = 0.95\) –, CC is faster than B/E. This suggests that imposing chart constraints on the gap is beneficial and illustrates the flexibility and power of the “admissible items” approach we introduce here.

4.3 Discussion
The effect of using chart constraints is that the parser considers fewer substructures of the input object – potentially to the point that the asymptotic parsing complexity is reduced below that of the underlying grammar formalism (Roark et al., 2012). In practice, we observe that the percentage of chart items whose begin positions and end positions are consistent with the gold standard tree (“% gold” in the figures) is increased by CTF and supertagging, indicating that these suppress the computation of many spans that are not needed for the best tree. However, chart constraints prune useless spans out much more directly and completely, leading to a further boost in parsing speed.

Because we remove multiple adjunctions in the TAG experiment, most sentences in the corpus are shorter than in the original. This might skew the parsing results in favor of pruning techniques that work best on short sentences. We checked this by plotting sentence lengths against mean parsing times for a number of pruning methods in Fig. 5 (supertagging with \(k = 10\), chart constraints with \(\theta = 0.95\)). As the sentence length increases, parsing times of supertagging together with chart constraints grows much more slowly than the other methods. Thus we can expect the relative speedup to increase for corpora of longer sentences.

\(^3\)We thank an anonymous reviewer for suggesting this comparison.

**5 Conclusion**
Chart constraints, computed by a neural tagger, robustly accelerate parsers both for PCFGs and for more expressive formalisms such as TAG. Even highly effective pruning techniques such as CTF and supertagging can be further improved through chart constraints, indicating that they target different sources of complexity.

By interpreting chart constraints in terms of allowable chart items, we can apply them to arbitrary chart parsers, including ones for grammar formalisms that describe objects other than strings, e.g. graphs (Chiang et al., 2013; Groschwitz et al., 2015). The primary challenge here is to develop a high-precision tagger that identifies allowable subgraphs, which requires moving beyond LSTMs.

An intriguing question is to what extent chart constraints can speed up parsing algorithms that do not use charts. It is known that chart constraints can speed up context-free shift-reduce parsers (Chen et al., 2017). It would be interesting to see how a neural parser, such as (Dyer et al., 2016), would benefit from chart constraints calculated by a neural tagger.
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Abstract
Neural vector representations are ubiquitous throughout all subfields of NLP. While word vectors have been studied in much detail, thus far only little light has been shed on the properties of sentence embeddings. In this paper, we assess to what extent prominent sentence embedding methods exhibit select semantic properties. We propose a framework that generates triplets of sentences to explore how changes in the syntactic structure or semantics of a given sentence affect the similarities obtained between their sentence embeddings.

1 Introduction
Neural vector representations have become ubiquitous in all subfields of natural language processing. For the case of word vectors, important properties of the representations have been studied, including their linear substructures (Mikolov et al., 2013; Levy and Goldberg, 2014), the linear superposition of word senses (Arora et al., 2016b), and the nexus to pointwise mutual information scores between co-occurring words (Arora et al., 2016a). However, thus far, only little is known about the properties of sentence embeddings. Sentence embedding methods attempt to encode a variable-length input sentence into a fixed length vector. A number of such sentence embedding methods have been proposed in recent years (Le and Mikolov, 2014; Kiros et al., 2015; Wieting et al., 2015; Conneau et al., 2017; Arora et al., 2017).

Sentence embeddings have mainly been evaluated in terms of how well their cosine similarities mirror human judgments of semantic relatedness, typically with respect to the SemEval Semantic Textual Similarity competitions. The SICK dataset (Marelli et al., 2014) was created to better benchmark the effectiveness of different models across a broad range of challenging lexical, syntactic, and semantic phenomena, in terms of both similarities and the ability to be predictive of entailment. However, even on SICK, oftentimes very shallow methods prove effective at obtaining fairly competitive results (Wieting et al., 2015). Adi et al. investigated to what extent different embedding methods are predictive of i) the occurrence of words in the original sentence, ii) the order of words in the original sentence, and iii) the length of the original sentence (Adi et al., 2016, 2017). Belinkov et al. (2017) inspected neural machine translation systems with regard to their ability to acquire morphology, while Shi et al. (2016) investigated to what extent they learn source side syntax. Wang et al. (2016) argue that the latent representations of advanced neural reading comprehension architectures encode information about predication. Finally, sentence embeddings have also often been investigated in classification tasks such as sentiment polarity or question type classification (Kiros et al., 2015). Concurrently with our research, Conneau et al. (2018) investigated to what extent one can learn to classify specific syntactic and semantic properties of sentences using large amounts of training data (100,000 instances) for each property.

Overall, still, remarkably little is known about what specific semantic properties are directly reflected by such embeddings. In this paper, we specifically focus on a few select aspects of sentence semantics and inspect to what extent prominent sentence embedding methods are able to capture them. Our framework generates triplets of sentences to explore how changes in the syntactic structure or semantics of a given sentence affect the similarities obtained between their sentence embeddings.
2 Analysis

To conduct our analysis, we proceed by generating new phenomena-specific evaluation datasets. Our starting point is that even minor alterations of a sentence may lead to notable shifts in meaning. For instance, a sentence $S$ such as *A rabbit is jumping over the fence* and a sentence $S^*$ such as *A rabbit is not jumping over the fence* diverge with respect to many of the inferences that they warrant. Even if sentence $S^*$ is somewhat less idiomatic than alternative wordings such as *There are no rabbits jumping over the fence*, we nevertheless expect sentence embedding methods to interpret both correctly, just as humans do.

Despite the semantic differences between the two sentences due to the negation, we still expect the cosine similarity between their respective embeddings to be fairly high, in light of their semantic relatedness in touching on similar themes. Hence, only comparing the similarity between sentence pairs of this sort does not easily lend itself to insightful automated analyses. Instead, we draw on another key idea. It is common for two sentences to be semantically close despite differences in their specific linguistic realizations. Building on the previous example, we can construct a further contrasting sentence $S^+$ such as *A rabbit is hopping over the fence*. This sentence is very close in meaning to sentence $S$, despite minor differences in the choice of words. In this case, we would want for the semantic relatedness between sentences $S$ and $S^+$ to be assessed as higher than between sentence $S$ and sentence $S^*$.

We refer to this sort of scheme as sentence triplets. We rely on simple transformations to generate several different sets of sentence triplets.

2.1 Sentence Modification Schemes

In the following, we first describe the kinds of transformations we apply to generate altered sentences. Subsequently, in Section 2.2, we shall consider how to assemble such sentences into sentence triplets of various kinds so as to assess different semantic properties of sentence embeddings.

Not-Negation. We negate the original sentence by inserting the negation marker *not* before the first verb of the original sentence $A$ to generate a new sentence $B$, including contractions as appropriate, or removing negations when they are already present, as in:

A: The young boy is climbing the wall made of rock.
B: The young boy isn’t climbing the wall made of rock.

Quantifier-Negation. We prepend the quantifier expression *there is no* to original sentences beginning with $A$ to generate new sentences.

A: A girl is cutting butter into two pieces.
B: There is no girl cutting butter into two pieces.

Synonym Substitution. We substitute the verb in the original sentence with an appropriate synonym to generate a new sentence $B$.

A: The man is talking on the telephone.
B: The man is chatting on the telephone.

Embedded Clause Extraction. For those sentences containing verbs such as *say, think* with embedded clauses, we extract the clauses as the new sentence.

A: Octel said the purchase was expected.
B: The purchase was expected.

Passivization. Sentences that are expressed in active voice are changed to passive voice.

A: Harley asked Abigail to bake some muffins.
B: Abigail is asked to bake some muffins.

Argument Reordering. For sentences matching the structure “⟨somebody⟩ ⟨verb⟩ ⟨somebody⟩ to ⟨do something⟩”, we swap the subject and object of the original sentence $A$ to generate a new sentence $B$.

A: Matilda encouraged Sophia to compete in a match.
B: Sophia encouraged Matilda to compete in a match.

Fixed Point Inversion. We select a word in the sentence as the pivot and invert the order of words before and after the pivot. The intuition here is that this simple corruption is likely to result in a new sentence that does not properly convey the original meaning, despite sharing the original words in common with it. Hence, these sorts of corruptions can serve as a useful diagnostic.

A: A dog is running on concrete and is holding a blue ball
B: concrete and is holding a blue ball a dog is running on.
2.2 Sentence Triplet Generation

Given the above forms of modified sentences, we induce five evaluation datasets, consisting of triplets of sentences as follows.

1. **Negation Detection**: Original sentence, Synonym Substitution, Not-Negation

With this dataset, we seek to explore how well sentence embeddings can distinguish sentences with similar structure and opposite meaning, while using Synonym Substitution as the contrast set. We would want the similarity between the original sentence and the negated sentence to be lower than that between the original sentence and its synonym version.

2. **Negation Variants**: Quantifier-Negation, Not-Negation, Original sentence

In the second dataset, we aim to investigate how well the sentence embeddings reflect negation quantifiers. We posit that the similarity between the Quantifier-Negation and Not-Negation versions should be a bit higher than between either the Not-Negation or the Quantifier-Negation and original sentences.

3. **Clause Relatedness**: Original sentence, Embedded Clause Extraction, Not-Negation

In this third set, we want to explore whether the similarity between a sentence and its embedded clause is higher than between a sentence and its negation.

4. **Argument Sensitivity**: Original sentence, Passivization, Argument Reordering

With this last test, we wish to ascertain whether the sentence embeddings succeed in distinguishing semantic information from structural information. Consider, for instance, the following triplet.

\[ S: \text{Lilly loves Imogen.} \]
\[ S^+: \text{Imogen is loved by Lilly.} \]
\[ S^*: \text{Imogen loves Lilly.} \]

Here, \( S \) and \( S^+ \) mostly share the same meaning, whereas \( S^+ \) and \( S^* \) have a similar word order, but do not possess the same specific meaning. If the sentence embeddings focus more on semantic cues, then the similarity between \( S \) and \( S^* \) ought to be larger than that between \( S^+ \) and \( S^* \). If the sentence embedding however is easily misled by matching sentence structures, the opposite will be the case.

5. **Fixed Point Reorder**: Original sentence, Semantically equivalent sentence, Fixed Point Inversion

With this dataset, our objective is to explore how well the sentence embeddings account for shifts in meaning due to the word order in a sentence. We select sentence pairs from the SICK dataset according to their semantic relatedness score and entailment labeling. Sentence pairs with a high relatedness score and the **Entailment** tag are considered semantically similar sentences. We rely on the Levenshtein Distance as a filter to ensure a structural similarity between the two sentences, i.e., sentence pairs whose Levenshtein Distance is sufficiently high are regarded as eligible.

Additionally, we use the Fixed Point Inversion technique to generate a contrastive sentence. The resulting sentence likely no longer adequately reflects the original meaning. Hence, we expect that, on average, the similarity between the original sentence and the semantically similar sentence should be higher than that between the original sentence and the contrastive version.

3 Experiments

We now proceed to describe our experimental evaluation based on this paradigm.

3.1 Datasets

Using the aforementioned triplet generation methods, we create the evaluation datasets listed in Table 1, drawing on source sentences from SICK, Penn Treebank WSJ and MSR Paraphrase corpus. Although the process to modify the sentences is automatic, we rely on human annotators to double-check the results for grammaticality and semantics. This is particularly important for synonym substitution, for which we relied on WordNet (Fellbaum, 1998). Unfortunately, not all synonyms are suitable as replacements in a given context.
Table 1: Generated Evaluation Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negation Detection</td>
<td>674</td>
</tr>
<tr>
<td>Negation Variants</td>
<td>516</td>
</tr>
<tr>
<td>Clause Relatedness</td>
<td>567</td>
</tr>
<tr>
<td>Argument Sensitivity</td>
<td>445</td>
</tr>
<tr>
<td>Fixed Point Reorder</td>
<td>623</td>
</tr>
</tbody>
</table>

3.2 Embedding Methods

In our experiments, we compare three particularly prominent sentence embedding methods:

1. GloVe Averaging (GloVe Avg.): The simple approach of taking the average of the word vectors for all words in a sentence. Although this method neglects the order of words entirely, it can fare reasonably well on some of the most commonly invoked forms of evaluation (Wieting et al., 2015; Arora et al., 2017). Note that we here rely on regular unweighted GloVe vectors (Pennington et al., 2014) instead of fine-tuned or weighted word vectors.


3. Sent2Vec: Pagliardini et al. (2018) proposed a method to learn word and n-gram embeddings such that the average of all words and n-grams in a sentence can serve as a high-quality sentence vector.

4. The Skip-Thought Vector approach (SkipThought) by Kiros et al. (2015) applies the neighbour prediction intuitions of the word2vec Skip-Gram model at the level of entire sentences, as encoded and decoded via recurrent neural networks. The method trains an encoder to process an input sentence such that the resulting latent representation is optimized for predicting neighbouring sentences via the decoder.

5. InferSent (Conneau et al., 2017) is based on supervision from an auxiliary task, namely the Stanford NLI dataset.

3.3 Results and Discussion

Negation Detection. Table 2 lists the results for the Negation Detection dataset, where \( S, S^+, S^* \) refer to the original, Synonym Substitution, and Not-Negation versions of the sentences, respectively. For each of the considered embedding methods, we first report the average cosine similarity scores between all relevant sorts of pairings of two sentences, i.e. between the original and the Synonym-Substitution sentences \( (S \) and \( S^+ \)), between original and Not-Negated \( (S \) and \( S^* \)), and between Not-Negated and Synonym-Substitution \( (S^+ \) and \( S^* \)). Finally, in the last column, we report the Accuracy, computed as the percentage of sentence triplets for which the proximity relationships were as desired, i.e., the cosine similarity between the original and synonym-substituted versions was higher than the similarity between that same original and its Not-Negation version.

On this dataset, we observe that GloVe Avg. is more often than not misled by the introduction of synonyms, although the corresponding word vector typically has a high cosine similarity with the original word’s embedding. In contrast, both InferSent and SkipThought succeed in distinguishing unnegated sentences from negated ones.

Table 2: Evaluation of Negation Detection

<table>
<thead>
<tr>
<th></th>
<th>( S \land S^+ )</th>
<th>( S \land S^* )</th>
<th>( S^+ \land S^* )</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glove Avg</td>
<td>97.42%</td>
<td>98.80%</td>
<td>96.53%</td>
<td>13.06%</td>
</tr>
<tr>
<td>P Means</td>
<td>98.49%</td>
<td>99.47%</td>
<td>98.13%</td>
<td>6.82%</td>
</tr>
<tr>
<td>Sent2Vec</td>
<td>91.28%</td>
<td>93.50%</td>
<td>85.30%</td>
<td>41.99%</td>
</tr>
<tr>
<td>SkipThought</td>
<td>88.34%</td>
<td>81.95%</td>
<td>73.74%</td>
<td>78.19%</td>
</tr>
<tr>
<td>InferSent</td>
<td>94.74%</td>
<td>88.64%</td>
<td>85.15%</td>
<td>91.10%</td>
</tr>
</tbody>
</table>

Negation Variants. In Table 3, \( S, S^+, S^* \) refer to the original, Not-Negation, and Quantifier-Negation versions of a sentence, respectively. Accuracy in this problem is defined as percentage of sentence triples whose similarity between \( S^+ \) and \( S^* \) is the higher than similarity between \( S \) and \( S^+ \) and \( S^+ \) and \( S^* \). The results of both averaging of word embeddings and SkipThought are dismal in terms of the accuracy. InferSent, in contrast, appears to have acquired a better understanding of negation quantifiers, as these are commonplace in many NLI datasets.

Clause Relatedness. In Table 4, \( S, S^+, S^* \) refer to original, Embedded Clause Extraction, and Not-Negation, respectively. Although not particularly more accurate than random guessing, among the considered approaches, Sent2Vec fares best in distinguishing the embedded clause of a sentence.
from a negation of said sentence.

For a detailed analysis, we can divide the sentence triplets in this dataset into two categories as exemplified by the following examples:

a) Copperweld said it doesn’t expect a protracted strike. — Copperweld said it expected a protracted strike. — It doesn’t expect a protracted strike.

b) "We made our own decision," he said. — "We didn’t make our own decision," he said. — We made our own decision.

For cases resembling a), the average SkipThought similarity between the sentence and its Not-Negation version is 79.90%, while for cases resembling b), it is 26.71%. The accuracy of SkipThought on cases resembling a is 36.90%, and the accuracy of SkipThought on cases like b is only 0.75% It seems plausible that SkipThought is more sensitive to the word order due to the recurrent architecture. InferSent also achieved better performance on sentences resembling a) compared with sentences resembling b), its accuracy on these two structures is 28.37% and 15.73% respectively.

<table>
<thead>
<tr>
<th>Table 3: Evaluation of Negation Variants</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S \land S^+$  $S \land S^<em>$  $S^+ \land S^</em>$  Accuracy</td>
</tr>
<tr>
<td>Glove Avg 96.91% 97.99% 97.05% 1.56%</td>
</tr>
<tr>
<td>P Means 98.66% 99.07% 98.49% 0.19%</td>
</tr>
<tr>
<td>Sent2Vec 90.53% 90.59% 86.87% 1.56%</td>
</tr>
<tr>
<td>SkipThought 71.94% 73.40% 73.11% 22.96%</td>
</tr>
<tr>
<td>InferSent 84.51% 88.45% 91.63% 85.78%</td>
</tr>
</tbody>
</table>

**Argument Sensitivity.** In Table 5, $S, S^+, S^*$ to refer to the original sentence, its Passivization form, and the Argument Reordering version, respectively. Although recurrent architectures are able to consider the order of words, unfortunately, none of the analysed approaches prove adept at distinguishing the semantic information from structural information in this case.

<table>
<thead>
<tr>
<th>Table 5: Evaluation of Argument Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S \land S^+$  $S \land S^<em>$  $S^+ \land S^</em>$  Accuracy</td>
</tr>
<tr>
<td>Glove Avg 96.17% 99.96% 96.17% 0.00%</td>
</tr>
<tr>
<td>P Means 97.94% 99.98% 97.94% 0.00%</td>
</tr>
<tr>
<td>Sent2Vec 89.11% 99.80% 89.13% 0.00%</td>
</tr>
<tr>
<td>SkipThought 83.44% 95.57% 82.32% 4.71%</td>
</tr>
<tr>
<td>InferSent 93.70% 97.98% 94.11% 2.24%</td>
</tr>
</tbody>
</table>

**Fixed Point Reorder.** In Table 6, $S, S^+, S^*$ to refer to the original sentence, its semantically equivalent one and Fixed Point Inversion Version. As Table 6 indicates, sentence embeddings based on means (GloVe averages), weighted means (Sent2Vec), or concatenation of p-mean embeddings (P-Means) are unable to distinguish the fixed point inverted sentence from the semantically equivalent one, as they do not encode sufficient word order information into the sentence embeddings. Sent2Vec does consider n-grams but these do not affect the results sufficiently. SkipThought and InferSent did well when the original sentence and its semantically equivalence share similar structure.

<table>
<thead>
<tr>
<th>Table 6: Evaluation of Fixed Point Reorder</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S \land S^+$  $S \land S^<em>$  $S^+ \land S^</em>$  Accuracy</td>
</tr>
<tr>
<td>Glove avg 97.74% 100.00% 97.74% 0.00%</td>
</tr>
<tr>
<td>P-Means 98.68% 100.00% 98.68% 0.00%</td>
</tr>
<tr>
<td>Sent2Vec 92.88% 100.00% 92.88% 0.00%</td>
</tr>
<tr>
<td>SkipThought 89.83% 39.75% 37.28% 99.84%</td>
</tr>
<tr>
<td>InferSent 95.53% 94.26% 90.64% 72.92%</td>
</tr>
</tbody>
</table>

4 Conclusion

This paper proposes a simple method to inspect sentence embeddings with respect to their semantic properties, analysing three popular embedding methods. We find that both SkipThought and InferSent distinguish negation of a sentence from synonymy. InferSent fares better at identifying semantic equivalence regardless of the order of words and copes better with quantifiers. SkipThoughts is more suitable for tasks in which the semantics of the sentence corresponds to its structure, but it often fails to identify sentences with different word order yet similar meaning. In almost all cases, dedicated sentence embeddings from hidden states a neural network outperform a simple averaging of word embeddings.
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Abstract

We present the Supervised Directional Similarity Network (SDSN), a novel neural architecture for learning task-specific transformation functions on top of general-purpose word embeddings. Relying on only a limited amount of supervision from task-specific scores on a subset of the vocabulary, our architecture is able to generalise and transform a general-purpose distributional vector space to model the relation of lexical entailment. Experiments show excellent performance on scoring graded lexical entailment, raising the state-of-the-art on the HyperLex dataset by approximately 25%.

1 Introduction

Standard word embedding models (Mikolov et al., 2013; Pennington et al., 2014; Bojanowski et al., 2017) are based on the distributional hypothesis by Harris (1954). However, purely distributional models coalesce various lexico-semantic relations (e.g., synonymy, antonymy, hypernymy) into a joint distributed representation. To address this, previous work has focused on introducing supervision into individual word embeddings, allowing them to better capture the desired lexical properties. For example, Faruqui et al. (2015) and Wieting et al. (2015) proposed methods for using annotated lexical relations to condition the vector space and bring synonymous words closer together. Mrkšić et al. (2016) and Mrkšić et al. (2017) improved the optimisation function and introduced an additional constraint for pushing antonym pairs further apart. While these methods integrate hand-crafted features from external lexical resources with distributional information, they improve only the embeddings of words that have annotated lexical relations in the training resource.

In this work, we propose a novel approach to leveraging external knowledge with general-purpose unsupervised embeddings, focusing on the directional graded lexical entailment task (Vulić et al., 2017), whereas previous work has mostly investigated simpler non-directional semantic similarity tasks. Instead of optimising individual word embeddings, our model uses general-purpose embeddings and optimises a separate neural component to adapt these to the specific task. In particular, our neural Supervised Directional Similarity Network (SDSN) dynamically produces task-specific embeddings optimised for scoring the asymmetric lexical entailment relation between any two words, regardless of their presence in the training resource. Our results with task-specific embeddings indicate large improvements on the HyperLex dataset, a standard graded lexical entailment benchmark. The model also yields improvements on a simpler non-graded entailment detection task.

2 The Task of Grading Lexical Entailment

In graded lexical entailment, the goal is to make fine-grained assertions regarding the directional hierarchical semantic relationships between concepts (Vulić et al., 2017). The task is grounded in theories of concept (proto)typicality and category vagueness from cognitive science (Rosch, 1975; Kamp and Partee, 1995), and aims at answering the following question: “To what degree is X a type of Y ?”. It quantifies the degree of lexical entailment instead of providing only a binary yes/no decision on the relationship between the concepts X and Y, as done in hypernymy detection tasks (Kotlerman et al., 2010; Weeds et al., 2014; Santus et al., 2014; Kiela et al., 2015; Shwartz et al., 2017).

Graded lexical entailment provides finer-grained
judgements on a continuous scale. For instance, the word pair (girl → person) has been rated highly with 9.85/10 by the HyperLex annotators. The pair (guest → person) has received a slightly lower score of 7.22, as a prototypical guest is often a person but there can be exceptions. In contrast, the score for the reversed pair (person → guest) is only judged at 2.88.

As demonstrated by Vulić et al. (2017) and Nickel and Kiela (2017), standard general-purpose representation models trained in an unsupervised way purely on distributional information are unfit for this task and unable to surpass the performance of simple frequency baselines (see also Table 1). Therefore, in what follows, we describe a novel supervised framework for constructing task-specific word embeddings, optimised for the graded entailment task at hand.

3 System Architecture

The network architecture can be seen in Figure 1. The system receives a pair of words as input and predicts a score that represents the strength of the given lexical relation. In the graded entailment task, we would like the model to return a high score for (biology → science), as biology is a type of science, but a low score for (point → pencil).

We start by mapping both input words to corresponding word embeddings \(w_1\) and \(w_2\). The embeddings come from a standard distributional vector space, pre-trained on a large unannotated corpus, and are not fine-tuned during training. An element-wise gating operation is then applied to each word, conditioned on the other word:

\[
g_1 = \sigma(W_{g1}w_1 + b_{g1}) \quad (1)
\]
\[
g_2 = \sigma(W_{g2}w_2 + b_{g2}) \quad (2)
\]
\[
\tilde{w}_1 = w_1 \odot g_2 \quad (3)
\]
\[
\tilde{w}_2 = w_2 \odot g_1 \quad (4)
\]

where \(W_{g1}\) and \(W_{g2}\) are weight matrices, \(b_{g1}\) and \(b_{g2}\) are bias vectors, \(\sigma()\) is the logistic function and \(\odot\) indicates element-wise multiplication. This operation allows the network to first observe the candidate hypernym \(w_2\) and then decide which features are important when analysing the hyponym \(w_1\). For example, when deciding whether seal is a type of animal, the model is able to first see the word animal and then apply a mask that blocks out features of the word seal that are not related to nature. During development we found it best to apply this gating in both directions, therefore we condition each word based on the other.

Each of the word representations is then passed through a non-linear layer with \(\tanh\) activation, mapping the words to a new space that is more suitable for the given task:

\[
m_1 = \tanh(W_{m1}\tilde{w}_1 + b_{m1}) \quad (5)
\]
\[
m_2 = \tanh(W_{m2}\tilde{w}_2 + b_{m2}) \quad (6)
\]

where \(W_{m1}\), \(W_{m2}\), \(b_{m1}\), and \(b_{m2}\) are trainable parameters. The input embeddings are trained to predict surrounding words on a large unannotated corpus using the skip-gram objective (Mikolov et al., 2013), making the resulting vector space reflect (a broad relation of) semantic relatedness but unsuitable for lexical entailment (Vulić et al., 2017). The mapping stage allows the network to learn a transformation function from the general skip-gram embeddings to a task-specific space for lexical entailment. In addition, the two weight matrices enable asymmetric reasoning, allowing the network to learn separate mappings for hyponyms and hypernyms.

We then use a supervised composition function for combining the two representations and returning a confidence score as output. Rei et al. (2017) described a generalised version of cosine similarity for metaphor detection, constructing a supervised operation and learning individual weights for each
feature. We apply a similar approach here and modify it to predict a relation score:

\[
d = m_1 \odot m_2 \tag{7}
\]

\[
h = \tanh(W_h d + b_h) \tag{8}
\]

\[
y = S \cdot \sigma(a(W_y h + b_y)) \tag{9}
\]

where \(W_h, b_h, a, W_y\) and \(b_y\) are trainable parameters. The annotated labels of lexical relations are generally in a fixed range, therefore we base the output function on logistic regression, which also restricts the range of the predicted scores. \(b_y\) allows for the function to be shifted as necessary and \(a\) controls the slope of the sigmoid. \(S\) is the value of the maximum score in the dataset, scaling the resulting value to the correct range. The output \(y\) represents the confidence that the two input words are in a lexical entailment relation.

We optimise the model by minimising the mean squared distance between the predicted score \(y\) and the gold-standard score \(\hat{y}\):

\[
L = \sum_i (y_i - \hat{y}_i)^2 \tag{10}
\]

**Sparse Distributional Features (SDF).** Word embeddings are well-suited for capturing distributional similarity, but they have trouble encoding features such as word frequency, or the number of unique contexts the word has appeared in. This information becomes important when deciding whether one word entails another, as the system needs to determine when a concept is more general and subsumes the other.

We construct classical sparse distributional word vectors and use them to extract 5 unique features for every word pair, to complement the features extracted from neural embeddings:

- Regular cosine similarity between the sparse distributional vectors of both words.
- The sparse weighted cosine measure, described by \(\text{Rei and Briscoe} (2014)\), comparing the weighted ranks of different distributional contexts. The measure is directional and assigns more importance to the features of the broader term. We include this weighted cosine in both directions.
- The proportion of shared unique contexts, compared to the number of contexts for one word. This measure is able to capture whether one of the words appears in a subset of the contexts, compared to the other word. This feature is also directional and is therefore included in both directions.

We build the sparse distributional word vectors from two versions of the British National Corpus (\(\text{Leech, 1992}\)). The first counts contexts simply based on a window of size 3. The second uses a parsed version of the BNC (\(\text{Andersen et al., 2008}\)) and extracts contexts based on dependency relations. In both cases, the features are weighted using pointwise mutual information. Each of the five features is calculated separately for the two vector spaces, resulting in 10 corpus-based features. We integrate them into the network by conditioning the hidden layer \(h\) on this vector:

\[
h = \tanh(W_h d + W_x x + b_h) \tag{11}
\]

where \(x\) is the feature vector of length 10 and \(W_x\) is the corresponding weight matrix.

**Additional Supervision (AS).** Methods such as retrofitting (\(\text{Faruqui et al., 2015}\)), \textsc{attract-repel} (\(\text{Mrkšić et al., 2017}\)) and \textsc{poincare} embeddings (\(\text{Nickel and Kiela, 2017}\)) make use of hand-annotated lexical relations for optimising word representations such that they capture the desired properties (so-called embedding specialisation). We also experiment with incorporating these resources, but instead of adjusting the individual word embeddings, we use them to optimise the shared network weights. This teaches the model to find useful regularities in general-purpose word embeddings, which can then be equally applied to all words in the embedding vocabulary.

For hyponym detection, we extract examples from WordNet (\(\text{Miller, 1995}\)) and the Paraphrase Database (PPDB 2.0) (\(\text{Pavlick et al., 2015}\)). We use WordNet synonyms and hyponyms as positive examples, along with antonyms and hypernyms as negative examples. In order to prevent the network from biasing towards specific words that have numerous annotated relations, we limit them to a maximum of 10 examples per word. From the PPDB we extract the Equivalence relations as positive examples and the Exclusion relations as negative word pairs.

The final dataset contains 102,586 positive pairs and 42,958 negative pairs. However, only binary labels are attached to all word pairs, whereas the task
requires predicting a graded score. Initial experiments with optimising the network to predict the minimal and maximal possible score for these cases did not lead to improved performance. Therefore, we instead make use of a hinge loss function that optimises the network to only push these examples to the correct side of the decision boundary:

\[
L = \sum_i \max(0, (y - \hat{y})^2 - (\frac{S}{2} - R)^2, 0) \tag{12}
\]

where \(S\) is the maximum score in the range and \(R\) is a margin parameter. By minimising Equation 12, the model is only updated based on examples that are not yet on the correct side of the boundary, including a margin. This prevents us from penalising the model for predicting a score with slight variations, as the extracted examples are not annotated with sufficient granularity. When optimising the model, we first perform one pre-training pass over these additional word pairs before proceeding with the regular training process.

4 Evaluation

SDSN Training Setup. As input to the SDSN network we use 300-dimensional dependency-based word embeddings by Levy and Goldberg (2014). Layers \(m_1\) and \(m_2\) also have size 300 and layer \(h\) has size 100. For regularisation, we apply dropout to the embeddings with \(p = 0.5\). The margin \(R\) is set to 1 for the supervised pre-training stage. The model is optimised using AdaDelta (Zeiler, 2012) with learning rate 1.0. In order to control for random noise, we run each experiment with 10 different random seeds and average the results. Our code and detailed configuration files will be made available online.¹

Evaluation Data. We evaluate graded lexical entailment on the HyperLex dataset (Vulić et al., 2017) which contains 2,616 word pairs in total scored for the asymmetric graded lexical entailment relation. Following a standard practice, we report Spearman’s \(\rho\) correlation of the model output to the given human-annotated scores. We conduct experiments on two standard data splits for supervised learning: random split and lexical split. In the random split the data is randomly divided into training, validation, and test subsets containing 1831, 130, and 655 word pairs, respectively. In the lexical split, proposed by Levy et al. (2015), there is no lexical overlap between training and test subsets. This prevents the effect of lexical memorisation, as supervised models tend to learn an independent property of a single concept in the pair instead of learning a relation between the two concepts. In this setup training, validation, and test sets contain 1133, 85, and 269 word pairs, respectively.²

Since plenty of related research on lexical entailment is still focused on the simpler binary detection of asymmetric relations, we also run experiments on the large binary detection HypeNet dataset (Shwartz et al., 2016), where the SDSN output is converted to binary decisions. We again report scores for both random and lexical split.

Results and Analysis. The results on two HyperLex splits are presented in Table 1, along with the best configurations reported by Vulić et al. (2017). We refer the interested reader to the original HyperLex paper (Vulić et al., 2017) for a detailed description of the best performing baseline models. The Supervised Directional Similarity Network (SDSN) achieves substantially better scores than all other tested systems, despite relying on a much simpler supervision signal. The previous top approaches, including the Paragram+CF embeddings, make use of numerous annotations provided by WordNet or similarly rich lexical resources, while for SDSN and SDSN+SDF only use the designated relation-specific training set and corpus statistics. By also including these extra training instances (SDSN+SDF+AS), we can gain additional perfor-

Table 1: Graded lexical entailment detection results on the random and lexical splits of the HyperLex dataset. We report Spearman’s \(\rho\) on both validation and test sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>Random DEV</th>
<th>Random TEST</th>
<th>Lexical DEV</th>
<th>Lexical TEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR</td>
<td>- 0.299</td>
<td>- 0.199</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGNS-DEPS</td>
<td>- 0.250</td>
<td>- 0.253</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WN-WuP</td>
<td>- 0.212</td>
<td>- 0.261</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGNS-DEPS (concat+)</td>
<td>- 0.539</td>
<td>- 0.399</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paragram+CF (cos)</td>
<td>- 0.346</td>
<td>- 0.453</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paragram+CF (mul+r)</td>
<td>- 0.386</td>
<td>- 0.439</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDSN</td>
<td>0.708</td>
<td>0.658</td>
<td>0.547</td>
<td>0.475</td>
</tr>
<tr>
<td>SDSN+SDF</td>
<td>0.722</td>
<td>0.671</td>
<td>0.562</td>
<td>0.495</td>
</tr>
<tr>
<td>SDSN+SDF+AS</td>
<td>0.757</td>
<td>0.692</td>
<td>0.577</td>
<td>0.544</td>
</tr>
</tbody>
</table>

¹http://www.marekrei.com/projects/sdsn

²Note that the lexical split discards all cross-set training-test word pairs. Consequently, the number of instances in each subset is lower than with the random split.
Table 2: Results on the HypeNet binary hypernymy detection dataset.

<table>
<thead>
<tr>
<th></th>
<th>Lexical split</th>
<th>Random split</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Dual-T</td>
<td>70.5</td>
<td>78.5</td>
</tr>
<tr>
<td>HypeNet-hybrid</td>
<td>80.9</td>
<td>61.7</td>
</tr>
<tr>
<td>H-feature</td>
<td>70.0</td>
<td>64.4</td>
</tr>
<tr>
<td>SDSN</td>
<td><strong>82.8</strong></td>
<td>84.6</td>
</tr>
<tr>
<td>SDSN+SDF</td>
<td>82.6</td>
<td>86.0</td>
</tr>
</tbody>
</table>

Table 3: Example word pairs from the HyperLex development set. $S$ is the human-annotated score in the HyperLex dataset. $P$ is the predicted score using the SDSN+SDF+AS model.

<table>
<thead>
<tr>
<th></th>
<th>$S$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>captain</td>
<td>8.22</td>
<td>8.17</td>
</tr>
<tr>
<td>officer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>celery</td>
<td>9.3</td>
<td>9.43</td>
</tr>
<tr>
<td>food</td>
<td></td>
<td></td>
</tr>
<tr>
<td>horn</td>
<td>1.12</td>
<td>0.94</td>
</tr>
<tr>
<td>bull</td>
<td></td>
<td></td>
</tr>
<tr>
<td>wing</td>
<td>1.03</td>
<td>0.84</td>
</tr>
<tr>
<td>airplane</td>
<td></td>
<td></td>
</tr>
<tr>
<td>prince</td>
<td>9.85</td>
<td>4.71</td>
</tr>
<tr>
<td>royalty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>autumn</td>
<td>9.77</td>
<td>3.69</td>
</tr>
<tr>
<td>season</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kid</td>
<td>0.52</td>
<td>8.00</td>
</tr>
<tr>
<td>parent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>discipline</td>
<td>7.7</td>
<td>3.32</td>
</tr>
<tr>
<td>punishment</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5 Conclusion

We introduce a novel neural architecture for mapping and specialising a vector space based on limited supervision. While prior work has focused only on optimising individual word embeddings available in external resources, our model uses general-purpose embeddings and optimises a separate neural component to adapt these to the specific task, generalising to unseen data. The system achieves new state-of-the-art results on the task of scoring graded lexical entailment. Future work could apply the model to other lexical relations or extend it to cover multiple relations simultaneously.
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Abstract

Intelligent systems require common sense, but automatically extracting this knowledge from text can be difficult. We propose and assess methods for extracting one type of commonsense knowledge, object-property comparisons, from pre-trained embeddings. In experiments, we show that our approach exceeds the accuracy of previous work but requires substantially less hand-annotated knowledge. Further, we show that an active learning approach that synthesizes commonsense queries can boost accuracy.

1 Introduction

Automatically extracting common sense from text is a long-standing challenge in natural language processing (Schubert, 2002; Van Durme and Schubert, 2008; Vanderwende, 2005). As argued by Forbes and Yejin (2017), typical language use may reflect common sense, but the commonsense knowledge itself is not often explicitly stated, due to reporting bias (Gordon and Van Durme, 2013). Thus, additional human knowledge or annotated training data are often used to help systems learn common sense.

In this paper, we study methods for reducing the amount of human input needed to learn common sense. Specifically, we focus on learning relative comparisons of (one-dimensional) object properties, such as the fact that a cantaloupe is more round than a hammer. Methods for learning this kind of common sense have been developed previously (e.g. Forbes and Choi, 2017), but the best-performing methods in that previous work requires dozens of manually-annotated frames for each comparison property, to connect the property to how it is indirectly reflected in text—e.g., if text asserts that “x carries y,” this implies that x is probably larger than y.

Our architecture for relative comparisons follows the zero-shot learning paradigm (Palatucci et al., 2009). It takes the form of a neural network that compares a projection of embeddings for each of two objects (e.g. “elephant” and “tiger”) to the embeddings for the two poles of the target dimension of comparison (e.g., “big” and ”small” for the size property). The projected object embeddings are trained to be closer to the appropriate pole, using a small training set of hand-labeled comparisons. Our experiments reveal that our architecture outperforms previous work, despite using less annotated data. Further, because our architecture takes the property (pole) labels as arguments, it can extend to the zero-shot setting in which we evaluate on properties not seen in training. We find that in zero-shot, our approach outperforms baselines and comes close to supervised results, but providing labels for both poles of the relation rather than just one is important. Finally, because the number of properties we wish to learn is large, we experiment with active learning (AL) over a larger property space. We show that synthesizing AL queries can be effective using an approach that explicitly models which comparison questions are nonsensical (e.g., is Batman taller than Democracy?). We release our code base and a new commonsense data set to the research community.1

2 Problem Definition and Methods

We define the task of comparing object properties in two different ways: a three-way classification task, and a four-way classification task. In the three-way classification task, we want to estimate the following conditional probability:

\[ P(L|O_1, O_2, \text{Property}), L \in \{<,\geq \} \].

1https://github.com/yangyiben/PCE
For example, $\text{Prob}(\text{An elephant is larger than a dog})$ can be expressed as $P(L = > | O_1 = \text{"elephant"}, O_2 = \text{"dog"}, \text{Property} = \text{"size"})$.

The three-way classification task has been explored in previous work (Forbes and Choi, 2017) and is only performed on triples where both objects have the property, so that the comparison is meaningful. In applications, however, we may not know in advance which comparisons are meaningful. Thus, we also define a four-way classification task to include "not applicable" as the fourth label, so that inference can be performed on any object-property triples. In the four-way task, the system is tasked with identifying the nonsensical comparisons. Formally, we want to estimate the following conditional probability:

$$ P(L | O_1, O_2, \text{Property}), L \in \{<, >, \approx, \text{N/A}\}. $$

### 2.1 Three-way Model

For each comparison property, we pick an adjective and its antonym to represent the $\{<, >, \approx\}$ labels. For example, for the property size, we pick "big" and "small". The adjective "similar" serves as the label for $\approx$ for all properties. Under this framework, a relative comparison question, for instance, "Is a dog bigger than an elephant?", can be formulated as a quintuple query to the model, namely $\{\text{dog, elephant, small, similar, big}\}$. Denoting the word embeddings for tokens in a quintuple query as $X$, $Y$, $R_{<}$, $R_{\approx}$, $R_{>}$, our three-way model is defined as follows:

$$ P(L = s | Q) = \text{softmax}(R_s \cdot \sigma((X \oplus Y)W)), $$

for $s \in \{<, >, \approx\}$, where $Q$ is a quintuple query, $\sigma(\cdot)$ is an activation function and $W$ is a learnable weight matrix. The symbol $\oplus$ represents concatenation. We refer to this method as PCE (Property Comparison from Embeddings) for the 3-way task. We also experiment with generating label representations from just a single adjective (property) embedding $R_{<}$, namely $R_{\approx} = \sigma(R_{<}W_2)$, $R_{>} = \sigma(R_{<}W_3)$. We refer to this simpler method as PCE(one-pole).

We note that in both the three- and four-way settings, the question "A>B?" is equivalent to "B<A?". We leverage this fact at test time by feeding our network a reversed object pair, and taking the average of the aligned network outputs before the softmax layer to reduce prediction variance. We refer to our model without this technique as PCE(no reverse).

The key distinction of our method is that it learns a projection from the object word embedding space to the label embedding space. This allows the model to leverage the property label embeddings to perform zero-shot prediction on properties not observed in training. For example, from a training example "dogs are smaller than elephants", the model will learn a projection that puts "dogs" relatively closer to "small," and far from "big" and "similar." Doing so may also result in projecting "dog" to be closer to "light" than to "heavy," such that the model is able to predict "dogs are lighter than elephants" despite never being trained on any weight comparison examples.

### 2.2 Four-way Model

Our four-way model is the same as our three-way model, with an additional module to learn whether the comparison is applicable. Keeping the other output nodes unchanged, we add an additional component into the softmax layer to output the probability of "N/A":

$$ h_x = \sigma(XW_a), h_y = \sigma(YW_a), $$

$$ A_1 = h_1 \cdot R_>, h_1 \cdot R_<, $$

$$ P(L = \text{N/A} \mid Q) \propto \exp(A_x + A_y). $$

### 2.3 Synthesis for Active Learning

We propose a method to synthesize informative queries to pose to annotators, a form of active learning (Settles, 2009). We use the common heuristic that an informative training example will have a high uncertainty in the model’s predictive distribution. We adopt the confidence measure (Culotta and McCallum, 2005) to access the uncertainty of a given example:

$$ \text{Uncertainty}(x) = 1 - \max_{y} P(y | x, D_{\text{train}}). $$

Good candidates for acquisition should have high uncertainty measures, but we also want to avoid querying outliers. As the vocabulary is finite, it is possible to evaluate the uncertainty measures for all possible inputs to synthesize the most uncertain query. However, such a greedy policy is expensive and prone to selecting outliers. Hence, we adopt a sampling based synthesis strategy: at each round, we generate one random object pair per property, and query the one that achieves the highest uncertainty measure.

A classical difficulty faced by synthesis approaches to active learning is that they may pro-
duce unnatural queries that are difficult for a human to label (Baum and Lang, 1992). However, our task formulation includes "similar" and "N/A" classes that encompass many of the more difficult or confusing comparisons, which we believe aids the effectiveness of the synthesis approach.

3 Experiments

We now present our experimental results on both the three-way and four-way tasks.

3.1 Data Sets

We test our three-way model on the VERB PHYSICS data set from (Forbes and Choi, 2017). As there are only 5 properties in VERB PHYSICS, we also develop a new data set we call PROPERTY COMMON SENSE. We select 32 commonsense properties to form our property set (e.g., value, roundness, deliciousness, intelligence, etc.). We extract object nouns from the McRae Feature Norms dataset (McRae et al., 2005) and add selected named entities to form a object vocabulary of 689 distinct objects. We randomly generate 3148 object-property triples, label them and reserve 45% of the data for the test set. We further add 5 manually-selected applicable comparison examples per property to our test set, in order to make sure each property has some applicable testing examples. To verify the labeling, we have a second annotator redundantly label 200 examples and find a Cohen’s Kappa of 0.64, which indicates good annotator agreement (we analyze the source of the disagreements in Section 4.1). The training set is used for the passive learning and pool-based active learning, and a human oracle provides labels in the synthesis active learning setting.

3.2 Experimental Setup

We experiment with three types of embeddings: GloVe, normalized 300-dimensional embeddings trained on a corpus of 6B tokens (Pennington et al., 2014) (the F&C method (Forbes and Choi, 2017) uses the 100-dimensional version, as it achieves the highest validation accuracy for their methods); Word2vec, normalized 300-dimensional embeddings trained on 100B tokens (Mikolov et al., 2013); and LSTM, the normalized 1024-dimensional weight matrix from the softmax layer of the Google 1B LSTM language model (Jozefowicz et al., 2016).

For training PCE, we use an identity activation function and apply 50% dropout. We use the Adam optimizer with default settings to train the models for 800 epochs, minimizing cross entropy loss. For zero-shot learning, we adopt a hold-one-property-out scheme to test our models’ zero-shot performance.

Finally, for active learning, we use Word2vec embeddings. All the models are trained on 200 random training examples to warm up. We train for 20 epochs after each label acquisition. To smooth noise, we report the average of 20 different runs of random (passive learning) and least confident (LC) pool-based active learning (Culotta and McCallum, 2005) baselines. We report the average of only 6 runs for an expected model change (EMC) pool-based active learning (Cai et al., 2013) baseline due to its high computational cost, and of only 2 runs for our synthesis active learning approach due to its high labeling cost. The pool size is 1540 examples.

3.3 Results

In Table 1, we compare the performance of the three-way PCE model against the existing state of the art on the VERB PHYSICS data set. The use of LSTM embeddings in PCE yields the best accuracy for all properties. Across all embedding choices, PCE performs as well or better than F&C, despite the fact that PCE does not use the annotated frames that F&C requires (approximately 188 labels per property). Thus, our approach matches or exceeds the performance of previous work using significantly less annotated knowledge. The lower performance of “no reverse” shows that the simple method of averaging over the reversed object pair is effective.

Table 2 evaluates our models on properties not seen in training (zero-shot learning). We compare against a random baseline, and an Emb-Similarity baseline that classifies based on the cosine similarity of the object embeddings to the pole label embeddings (i.e., without the projection layer in PCE). PCE outperforms the baselines. Although the one-pole method was shown to perform similarly to the two-pole method for properties seen in training (Table 1), we see that for zero-shot learning, using two poles is important.

In Table 3, we show that our four-way models with different embeddings beat both the majority and random baselines on the PROPERTY
Table 1: Accuracy on the VERB PHYSICS data set. PCE outperforms the F&C model from previous work. PCE(one-pole) and PCE(no reverse) use LSTM embeddings.

<table>
<thead>
<tr>
<th>Model</th>
<th>Development</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>size weight stren rigid speed overall size weight stren rigid speed overall</td>
<td></td>
</tr>
<tr>
<td>Majority</td>
<td>0.50 0.54 0.51 0.50 0.53 0.51</td>
<td>0.51 0.55 0.52 0.49 0.50 0.51</td>
</tr>
<tr>
<td>F&amp;C</td>
<td>0.75 0.74 0.71 0.68 0.66 0.71</td>
<td>0.75 0.76 0.72 0.65 0.61 0.70</td>
</tr>
<tr>
<td>PCE(LSTM)</td>
<td>0.79 0.81 0.75 0.71 0.72 0.76</td>
<td>0.80 0.79 0.76 0.71 0.71 0.76</td>
</tr>
<tr>
<td>PCE(GloVe)</td>
<td>0.75 0.75 0.71 0.67 0.69 0.71</td>
<td>0.76 0.75 0.71 0.68 0.68 0.72</td>
</tr>
<tr>
<td>PCE(Word2vec)</td>
<td>0.76 0.76 0.73 0.70 0.68 0.73</td>
<td>0.76 0.76 0.73 0.68 0.66 0.72</td>
</tr>
<tr>
<td>PCE(one-pole)</td>
<td>0.80 0.81 0.77 0.65 0.72 0.75</td>
<td>0.79 0.79 0.77 0.65 0.72 0.75</td>
</tr>
<tr>
<td>PCE(no reverse)</td>
<td>0.72 0.74 0.71 0.67 0.67 0.70</td>
<td>0.73 0.75 0.72 0.65 0.68 0.71</td>
</tr>
</tbody>
</table>

Table 2: Accuracy of zero-shot learning on the VERB PHYSICS data set (using LSTM embeddings). PCE outperforms the baselines, and using both poles is important for accuracy.

<table>
<thead>
<tr>
<th>Model</th>
<th>Development</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>size weight stren rigid speed overall size weight stren rigid speed overall</td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>0.33 0.33 0.33 0.33 0.33 0.33</td>
<td>0.33 0.33 0.33 0.33 0.33 0.33</td>
</tr>
<tr>
<td>Emb-Similarity</td>
<td>0.43 0.55 0.51 0.43 0.35</td>
<td>0.37 0.53 0.48 0.43 0.35</td>
</tr>
<tr>
<td>PCE(one-pole)</td>
<td>0.73 0.71 0.67 0.53 0.34</td>
<td>0.74 0.72 0.68 0.53 0.32</td>
</tr>
<tr>
<td>PCE</td>
<td>0.76 0.72 0.71 0.62 0.60</td>
<td>0.74 0.73 0.70 0.62 0.58</td>
</tr>
</tbody>
</table>

Table 3: Accuracy on the four-way task on the PROPERTY COMMON SENSE data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.25</td>
</tr>
<tr>
<td>Majority Class</td>
<td>0.51</td>
</tr>
<tr>
<td>PCE(GloVe)</td>
<td>0.63</td>
</tr>
<tr>
<td>PCE(Word2vec)</td>
<td>0.67</td>
</tr>
<tr>
<td>PCE(LSTM)</td>
<td>0.67</td>
</tr>
</tbody>
</table>

COMMON SENSE data. Here, the LSTM embeddings perform similarly to the Word2vec embeddings, perhaps because the PROPERTY COMMON SENSE vocabulary consists of less frequent nouns than in VERB PHYSICS. Thus, the Word2vec embeddings are able to catch up due to their larger vocabulary and much larger training corpus.

Finally, in Figure 1, we evaluate in the active learning setting. The synthesis approach performs best, especially later in training when the training pool for the pool-based methods has only uninformative examples remaining. Figure 2 helps explain the relative advantage of the synthesis approach: it is able to continue synthesizing informative (uncertain) queries throughout the entire training run.

4 Discussion

4.1 Sources of annotator disagreement

As noted above, we found a “good” level of agreement (Cohen’s Kappa of 0.64) for our PROPERTY COMMON SENSE data, which is lower than one might expect for task aimed at common sense. We analyzed the disagreements and found that they stem from two sources of subjectivity in the task. The first is that different labelers may have different thresholds for what counts as similar—a spider and an ant might be marked similar in size for one labeler, but not for another labeler. In our data, 58% of the disagreements are cases in which one annotator marks similar while the other says not similar. The second is that different labelers have different standards for whether a comparison is N/A. For example, in our data set, one labeler labels that a toaster is physically stronger than alcohol, and the other labeler says the comparison is N/A. 37% of our disagreements are due to this type of subjectivity. The above two types of subjectivity account for almost all disagreements.
Figure 2: The uncertainty measure of each queried training example. As training proceeds, the synthesis approach continues to select more uncertain examples.

(95%), and the remaining 5% are due to annotation errors (one of the annotators makes mistake).

### 4.2 Model Interpretation

Since we adopt an identity activation function and a single layer design, it is possible to simplify the mathematical expression of our model to make it more interpretable. After accounting for model averaging, we have the following equality:

\[
P(L = \textless | Q) \propto \exp(R_{\textless} \cdot ((X \oplus Y)W) + R_{\text{>}} \cdot ((Y \oplus X)W))
\]

\[
= \exp(R_{\textless}^T (XW_1 + YW_2) + R_{\text{>}}^T (YW_1 + XW_2))
\]

\[
\propto \exp((R_{\textless} - R_{\text{>}})^T (XW_1 + XW_2)),
\]

where \( W = W_1 \oplus W_2 \). So we can define a score of \( "R_{\textless}" \) for an object with embedding \( X \) as the following:

\[
\text{score}(X, R_{\textless}) = (R_{\textless} - R_{\text{>}})^T (XW_1 + XW_2).
\]

An object with a higher score for \( R_{\textless} \) is more associated with the \( R_{\textless} \) pole than the \( R_{\text{>}} \) one. For example, \( \text{score("elephant","small"}) \) represents how small an elephant is—a larger score indicates a smaller object. Table 4 shows smallness scores for 5 randomly picked objects from the VERB PHYSICS data set. PCE tends to assign higher scores to the smaller objects in the set.

### 4.3 Sensitivity to pole labels

PCE requires labels for the poles of the target object property. Table 5 presents a limited sensitivity analysis to pole labels, evaluating the test accuracy of PCE as the pole label varies among different combinations of synonyms for the size and speed relations. We evaluate in both the trained setting (comparable to the results in Table 1) and the zero-shot setting (comparable to Table 2). We see that the trained accuracy remains essentially unchanged for different pole labels. In the zero-shot setting, all combinations achieve accuracy that beats the baselines in Table 2, but the accuracy value is somewhat sensitive to the choice of pole label. Exploring how to select pole labels and experimenting with richer pole representations such as textual definitions are items of future work.

### 5 Conclusion

In this paper, we presented a method for extracting commonsense knowledge from embeddings. Our experiments demonstrate that the approach is effective at performing relative comparisons of object properties using less hand-annotated knowledge than in previous work. A synthesis active learner was found to boost accuracy, and further experiments with this approach are an item of future work.
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**Table 4:** Scores of smallness for 5 randomly picked objects in VERB PHYSICS data set

<table>
<thead>
<tr>
<th>Object</th>
<th>Smallness</th>
</tr>
</thead>
<tbody>
<tr>
<td>restaurant</td>
<td>0.077</td>
</tr>
<tr>
<td>gully</td>
<td>0.416</td>
</tr>
<tr>
<td>lung</td>
<td>1.182</td>
</tr>
<tr>
<td>bow</td>
<td>4.036</td>
</tr>
<tr>
<td>scissors</td>
<td>14.492</td>
</tr>
</tbody>
</table>

**Table 5:** Trained and zero-shot accuracies for different word choices

<table>
<thead>
<tr>
<th>Word choice</th>
<th>Trained</th>
<th>Zero</th>
</tr>
</thead>
<tbody>
<tr>
<td>fast vs. slow</td>
<td>0.71</td>
<td>0.58</td>
</tr>
<tr>
<td>speedy vs. slow</td>
<td>0.71</td>
<td>0.56</td>
</tr>
<tr>
<td>fast vs. plodding</td>
<td>0.72</td>
<td>0.48</td>
</tr>
<tr>
<td>speedy vs. plodding</td>
<td>0.72</td>
<td>0.51</td>
</tr>
<tr>
<td>big vs. small</td>
<td>0.80</td>
<td>0.74</td>
</tr>
<tr>
<td>large vs. small</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>big vs. little</td>
<td>0.80</td>
<td>0.71</td>
</tr>
<tr>
<td>large vs. little</td>
<td>0.80</td>
<td>0.69</td>
</tr>
</tbody>
</table>
References


Breaking NLI Systems
with Sentences that Require Simple Lexical Inferences

Max Glockner¹, Vered Shwartz² and Yoav Goldberg²

¹Computer Science Department, TU Darmstadt, Germany
²Computer Science Department, Bar-Ilan University, Ramat-Gan, Israel
{maxg216,vered1986,yoav.goldberg}@gmail.com

Abstract

We create a new NLI test set that shows the deficiency of state-of-the-art models in inferences that require lexical and world knowledge. The new examples are simpler than the SNLI test set, containing sentences that differ by at most one word from sentences in the training set. Yet, the performance on the new test set is substantially worse across systems trained on SNLI, demonstrating that these systems are limited in their generalization ability, failing to capture many simple inferences.

1 Introduction

Recognizing textual entailment (RTE) (Dagan et al., 2013), recently framed as natural language inference (NLI) (Bowman et al., 2015) is a task concerned with identifying whether a premise sentence entails, contradicts or is neutral with the hypothesis sentence. Following the release of the large-scale SNLI dataset (Bowman et al., 2015), many end-to-end neural models have been developed for the task, achieving high accuracy on the test set. As opposed to previous-generation methods, which relied heavily on lexical resources, neural models only make use of pre-trained word embeddings. The few efforts to incorporate external lexical knowledge resulted in negligible performance gain (Chen et al., 2018). This raises the question whether (1) neural methods are inherently stronger, obviating the need of external lexical knowledge; (2) large-scale training data allows for implicit learning of previously explicit lexical knowledge; or (3) the NLI datasets are simpler than early RTE datasets, requiring less knowledge.

In this paper we show that state-of-the-art NLI systems are limited in their generalization ability, and fail to capture many simple inferences that require lexical and world knowledge. Inspired by the work of Jia and Liang (2017) on reading comprehension, we create a new NLI test set with examples that capture various kinds of lexical knowledge (Table 1). For example, that champagne is a type of wine (hypernymy), and that saxophone and electric guitar are different musical instruments (co-hyponyms). To isolate lexical knowledge aspects, our constructed examples contain only words that appear both in the training set and in pre-trained embeddings, and differ by a single word from sentences in the training set.

The performance on the new test set is substantially worse across systems, demonstrating that the SNLI test set alone is not a sufficient measure of language understanding capabilities. Our results are in line with Gururangan et al. (2018) and Poliak et al. (2018), who showed that the label can be identified by looking only at the hypothesis and exploiting annotation artifacts such as word choice and sentence length.

Further investigation shows that what mostly affects the systems’ ability to correctly predict a test example is the amount of similar examples found in the training set. Given that training data will always be limited, this is a rather inefficient way to learn lexical inferences, stressing the need to develop methods that do this more efficiently.

Table 1: Examples from the new test set.
effectively. Our test set can be used to evaluate such models’ ability to recognize lexical inferences, and it is available at https://github.com/BIU-NLP/Breaking_NLI.

2 Background

NLI Datasets. The SNLI dataset (Stanford Natural Language Inference, Bowman et al., 2015) consists of 570k sentence-pairs manually labeled as entailment, contradiction, and neutral. Premises are image captions from Young et al. (2014), while hypotheses were generated by crowd-sourced workers who were shown a premise and asked to generate entailing, contradicting, and neutral sentences. Workers were instructed to judge the relation between sentences given that they describe the same event. Hence, sentences that differ by a single mutually-exclusive term should be considered contradicting, as in “The president visited Alabama” and “The president visited Mississippi”. This differs from traditional RTE datasets, which do not assume event coreference, and in which such sentence-pairs would be considered neutral.

Following criticism on the simplicity of the dataset, stemming mostly from its narrow domain, two additional datasets have been collected. The MultiNLI dataset (Multi-Genre Natural Language Inference, Williams et al., 2018) was collected similarly to SNLI, though covering a wider range of genres, and supporting a cross-genre evaluation. The SciTail dataset (Khot et al., 2018), created from science exams, is somewhat different from the two datasets, being smaller (27,026 examples), and labeled only as entailment or neutral. The domain makes this dataset different in nature from the other two datasets, and it consists of more factual sentences rather than scene descriptions.

Neural Approaches for NLI. Following the release of SNLI, there has been tremendous interest in the task, and many end-to-end neural models were developed, achieving promising results. Methods are divided into two main approaches. Sentence-encoding models (e.g. Bowman et al., 2015, 2016; Nie and Bansal, 2017; Shen et al., 2018) encode the premise and hypothesis individually, while attention-based models align words in the premise with similar words in the hypothesis, encoding the two sentences together (e.g. Rocktäschel et al., 2016; Chen et al., 2017).

External Lexical Knowledge. Traditional RTE methods typically relied on resources such as WordNet (Fellbaum, 1998) to identify lexical inferences. Conversely, neural methods rely solely on pre-trained word embeddings, yet, they achieve high accuracy on SNLI.

The only neural model to date that incorporates external lexical knowledge (from WordNet) is KIM (Chen et al., 2018), however, gaining only a small addition of 0.6 points in accuracy on the SNLI test set. This raises the question whether the small performance gap is a result of the model not capturing lexical knowledge well, or the SNLI test set not requiring this knowledge in the first place.

3 Data Collection

We construct a test set with the goal of evaluating the ability of state-of-the-art NLI models to make inferences that require simple lexical knowledge. We automatically generate sentence pairs (§3.1) which are then manually verified (§3.2).

3.1 Generating Adversarial Examples

In order to isolate the lexical knowledge aspects, the premises are taken from the SNLI training set. For each premise we generate several hypotheses by replacing a single word within the premise by a different word. We also allow some multi-word noun phrases (“electric guitar”) and adapt determiners and prepositions when needed.

We focus on generating only entailment and contradiction examples, while neutral examples may be generated as a by-product. Entailment examples are generated by replacing a word with its synonym or hyponym, while contradiction examples are created by replacing words with mutually exclusive co-hyponyms and antonyms (see Table 1). The generation steps are detailed below.

Replacement Words. We collected the replacement words using online resources for English learning. The newly introduced words are all present in the SNLI training set: from occurrence in a single training example (“Portugal”) up to 248,051 examples (“man”), with a mean of 3,663.1 and a median of 149.5. The words are also available in the pre-trained embeddings vocabulary. The goal of this constraint is to isolate lexical knowledge aspects, and evaluate the models’ ability to generalize and make new inferences for known words.
<table>
<thead>
<tr>
<th>Instances:</th>
<th>SNLI Test</th>
<th>New Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>contradiction</td>
<td>3,236</td>
<td>7,164</td>
</tr>
<tr>
<td>entailment</td>
<td>3,364</td>
<td>982</td>
</tr>
<tr>
<td>neutral</td>
<td>3,215</td>
<td>47</td>
</tr>
<tr>
<td>Overall</td>
<td>9,815</td>
<td>8,193</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fleiss $\kappa$:</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>contradiction</td>
<td>0.77</td>
<td>0.61</td>
</tr>
<tr>
<td>entailment</td>
<td>0.69</td>
<td>0.90</td>
</tr>
<tr>
<td>Overall</td>
<td>0.67</td>
<td>0.61</td>
</tr>
</tbody>
</table>

| Estimated human performance:   | 87.7%     | 94.1%    |

Table 2: Statistics of the test sets. 9,815 is the number of samples with majority agreement in the SNLI test set, whose full size is 9,824.

Replacement words are divided into topical categories detailed in Table 4. In several categories we applied additional processing to ensure that examples are indeed mutually-exclusive, topically-similar, and interchangeable in context. We included WordNet antonyms with the same part-of-speech and with a cosine similarity score above a threshold, using GloVe (Pennington et al., 2014). In nationalities and countries we focused on countries which are related geographically (Japan, China) or culturally (Argentina, Spain).

**Sentence-Pairs.** To avoid introducing new information not present in the training data, we sampled premises from the SNLI training set that contain words from our lists, and generated hypotheses by replacing the selected word with its replacement. Some of the generated sentences may be ungrammatical or nonsensical, for instance, when replacing Jordan with Syria in sentences discussing Michael Jordan. We used Wikipedia bigrams⁴ to discard sentences in which the replaced word created a bigram with less than 10 occurrences.

### 3.2 Manual Verification

We manually verify the correctness of the automatically constructed examples using crowd-sourced workers in Amazon Mechanical Turk. To ensure the quality of workers, we applied a qualification test and required a 99% approval rate for at least 1,000 prior tasks. We assigned each annotation to 3 workers.

Following the SNLI guidelines, we instructed the workers to consider the sentences as describing the same event, but we simplified the annotation process into answering 3 simple yes/no questions:

1. Do the sentences describe the same event?
2. Does the new sentence (hypothesis) add new information to the original sentence (premise)?
3. Is the new sentence incorrect/ungrammatical?

We then discarded any sentence-pair in which at least one worker answered the third question positively. If the answer to the first question was negative, we considered the label as contradiction. Otherwise, we considered the label as entailment if the answer to the second question was negative and neutral if it was positive. We used the majority vote to determine the gold label.

The annotations yielded substantial agreement, with Fleiss’ Kappa $\kappa = 0.61$ (Landis and Koch, 1977). We estimate human performance to 94.1%, using the method described in Gong et al. (2018), showing that the new test set is substantially easier to humans than SNLI. Table 2 provides additional statistics on the test set.⁵

### 4 Evaluation

#### 4.1 Models

**Without External Knowledge.** We chose 3 representative models in different approaches (sentence encoding and/or attention): RESIDUAL-STACKED-ENCODER (Nie and Bansal, 2017) is a biLSTM-based single sentence-encoding model without attention. As opposed to traditional multi-layer biLSTMs, the input to each next layer is the concatenation of the word embedding and the summation of outputs from previous layers. ESIM (Enhanced Sequential Inference Model, Chen et al., 2017) is a hybrid TreeLSTM-based and biLSTM-based model. We use the biLSTM model, which uses an inter-sentence attention mechanism to align words across sentences. Finally, DECOMPOSABLE ATTENTION (Parikh et al., 2016) performs soft alignment of words from the premise to words in the hypothesis using attention mechanism, and decomposes the task into comparison of aligned words. Lexical-level decisions are merged to produce the final classification. We use the AllenNLP re-implementation,⁶ which does not implement the optional intra-sentence attention, and achieves an accuracy of 84.7% on the SNLI test set, comparable to 86.3% by the original system.

⁴github.com/rmaestre/Wikipedia-Bigram-Open-Datasets

⁵We note that due to its bias towards contradiction, the new test set can neither be used for training, nor serve as a main evaluation set for NLI. Instead, we suggest to use it in addition to the original test set in order to test a model’s ability to handle lexical inferences.

⁶http://allennlp.org/models
We chose models which are amongst the best performing within their approaches (excluding ensembles) and have available code. All models are based on pre-trained GloVe embeddings (Pennington et al., 2014), which are either fine-tuned during training (Residual-Stacked-Encoder and ESIM) or stay fixed (Decomposable Attention). All models predict the label using a concatenation of features derived from the sentence representations (e.g., maximum, mean), for example as in Mou et al. (2016). We use the recommended hyper-parameters for each model, as they appear in the provided code.

**With External Knowledge.** We provide a simple **WordNet baseline**, in which we classify a sentence-pair according to the WordNet relation that holds between the original word \(w_p\) and the replaced word \(w_h\). We predict *entailment* if \(w_p\) is a hyponym of \(w_h\) or if they are synonyms, *neutral* if \(w_p\) is a hypernym of \(w_h\), and *contradiction* if \(w_p\) and \(w_h\) are antonyms or if they share a common hypernym ancestor (up to 2 edges). Word pairs with no WordNet relations are classified as *other*.

We also report the performance of **KIM** (Knowledge-based Inference Model, Chen et al., 2018), an extension of ESIM with external knowledge from WordNet, which was kindly provided to us by Qian Chen. KIM improves the attention mechanism by taking into account the existence of WordNet relations between the words. The lexical inference component, operating over pairs of aligned words, is enriched with a vector encoding the specific WordNet relations between the words.

### 4.2 Experimental Settings

We trained each model on 3 different datasets: (1) SNLI train set, (2) a union of the SNLI train set and the MultiNLI train set, and (3) a union of the SNLI train set and the SciTail train set. The motivation is that while SNLI might lack the training data needed to learn the required lexical knowledge, it may be available in the other datasets, which are presumably richer.

### 4.3 Results

Table 3 displays the results for all the models on the original SNLI test set and the new test set. Despite the task being considerably simpler, the drop in performance is substantial, ranging from 11 to 33 points in accuracy. Adding MultiNLI to the training data somewhat mitigates this drop in accuracy, thanks to almost doubling the amount of training data. We note that adding SciTail to the training data did not similarly improve the performance; we conjecture that this stems from the differences between the datasets.

KIM substantially outperforms the other neural models, demonstrating that lexical knowledge is the only requirement for good performance on the new test set, and stressing the inability of the other models to learn it. Both WordNet-informed models leave room for improvement: possibly due to limited WordNet coverage and the implications of applying lexical inferences within context.

### 5 Analysis

We take a deeper look into the predictions of the models that don’t employ external knowledge, focusing on the models trained on SNLI.

#### 5.1 Accuracy by Category

Table 4 displays the accuracy of each model per replacement-word category. The neural models tend to perform well on categories which are frequent in the training set, such as *colors*, and badly

<table>
<thead>
<tr>
<th>Model</th>
<th>Train set</th>
<th>SNLI test set</th>
<th>New test set</th>
<th>(\Delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decomposable Attention (Parikh et al., 2016)</td>
<td>SNLI</td>
<td>84.7%</td>
<td>51.9%</td>
<td>-32.8</td>
</tr>
<tr>
<td></td>
<td>MultiNLI + SNLI</td>
<td>84.9%</td>
<td>65.8%</td>
<td>-19.1</td>
</tr>
<tr>
<td></td>
<td>SciTail + SNLI</td>
<td>85.0%</td>
<td>49.0%</td>
<td>-36.0</td>
</tr>
<tr>
<td>ESIM (Chen et al., 2017)</td>
<td>SNLI</td>
<td>87.9%</td>
<td>65.6%</td>
<td>-22.3</td>
</tr>
<tr>
<td></td>
<td>MultiNLI + SNLI</td>
<td>86.3%</td>
<td>74.9%</td>
<td>-11.4</td>
</tr>
<tr>
<td></td>
<td>SciTail + SNLI</td>
<td>88.3%</td>
<td>67.7%</td>
<td>-20.6</td>
</tr>
<tr>
<td>Residual-Stacked-Encoder (Nie and Bansal, 2017)</td>
<td>SNLI</td>
<td>86.0%</td>
<td>62.2%</td>
<td>-23.8</td>
</tr>
<tr>
<td></td>
<td>MultiNLI + SNLI</td>
<td>84.6%</td>
<td>68.2%</td>
<td>-16.8</td>
</tr>
<tr>
<td></td>
<td>SciTail + SNLI</td>
<td>85.0%</td>
<td>60.1%</td>
<td>-24.9</td>
</tr>
<tr>
<td>WordNet Baseline</td>
<td>-</td>
<td>-</td>
<td>85.8%</td>
<td>-</td>
</tr>
<tr>
<td>KIM (Chen et al., 2018)</td>
<td>SNLI</td>
<td>88.6%</td>
<td>83.5%</td>
<td>-5.1</td>
</tr>
</tbody>
</table>

Table 3: Accuracy of various models trained on SNLI or a union of SNLI with another dataset (MultiNLI, SciTail), and tested on the original SNLI test set and the new test set.
<table>
<thead>
<tr>
<th>Dominant Label</th>
<th>Category</th>
<th>Instances</th>
<th>Example Words</th>
<th>Decomposable Attention</th>
<th>ESIM</th>
<th>Residual Encoders</th>
<th>WordNet Baseline</th>
<th>KIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cont.</td>
<td>antonyms</td>
<td>1,147</td>
<td>loves - dislikes</td>
<td>41.6%</td>
<td>70.4%</td>
<td>58.2%</td>
<td>95.5%</td>
<td>86.5%</td>
</tr>
<tr>
<td></td>
<td>cardinals</td>
<td>759</td>
<td>five - seven</td>
<td>53.5%</td>
<td>75.5%</td>
<td>53.1%</td>
<td>98.6%</td>
<td>93.4%</td>
</tr>
<tr>
<td></td>
<td>nationalities</td>
<td>755</td>
<td>Greek - Italian</td>
<td>37.5%</td>
<td>35.9%</td>
<td>70.9%</td>
<td>78.5%</td>
<td>73.5%</td>
</tr>
<tr>
<td></td>
<td>drinks</td>
<td>731</td>
<td>lemonade - beer</td>
<td>52.9%</td>
<td>63.7%</td>
<td>52.0%</td>
<td>94.8%</td>
<td>96.6%</td>
</tr>
<tr>
<td></td>
<td>antonyms (WN)</td>
<td>706</td>
<td>sitting - standing</td>
<td>55.1%</td>
<td>74.6%</td>
<td>67.9%</td>
<td>94.5%</td>
<td>78.8%</td>
</tr>
<tr>
<td></td>
<td>colors</td>
<td>699</td>
<td>red - blue</td>
<td>85.0%</td>
<td>96.1%</td>
<td>87.0%</td>
<td>98.7%</td>
<td>98.3%</td>
</tr>
<tr>
<td></td>
<td>ordinals</td>
<td>663</td>
<td>fifth - 16th</td>
<td>2.1%</td>
<td>21.0%</td>
<td>5.4%</td>
<td>40.7%</td>
<td>56.6%</td>
</tr>
<tr>
<td></td>
<td>countries</td>
<td>613</td>
<td>Mexico - Peru</td>
<td>15.2%</td>
<td>25.4%</td>
<td>66.2%</td>
<td>100.0%</td>
<td>70.8%</td>
</tr>
<tr>
<td></td>
<td>rooms</td>
<td>595</td>
<td>kitchen - bathroom</td>
<td>59.2%</td>
<td>69.4%</td>
<td>63.4%</td>
<td>89.9%</td>
<td>77.6%</td>
</tr>
<tr>
<td></td>
<td>materials</td>
<td>397</td>
<td>stone - glass</td>
<td>65.2%</td>
<td>89.7%</td>
<td>79.9%</td>
<td>75.3%</td>
<td>98.7%</td>
</tr>
<tr>
<td></td>
<td>vegetables</td>
<td>109</td>
<td>tomato - potato</td>
<td>43.1%</td>
<td>31.2%</td>
<td>37.6%</td>
<td>86.2%</td>
<td>79.8%</td>
</tr>
<tr>
<td></td>
<td>instruments</td>
<td>65</td>
<td>harmonica - harp</td>
<td>96.9%</td>
<td>90.8%</td>
<td>96.9%</td>
<td>67.7%</td>
<td>96.9%</td>
</tr>
<tr>
<td></td>
<td>planets</td>
<td>60</td>
<td>Mars - Venus</td>
<td>31.7%</td>
<td>3.3%</td>
<td>21.7%</td>
<td>100.0%</td>
<td>5.0%</td>
</tr>
<tr>
<td>Ent.</td>
<td>synonyms</td>
<td>894</td>
<td>happy - joyful</td>
<td>97.5%</td>
<td>99.7%</td>
<td>86.1%</td>
<td>70.5%</td>
<td>92.1%</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>8,193</td>
<td></td>
<td>51.9%</td>
<td>65.6%</td>
<td>62.2%</td>
<td>85.8%</td>
<td>83.5%</td>
</tr>
</tbody>
</table>

Table 4: The number of instances and accuracy per category achieved by each model.

on categories such as planets, which rarely occur in SNLI. These models perform better than the WordNet baseline on entailment examples (synonyms), suggesting that they do so due to high lexical overlap between the premise and the hypothesis rather than recognizing synonymy. We therefore focus the rest of the discussion on contradiction examples.

5.2 Accuracy by Word Similarity

The accuracies for ordinals, nationalities and countries are especially low. We conjecture that this stems from the proximity of the contradicting words in the embedding space. Indeed, the Decomposable Attention model—which does not update its embeddings during training—seems to suffer the most.

Grouping its prediction accuracy by the cosine similarity between the contradicting words reveals a clear trend that the model errs more on contradicting pairs with similar pre-trained vectors:7

<table>
<thead>
<tr>
<th>Similarity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5-0.6</td>
<td>46.2%</td>
</tr>
<tr>
<td>0.6-0.7</td>
<td>42.3%</td>
</tr>
<tr>
<td>0.7-0.8</td>
<td>37.5%</td>
</tr>
<tr>
<td>0.8-0.9</td>
<td>29.7%</td>
</tr>
<tr>
<td>0.9-1.0</td>
<td>20.2%</td>
</tr>
</tbody>
</table>

5.3 Accuracy by Frequency in Training

Models that fine-tune the word embeddings may benefit from training examples consisting of test replacement pairs. Namely, for a given replacement pair \((w_p, w_h)\), if many training examples labeled as contradiction contain \(w_p\) in the premise and \(w_h\) in the hypothesis, the model may update their embeddings to optimize predicting contradiction. Indeed, we show that the ESIM accuracy on test pairs increases with the frequency in which their replacement words appear in contradiction examples in the training data:

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40.2%</td>
</tr>
<tr>
<td>1-4</td>
<td>70.6%</td>
</tr>
<tr>
<td>5-9</td>
<td>91.4%</td>
</tr>
<tr>
<td>10-49</td>
<td>92.1%</td>
</tr>
<tr>
<td>50-99</td>
<td>97.5%</td>
</tr>
<tr>
<td>100+</td>
<td>98.5%</td>
</tr>
</tbody>
</table>

This demonstrates that the model is capable of learning lexical knowledge when sufficient training data is given, but relying on explicit training examples is a very inefficient way of obtaining simple lexical knowledge.

6 Conclusion

We created a new NLI test set with the goal of evaluating systems’ ability to make inferences that require simple lexical knowledge. Although the test set is constructed to be much simpler than SNLI, and does not introduce new vocabulary, the state-of-the-art systems perform poorly on it, suggesting that they are limited in their generalization ability. The test set can be used in the future to assess the lexical inference abilities of NLI systems and to tease apart the performance of otherwise very similarly-performing systems.
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Abstract

Neural Machine Translation (NMT) is notorious for its need for large amounts of bilingual data. An effective approach to compensate for this requirement is Multi-Task Learning (MTL) to leverage different linguistic resources as a source of inductive bias. Current MTL architectures are based on the SEQ2SEQ transduction, and (partially) share different components of the models among the tasks. However, this MTL approach often suffers from task interference, and is not able to fully capture commonalities among subsets of tasks. We address this issue by extending the recurrent units with multiple blocks along with a trainable routing network. The routing network enables adaptive collaboration by dynamic sharing of blocks conditioned on the task at hand, input, and model state. Empirical evaluation of two low-resource translation tasks, English to Vietnamese and Farsi, show +1 BLEU score improvements compared to strong baselines.

1 Introduction

Neural Machine Translation (NMT) has shown remarkable progress in recent years. However, it requires large amounts of bilingual data to learn a translation model with reasonable quality (Koehn and Knowles, 2017). This requirement can be compensated by leveraging curated monolingual linguistic resources in a multi-task learning framework. Essentially, learned knowledge from auxiliary linguistic tasks serves as inductive bias for the translation task to lead to better generalizations.

Multi-Task Learning (MTL) is an effective approach for leveraging commonalities of related tasks to improve performance. Various recent works have attempted to improve NMT by scaffolding translation task on a single auxiliary task (Domhan and Hieber, 2017; Zhang and Zong, 2016; Dalvi et al., 2017). Recently, (Niehues and Cho, 2017) have made use of several linguistic tasks to improve NMT. Their method shares components of the SEQ2SEQ model among the tasks, e.g. encoder, decoder or the attention mechanism. However, this approach has two limitations: (i) it fully shares the components, and (ii) the shared component(s) are shared among all of the tasks. The first limitation can be addressed using deep stacked layers in encoder/decoder, and sharing the layers partially (Zaremoodi and Haffari, 2018). The second limitation causes this MTL approach to suffer from task interference or inability to leverage commonalities among a subset of tasks. Recently, (Ruder et al., 2017) tried to address this issue; however, their method is restrictive for SEQ2SEQ scenarios and does not consider the input at each time step to modulate parameter sharing.

In this paper, we address the task interference problem by learning how to dynamically control the amount of sharing among all tasks. We extended the recurrent units with multiple blocks along with a routing network to dynamically control sharing of blocks conditioning on the task at hand, the input, and model state. Empirical results on two low-resource translation scenarios, English to Farsi and Vietnamese, show +1 BLEU score improvement compared to strong baselines.

2 SEQ2SEQ MTL Using Recurrent Unit with Adaptive Routed Blocks

Our MTL is based on the sequential encoder-decoder architecture with the attention mecha-
The encoder/decoder consist of recurrent units to read/generate a sentence sequentially. Sharing the parameters of the recurrent units among different tasks is indeed sharing the knowledge for controlling the information flow in the hidden states. Sharing these parameters among all tasks may, however, lead to task interference or inability to leverage commonalities among subsets of tasks. We address this issue by extending the recurrent units with multiple blocks, each of which processing its own information flow through the time. The state of the recurrent unit at each time step is composed of the states of these blocks. The recurrent unit is equipped with a routing mechanism to softly direct the input at each time step to these blocks (see Fig 1). Each block mimics an expert in handling different kinds of information, coordinated by the router. In MTL, the tasks can use different subsets of these shared experts.

(Rosenbaum et al., 2018) uses a routing network for adaptive selection of non-linear functions for MTL. However, it is for fixed-size inputs based on a feed-forward architecture, and is not applicable to SEQ2SEQ scenarios such as MT. (Shazeer et al., 2017) uses Mixture-of-Experts (feed-forward sub-networks) between stacked layers of recurrent units, to adaptively gate state information vertically. This is in contrast to our approach where the horizontal information flow is adaptively modulated, as we would like to minimise the task interference in MTL.

Assuming there are \( n \) blocks in a recurrent unit, we share \( n - 1 \) blocks among the tasks, and let the last one to be task-specific\(^1\). Task-specific block receives the input of the unit directly while shared blocks are fed with modulated input by the routing network. The state of the unit at each time-step would be the aggregation of blocks’ states.

\(^1\)multiple recurrent units can be stacked on top of each other to consist a multi-layer component

2.1 Routing Mechanism

At each time step, the routing network is responsible to softly forward the input to the shared blocks conditioning on the input \( x_t \), and the previous hidden state of the unit \( h_{t-1} \) as follows:

\[
\begin{align*}
    s_t &= \tanh(W_x \cdot x_t + W_h \cdot h_{t-1} + b_s), \\
    \tau_t &= \operatorname{softmax}(W_r \cdot s_t + b_r),
\end{align*}
\]

where \( W \)’s and \( b \)’s are the parameters. Then, the \( i \)-th shared block is fed with the input of the

\[ z_t^{(i)} = \sigma(W_z^{(i)} \tilde{x}_t^{(i)} + U_z^{(i)} h_{t-1}^{(i)} + b_z^{(i)}), \]

\[ r_t^{(i)} = \sigma(W_r^{(i)} \tilde{x}_t^{(i)} + U_r^{(i)} h_{t-1}^{(i)} + b_r^{(i)}), \]

\[ \tilde{h}_t^{(i)} = \tanh(W_h^{(i)} \tilde{x}_t^{(i)} + U_h^{(i)} h_{t-1}^{(i)} + b_h^{(i)}), \]

\[ h_t^{(i)} = z_t^{(i)} \odot \tilde{h}_t^{(i)} + (1 - z_t^{(i)}) \odot \tilde{h}_t^{(i)}. \]

2.2 Block Architecture

Each block is responsible to control its own flow of information via a standard gating mechanism. Our recurrent units are agnostic to the internal architecture of the blocks; we use the gated-recurrent unit (Cho et al., 2014) in this paper. For the \( i \)-th block the corresponding equations are as follows:

\[ z_t^{(i)} = \sigma(W_z^{(i)} \tilde{x}_t^{(i)} + U_z^{(i)} h_{t-1}^{(i)} + b_z^{(i)}), \]

\[ r_t^{(i)} = \sigma(W_r^{(i)} \tilde{x}_t^{(i)} + U_r^{(i)} h_{t-1}^{(i)} + b_r^{(i)}), \]

\[ \tilde{h}_t^{(i)} = \tanh(W_h^{(i)} \tilde{x}_t^{(i)} + U_h^{(i)} h_{t-1}^{(i)} + b_h^{(i)}), \]

\[ h_t^{(i)} = z_t^{(i)} \odot \tilde{h}_t^{(i)} + (1 - z_t^{(i)}) \odot \tilde{h}_t^{(i)}. \]

2.3 Training Objective and Schedule.

The rest of the model is similar to attentional SEQ2SEQ model (Luong et al., 2015b) which computes the conditional probability of the target sequence given the source \( P_{\theta}(y|x) = \prod_j P_{\theta}(y_j|y_{<j}, x) \). For the case of training \( M + 1 \) SEQ2SEQ transduction tasks, each of which is associated with a training set \( D_m := \{(x_i,y_i)\}_{i=1}^{N_m} \), the parameters of MTL architecture \( \Theta_{mtl} = \)
\{\Theta_m\}_{m=0}^{M} \text{ are learned by maximizing the following objective:}

\[ L_{mtl}(\Theta_{mtl}) := \sum_{m=0}^{M} \frac{\gamma_m}{|D_m|} \sum_{(x,y) \in D_m} \log P_{\Theta_m}(y|x) \]

where \(|D_m|\) is the size of the training set for the \(m\)-th task, and \(\gamma_m\) is responsible to balance the influence of tasks in the training objective. We explored different values in preliminary experiments, and found that for our training schedule \(\gamma = 1\) for all tasks results in the best performance. Generally, \(\gamma\) is useful when the dataset sizes for auxiliary tasks are imbalanced (our training schedule handles the main task).

Variants of stochastic gradient descent (SGD) can be used to optimize the objective function. In our training schedule, we randomly select a mini-batch from the main task (translation) and another mini-batch from a randomly selected auxiliary task to make the next SGD update. Selecting a mini-batch from the main task in each SGD update ensures that its training signals are not washed out by auxiliary tasks.

3 Experiments

3.1 Bilingual Corpora

We use two language-pairs, translating from English to Farsi and Vietnamese. We have chosen them to analyze the effect of multi-task learning on languages with different underlying linguistic structures. We apply BPE (Sennrich et al., 2016) on the union of source and target vocabularies for English-Vietnamese, and separate vocabularies for English-Farsi as the alphabets are disjoined (30K BPE operations). Further details about the corpora and their pre-processing is as follows:

- The English-Farsi corpus has \(\sim 105K\) sentence pairs. It is assembled from English-Farsi parallel subtitles from the TED corpus (Tiedemann, 2012), accompanied by all the parallel news text in LDC2016E93 Farsi Representative Language Pack from the Linguistic Data Consortium. The corpus has been normalized using the Hazm toolkit. We have removed sentences with more than 80 tokens in either side (before applying BPE). 3k and 4k sentence pairs were held out for the purpose of validation and test.

- The English-Vietnamese has \(\sim 133K\) training pairs. It is the preprocessed version of the IWSLT 2015 translation task provided by (Luong and Manning, 2015). It consists of subtitles and their corresponding translations of a collection of public speeches from TED and TEDX talks. The “tst2012” and “tst2013” parts are used as validation and test sets, respectively. We have removed sentence pairs which had more than 300 tokens after applying BPE on either sides.

3.2 Auxiliary Tasks

We have chosen the following auxiliary tasks to leverage the syntactic and semantic knowledge to improve NMT:

**Named-Entity Recognition (NER).** It is expected that learning to recognize named-entities helps the model to learn translation pattern by masking out named-entities. We have used the NER data comes from the CONLL shared task. Sentences in this dataset come from a collection of newswire articles from the Reuters Corpus. These sentences are annotated with four types of named entities: persons, locations, organizations and names of miscellaneous entities.

**Syntactic Parsing.** By learning the phrase structure of the input sentence, the model would be able to learn better re-ordering. Specially, in the case of language pairs with high level of syntactic divergence (e.g. English-Farsi). We have used Penn Tree Bank parsing data with the standard split for training, development, and test (Marcus et al., 1993). We cast syntactic parsing to a SEQ2SEQ transduction task by linearizing constituency trees (Vinyals et al., 2015).

**Semantic Parsing.** Learning semantic parsing helps the model to abstract away the meaning from the surface in order to convey it in the target translation. For this task, we have used the Abstract Meaning Representation (AMR) corpus Release 2.0 (LDC2017T10). This corpus contains natural language sentences from newswire, weblogs, web discussion forums and broadcast conversations. We cast this task to a SEQ2SEQ transduction task by linearizing the AMR graphs (Konstas et al., 2017).

---

2 English and Vietnamese are SVO, and Farsi is SOV.
3 www.sobhe.ir/hazm
5 https://catalog.ldc.upenn.edu/LDC2017T10
3.3 Models and Baselines

We have implemented the proposed MTL architecture along with the baselines in C++ using DyNet (Neubig et al., 2017) on top of Mantis (Cohn et al., 2016) which is an implementation of the attentional SEQ2SEQ NMT model. For our MTL architecture, we used the proposed recurrent unit with 3 blocks in encoder and decoder. For the fair comparison in terms of number of parameters, we used 3 stacked layers in both encoder and decoder components for the baselines. We compare against the following baselines:

- **Baseline 1:** The vanilla SEQ2SEQ model (Luong et al., 2015a) without any auxiliary task.
- **Baseline 2:** The MTL architecture proposed in (Niehues and Cho, 2017) which fully shares parameters in components. We have used their best performing architecture with our training schedule. We have extended their work with deep stacked layers for the sake of comparison.
- **Baseline 3:** The MTL architecture proposed in (Zaremoodi and Haffari, 2018) which uses deep stacked layers in the components and shares the parameters of the top two/one stacked layers among encoders/decoders of all tasks.$^6$

For the proposed MTL, we use recurrent units with 400 hidden dimensions for each block. The encoders and decoders of the baselines use GRU units with 400 hidden dimensions. The attention component has 400 dimensions. We use Adam optimizer (Kingma and Ba, 2014) with the initial learning rate of 0.003 for all the tasks. Learning rates are halved on the decrease in the performance on the dev set of corresponding task. Mini-batch size is set to 32, and dropout rate is 0.5. All models are trained for 50 epochs and the best models are saved based on the perplexity on the dev set of the translation task.

For each task, we add special tokens to the beginning of source sequence (similar to (Johnson et al., 2017)) to indicate which task the sequence pair comes from.

We used greedy decoding to generate translation. In order to measure translation quality, we use BLEU$^7$ (Papineni et al., 2002) and TER (Snover et al., 2006) scores.

### 3.4 Results and analysis

Table 1 reports the results for the baselines and our proposed method on the two aforementioned translation tasks. As expected, the performance of MTL models are better than the baseline 1 (only MT task). As seen, partial parameter sharing is more effective than fully parameter sharing. Furthermore, our proposed architecture with adaptive

---

$^6$In preliminary experiments, we have tried different sharing scenarios and this one led to the best results.

$^7$Using “multi-bleu.perl” script from Moses (Koehn et al., 2007).
sharing performs better than the other MTL methods on all tasks, and achieve +1 BLEU score improvements on the test sets. The improvements in the translation quality of NMT models trained by our MTL method may be attributed to less interference with multiple auxiliary tasks.

Figure 2 shows the average percentage of block usage for each task in an MTL model with 3 shared blocks, on the English-Farsi test set. We have aggregated the output of the routing network for the blocks in the encoder recurrent units over all input tokens. Then, it is normalized by dividing on the total number of input tokens. Based on Figure 2, the first and third blocks are more specialized (based on their usage) for the translation and NER tasks, respectively. The second block is mostly used by the semantic and syntactic parsing tasks, so specialized for them. This confirms our model leverages commonalities among subsets of tasks by dedicating common blocks to them to reduce task interference.

4 Conclusions

We have presented an effective MTL approach to improve NMT for low-resource languages, by leveraging curated linguistic resources on the source side. We address the task interference issue in previous MTL models by extending the recurrent units with multiple blocks along with a trainable routing network. Our experimental results on low-resource English to Farsi and Vietnamese datasets, show +1 BLEU score improvements compared to strong baselines.
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\section*{Abstract}

Simultaneous interpretation, translation of the spoken word in real-time, is both highly challenging and physically demanding. Methods to predict interpreter confidence and the adequacy of the interpreted message have a number of potential applications, such as in computer-assisted interpretation interfaces or pedagogical tools. We propose the task of predicting simultaneous interpreter performance by building on existing methodology for quality estimation (QE) of machine translation output. In experiments over five settings in three language pairs, we extend a QE pipeline to estimate interpreter performance (as approximated by the METEOR evaluation metric) and propose novel features reflecting interpretation strategy and evaluation measures that further improve prediction accuracy.\footnote{https://github.com/craigastewart/qe_sim_interp}

\section{1 Introduction}

Simultaneous Interpretation (SI) is an inherently difficult task that carries significant cognitive and attentional burdens. The role of the simultaneous interpreter is to accurately render the source speech in a given target language in a timely and precise manner. Interpreters employ a range of strategies, including generalization and summarization, to convey the source message as efficiently and reliably as possible (He et al., 2016). Unfortunately, the interpreter is pitched against the limits of human memory and stamina, and after only minutes of interpreting, the number of errors made by an interpreter begins to increase exponentially (Moser-Mercer et al., 1998).

We examine the task of estimating simultaneous interpreter performance: automatically predicting when interpreters are interpreting smoothly and when they are struggling. This has several immediate potential applications, one of which being in Computer-Assisted Interpretation (CAI). CAI is quickly gaining traction in the interpreting community, with software products such as InterpretBank (Fantinouli, 2016) deployed in interpreting booths to provide live and interactive terminology support. Figure 1(b) shows how this might work; both the interpreter and the CAI system receive the source message and the system displays assistive information in the form of terminology and informational support.

While this might improve the quality of interpreter output, there is a danger that these systems will provide too much information and increase the cognitive load imposed upon the interpreter (Fantinouli, 2018). Intuitively, the ideal level of support depends on current interpreter performance. The system can minimize distraction by providing assistance only when an interpreter is struggling. This level of support could be moderated appropriately if interpreter performance can be accurately predicted. Figure 1(c) demonstrates...
how our proposed quality estimation (QE) system receives and evaluates interpreter output, allowing the CAI system to appropriately lower the amount of information passed to the interpreter, maximizing the quality of interpreter output.

As a concrete method for estimating interpreter performance, we turn to existing work on QE for machine translation (MT) systems (Specia et al., 2010, 2015), which takes in the source sentence and MT-generated outputs and estimates a measure of quality. In doing so, we arrive at two natural research questions:

1. Do existing methods for performing QE on MT output also allow for accurate estimation of interpreter performance, despite the inherent differences between MT and SI?

2. What unique aspects of the problem of interpreter performance estimation, such as the availability of prosody and other linguistic cues, can be exploited to further improve the accuracy of our predictions?

The remainder of the paper describes methods and experiments on English-Japanese (EN-JA), English-French (EN-FR), and English-Italian (EN-IT) interpretation data attempting to answer these questions.

2 Quality Estimation

Blatz et al. (2004) first proposed the problem of measuring the quality of MT output as a prediction task, given that existing metrics such as BLEU (Papineni et al., 2002) rely on the availability of reference translations to evaluate MT output quality, which aren’t always available. As such, QE has since received widespread attention in the MT community and since 2012 has been included as a task in the Workshop on Statistical Machine Translation (Callison-Burch et al., 2012), using approaches ranging from linear classifiers (Ueffinger and Ney, 2007; Luong et al., 2014) to neural models (Martins et al., 2016, 2017).

QuEst++ (Specia et al., 2015) is a well-known QE pipeline that supports word-level, sentence-level, and document-level QE. Its effectiveness and flexibility make it an attractive candidate for our proposed task. There are two main modules to QuEst++: a feature extractor and a learning module. The feature extractor produces an intermediate representation of the source and translation in a continuous feature vector. The goal of the learning module, given a source and translation pair, is to predict the quality of the translation, either as a label or as a continuous value. This module is trained on example translations that have an assigned score (such as BLEU) and then predicts the score of a new example. QuEst++ offers a range of learning algorithms but defaults to Support Vector Regression for sentence-level QE.

3 Quality Estimation for Interpretation

The default, out-of-the-box, sentence-level feature set for QuEst++ includes seventeen features such as number of tokens in source/target utterances, average token length, n-gram frequency, etc. (Specia et al., 2015). While this feature set is effective for evaluation of MT output, SI output is inherently different—full of pauses, hesitations, paraphrases, re-orderings and repetitions. In the following sections, we describe our methods to adapt QE to handle these phenomena.

3.1 Interpretation-specific Features

To adapt QE to interpreter output, we augment the baseline feature set with four additional types of features that may indicate a struggling interpreter.

**Ratio of pauses/ hesitations/ incomplete words:** Sridhar et al. (2013) propose that interpreters regularly use pauses to gain more time to think and as a cognitive strategy to manage memory constraints. An increased number of hesitations or incomplete words in interpreter output might indicate that an interpreter is struggling to produce accurate output. In our particular case, both corpora we use in experiments are annotated for pauses and partial renditions of words.

**Ratio of non-specific words:** Interpreters often compress output by replacing or omitting common nouns to avoid specific terminology (Sridhar et al., 2013), either to prevent redundancy or to ease cognitive load. For example: “The chairman explained the proposal to the delegates” might be rendered in a target language as “he explained it to them.” To capture this, we include a feature that checks for words from a pre-determined seed list of pronouns and demonstrative adjectives.

**Ratio of ‘quasi’-cognates:** In related language pairs, often words of a similar root are orthographically similar, for example “artificial”(EN), “artificiel”(FR) and “artificiale”(IT). Likewise in
Japanese, words adapted from English are transcribed in katakana script to indicate their foreign origin. Transliterated words in interpreted speech could represent facilitated translation by language proximity, or an attempt to produce an approximation of a word that the interpreter did not know. We include a feature that counts the number of words that share at least 50% identical orthography (for EN, FR, IT) or are rendered in the interpreter transcript in katakana (JA).

**Ratio of number of words:** We further include three features from the bank of features provided with QuEst++ that compare source and target length and the amount of transcribed punctuation. Information about utterance length makes sense in an interpreting scenario, given the aforementioned strategies of omission and compression of information. A list, for example, may be compressed to avoid redundancy or may be an erroneous omission (Barik, 1994).

### 3.2 Evaluation Metric

Novice interpreters are assessed for accuracy on the number of omissions, additions and the inaccurate renditions of lexical items and longer phrases (Altman, 1994), but recovery of content and correct terminology are highly valued. While no large corpus exists that has been manually annotated with these measures, they align with the phenomena that MT evaluation tries to solve. One important design decision is which evaluation metric to target in our QE system. There is an abundance of evaluation metrics available for MT including WER (Su et al., 2002), BLEU (Papineni et al., 2002), NIST (Doddington, 2002) and METEOR (Denkowski and Lavie, 2014), all of which compare the similarity between reference translations and translations. Interpreter output is fundamentally different from any reference that we may use in evaluation because interpreters employ a range of economizing strategies such as segmentation, omission, generalization, and reformulation (Riccardi, 2005). As such, measuring interpretation quality by some metrics employed in MT such as BLEU can result in artificially low scores (Shimizu et al., 2013). To mitigate this, we use METEOR, a more sophisticated MT evaluation metric that considers paraphrases and content-function word distinctions, and thus should be better equipped to deal with the disparity between MT and SI. Better handling of these divergences for evaluation of interpreter output, or fine-grained evaluation based on measures from interpretation studies is an interesting direction for future work.

### 4 Data: Interpretation Corpora

For our EN-JA language data we train the pipeline on combined data from seven TED Talks taken from the NAIST TED SI corpus (Shimizu et al., 2013). This corpus provides human transcribed SI output from three interpreters of low, intermediate and high levels of proficiency denoted B-rank, A-rank and S-rank respectively, with 559 utterances from each interpreter. The corpus also provides written translations of the source speech, which we use as reference translations when evaluating interpreter output using METEOR.

Our EN-FR and EN-IT data are drawn from the EPTIC corpus (Bernardini et al., 2016), which provides source and interpreter transcripts for speeches from the European Parliament (manually transcribed to include vocal expressions), as well as translations of transcripts of the source speech. The EN-FR and EN-IT datasets contain 739 and 731 utterances respectively. While the EPTIC translations are accurate, they were created from an official transcript that differs significantly in register from the source speech. As a proxy for our experiments, we generated translations of the original speech using Google Translate, which resulted in much more qualitatively reliable METEOR scores than the EPTIC translations.

### 5 Interpreter Quality Experiments

To evaluate the quality of our QE system, we use the Pearson’s $r$ correlation between the predicted and true METEOR for each language pair (Graham, 2015). As a baseline, we train QuEst++ on the out-of-the-box feature set (Section 2).

We use $k$-fold cross-validation individually on EN-JA, EN-FR, and EN-IT source-interpreter language pairs with a held-out development set and test set for each fold. For each experiment setting, we run the experiment for each fold (ten iterations for each set) and evaluate average Pearson’s $r$ correlation on the development set.

In our baseline setting, we extract features based on the default QuEst++ sentence-level feature set (baseline). We ablate baseline features through cross-validation and remove features relating to bigram and trigram frequency and punctuation frequency in the source utterance, creating
5.1 Results

Table 1 shows our primary results comparing the baseline, trimmed, and proposed feature sets. Our first observation is that, even with the baseline feature set, QE obtains respectable correlation scores, proving feasible as a method to predict interpreter performance. Our trimmed feature set performs moderately better than the baseline for Japanese, and slightly under-performs for French and Italian. However, our proposed, interpreter-focused model out-performs in all language settings with notable gains in particular for EN-JA(A-Rank) (+0.104), achieving its highest accuracy on the EN-FR dataset. Over all datasets, the gain of the proposed model is statistically significant at p < 0.05 by the pairwise bootstrap (Koehn, 2004).

5.2 Analysis

We further present two analyses: ablation on the full feature set and a qualitative comparison. Table 2 iteratively reduces the feature set by first removing the ‘quasi-’cognate feature (w/o cog); specific words (w/o spec); pauses, hesitations, and incomplete words (w/o fill); and finally sentence length and punctuation differences (w/o length).

Relative difference in utterance length appears to aid Japanese and French above other languages. Cognates are particularly useful in EN-FR and EN-IT; this may be indicative of the corpus domain (European Parliament proceedings being rich in Latinate legalese) or of cognate frequency in those languages. In Japanese, cognates were more indicative of quality for the more skilled interpreter (S-rank). While pauses and hesitations seem to aid the model in EN-FR and EN-IT, they appear to hinder EN-JA.

Below is a qualitative EN-IT example with a METEOR score of 0.079 (being substantially lower than the average METEOR score across all datasets; 0.262). The baseline model prediction of its score was 0.127, and our proposed model, 0.066:

SOURCE: “Will the Parliament grant President Dilma Rousseff, on the very first occasion after her groundbreaking election and for no sound formal reason, the kind of debate that we usually reserve for people like Mugabe? So, I ask you to remove Brazil from the agenda of the urgencies.”

INTERP: “Ehm il Parlamento... dopo le elezioni... darem-* dar spazio a un dibattito sul ehm sul caso per esempio del presidente Mugabe invece di mettere il Brasile all’ordine del giorno?”

GLOSS: “Ehm the Parliament... after the elections... we’ll gi-* will give way to a debate on the ehm on the case for example of President Mugabe instead of putting Brazil on the agenda?”

Our model can better capture the issues in this example because it has many interpretation specific qualities (pauses, compression, and omission). This is an example in which a CAI system might offer assistance to an interpreter struggling to produce an accurate rendition.

6 Conclusion

We introduce a novel and effective application of QE to evaluate interpreter output, which could be immediately applied to allow CAI systems to selectively offer assistance to struggling interpreters. This work uses METEOR to evaluate interpreter output, but creation of fine-grained mea-
sures to evaluate various aspects of interpreter performance is an interesting avenue for future work.
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Abstract

Previous approaches to multilingual semantic dependency parsing treat languages independently, without exploiting the similarities between semantic structures across languages. We experiment with a new approach where we combine resources from a pair of languages in the CoNLL 2009 shared task (Hajič et al., 2009) to build a polyglot semantic role labeler. Notwithstanding the absence of parallel data, and the dissimilarity in annotations between languages, our approach results in an improvement in SRL performance on multiple languages over a monolingual baseline. Analysis of the polyglot model shows it to be advantageous in lower-resource settings.

1 Introduction

The standard approach to multilingual NLP is to design a single architecture, but tune and train a separate model for each language. While this method allows for customizing the model to the particulars of each language and the available data, it also presents a problem when little data is available: extensive language-specific annotation is required. The reality is that most languages have very little annotated data for most NLP tasks.

Ammar et al. (2016a) found that using training data from multiple languages annotated with Universal Dependencies (Nivre et al., 2016), and represented using multilingual word vectors, outperformed monolingual training. Inspired by this, we apply the idea of training one model on multiple languages—which we call polyglot training—to PropBank-style semantic role labeling (SRL). We train several parsers for each language in the CoNLL 2009 dataset (Hajič et al., 2009): a traditional monolingual version, and variants which additionally incorporate supervision from English portion of the dataset. To our knowledge, this is the first multilingual SRL approach to combine supervision from several languages.

The CoNLL 2009 dataset includes seven different languages, allowing study of trends across the same. Unlike the Universal Dependencies dataset, however, the semantic label spaces are entirely language-specific, making our task more challenging. Nonetheless, the success of polyglot training in this setting demonstrates that sharing of statistical strength across languages does not depend on explicit alignment in annotation conventions, and can be done simply through parameter sharing. We show that polyglot training can result in better labeling accuracy than a monolingual parser, especially for low-resource languages. We find that even a simple combination of data is as effective as more complex kinds of polyglot training. We include a breakdown into label categories of the differences between the monolingual and polyglot models. Our findings indicate that polyglot training consistently improves label accuracy for common labels.

Figure 1: Example predicate-argument structures from English, Spanish, and Czech. Note that the argument labels are different in each language.
2 Data

We evaluate our system on the semantic role labeling portion of the CoNLL-2009 shared task (Hajič et al., 2009), on all seven languages, namely Catalan, Chinese, Czech, English, German, Japanese and Spanish. For each language, certain tokens in each sentence in the dataset are marked as predicates. Each predicate takes as arguments other words in the same sentence, their relationship marked by labeled dependency arcs. Sentences may contain no predicates.

Despite the consistency of this format, there are significant differences between the training sets across languages. English uses PropBank role labels (Palmer et al., 2005). Catalan, Chinese, English, German, Japanese and Spanish include (but are not limited to) labels such as “arg0-agt” (for “agent”) or “A0” that may correspond to some degree to each other and to the English roles. Catalan and Spanish share most labels (being drawn from the same source corpus, AnCora; Taulé et al., 2008), and English and German share some labels. Czech and Japanese each have their own distinct sets of argument labels, most of which do not have clear correspondences to English or to each other.

We also note that, due to semi-automatic projection of annotations to construct the German dataset, more than half of German sentences do not include labeled predicate and arguments. Thus while German has almost as many sentences as Czech, it has by far the fewest training examples (predicate-argument structures); see Table 1.

3 Model

Given a sentence with a marked predicate, the CoNLL 2009 shared task requires disambiguation of the sense of the predicate, and labeling all its dependent arguments. The shared task assumed predicates have already been identified, hence we do not handle the predicate identification task.

Our basic model adapts the span-based dependency SRL model of He et al. (2017). This adaptation treats the dependent arguments as argument spans of length 1. Additionally, BIO consistency constraints are removed from the original model—each token is tagged simply with the argument label or an empty tag. A similar approach has also been proposed by Marcheggiani et al. (2017).

The input to the model consists of a sequence of pretrained embeddings for the surface forms of the sentence tokens. Each token embedding is also concatenated with a vector indicating whether the word is a predicate or not. Since the part-of-speech tags in the CoNLL 2009 dataset are based on a different tagset for each language, we do not use these. Each training instance consists of the annotations for a single predicate. These representations are then passed through a deep, multi-layer bidirectional LSTM (Graves, 2013; Hochreiter and Schmidhuber, 1997) with highway connections (Srivastava et al., 2015).

We use the hidden representations produced by the deep biLSTM for both argument labeling and predicate sense disambiguation in a multitask setup; this is a modification to the models of He et al. (2017), who did not handle predicate senses, and of Marcheggiani et al. (2017), who used a separate model. These two predictions are made independently, with separate softmaxes over different last-layer parameters; we then combine the losses for each task when training. For predicate sense disambiguation, since the predicate has been identified, we choose from a small set of valid predicate senses as the tag for that token. This set of possible senses is selected based on the training data: we map from lemmatized tokens to predicates and from predicates to the set of all senses of that predicate. Most predicates are only observed to have one or two corresponding senses, making the set of available senses at test time quite small (less than five senses/predicate on average across all languages). If a particular lemma was not observed in training, we heuristically predict it as the first sense of that predicate. For Czech and

---

Table 1: Train data statistics. Languages are indicated with ISO 639-3 codes.

<table>
<thead>
<tr>
<th>Language</th>
<th># sentences</th>
<th># sentences w/ 1+ predicates</th>
<th># predicates</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAT</td>
<td>13200</td>
<td>12876</td>
<td>37444</td>
</tr>
<tr>
<td>CES</td>
<td>38727</td>
<td>38579</td>
<td>414133</td>
</tr>
<tr>
<td>DEU</td>
<td>36020</td>
<td>14282</td>
<td>17400</td>
</tr>
<tr>
<td>ENG</td>
<td>39279</td>
<td>37847</td>
<td>179014</td>
</tr>
<tr>
<td>JPN</td>
<td>4393</td>
<td>4344</td>
<td>25712</td>
</tr>
<tr>
<td>SPA</td>
<td>14329</td>
<td>13836</td>
<td>43828</td>
</tr>
<tr>
<td>ZHO</td>
<td>22277</td>
<td>21073</td>
<td>102827</td>
</tr>
</tbody>
</table>

1This is expected, as the datasets were annotated independently under diverse formalisms and only later converted into CoNLL format (Hajič et al., 2009).
Japanese, the predicate sense annotation is simply the lemmatized token of the predicate, giving a one-to-one predicate-"sense" mapping.

For argument labeling, every token in the sentence is assigned one of the argument labels, or NULL if the model predicts it is not an argument to the indicated predicate.

3.1 Monolingual Baseline

We use pretrained word embeddings as input to the model. For each of the shared task languages, we produced GloVe vectors (Pennington et al., 2014) from the news, web, and Wikipedia text of the Leipzig Corpora Collection (Goldhahn et al., 2012). We trained 300-dimensional vectors, then reduced them to 100 dimensions with principal component analysis for efficiency.

3.2 Simple Polyglot Sharing

In the first polyglot variant, we consider multilingual sharing between each language and English by using pretrained multilingual embeddings. This polyglot model is trained on the union of annotations in the two languages. We use stratified sampling to give the two datasets equal effective weight in training, and we ensure that every training instance is seen at least once per epoch.

Pretrained multilingual embeddings. The basis of our polyglot training is the use of pretrained multilingual word vectors, which allow representing entirely distinct vocabularies (such as the tokens of different languages) in a shared representation space, allowing crosslingual learning (Klementiev et al., 2012). We produced multilingual embeddings from the monolingual embeddings using the method of Ammar et al. (2016b): for each non-English language, a small crosslingual dictionary and canonical correlation analysis was used to find a transformation of the non-English vectors into the English vector space (Faruqui and Dyer, 2014).

Unlike multilingual word representations, argument label sets are disjoint between language pairs, and correspondences are not clearly defined. Hence, we use separate label representations for each language’s labels. Similarly, while (for example) ENG:look and SPA:mira may be semantically connected, the senses look.01 and mira.01 may not correspond. Hence, predicate sense representations are also language-specific.

3.3 Language Identification

In the second variant, we concatenate a language ID vector to each multilingual word embedding and predicate indicator feature in the input representation. This vector is randomly initialized and updated in training. These additional parameters provide a small degree of language-specificity in the model, while still sharing most parameters.

3.4 Language-Specific LSTMs

This third variant takes inspiration from the “frustratingly easy” architecture of Daume III (2007) for domain adaptation. In addition to processing every example with a shared biLSTM as in previous models, we add language-specific biLSTMs that are trained only on the examples belonging to one language. Each of these language-specific biLSTMs is two layers deep, and is combined with the shared biLSTM in the input to the third layer. This adds a greater degree of language-specific processing while still sharing representations across languages. It also uses the language identification vector and multilingual word vectors in the input.

4 Experiments

We present our results in Table 2. We observe that simple polyglot training improves over monolingual training, with the exception of Czech, where we observe no change in performance. The languages with the fewest training examples (German, Japanese, Catalan) show the most improvement, while large-dataset languages such as Czech or Chinese see little or no improvement (Figure 2).

The language ID model performs inconsistently; it is better than the simple polyglot model in some cases, including Czech, but not in all. The language-specific LSTMs model performs best on a few languages, such as Catalan and Chinese, but worst on others. While these results may reflect differences between languages in the optimal amount of crosslingual sharing, we focus on the simple polyglot results in our analysis, which sufficiently demonstrate that polyglot training can improve performance over monolingual training.

We also report performance of state-of-the-art systems in each of these languages, all of which make explicit use of syntactic features, Marcheg-
giani et al. (2017) excepted. While this results in better performance on many languages, our model has the advantage of not relying on a syntactic parser, and is hence more applicable to languages with lower resources. However, the results suggest that syntactic information is critical for strong performance on German, which has the fewest predicates and thus the least semantic annotation for a semantics-only model to learn from. Nevertheless, our baseline is on par with the best published scores for Chinese, and it shows strong performance on most languages.

Label-wise results. Table 3 gives the $F_1$ scores for individual label categories in the Catalan and Spanish datasets, as an illustration of the larger trend. In both languages, we find a small but consistent improvement in the most common label categories (e.g., arg₁ and arg₃). Less common label categories are sensitive to small changes in performance; they have the largest changes in $F_1$ in absolute value, but without a consistent direction. This could be attributed to the addition of English data, which improves learning of representations that are useful for the most common labels, but is essentially a random perturbation for the rarer ones. This pattern is seen across languages, and consistently results in overall gains from polyglot training.

One exception is in Czech, where polyglot training reduces accuracy on several common argument labels, e.g., PAT and LOC. While the effect sizes are small (consistent with other languages), the overall $F_1$ score on Czech decreases slightly in the polyglot condition. It may be that the Czech dataset is too large to make use of the comparatively small amount of English data, or that differences in the annotation schemes prevent effective crosslingual transfer.

Future work on language pairs that do not include English could provide further insights. Catalan and Spanish, for example, are closely related and use the same argument label set (both being drawn from the AnCora corpus) which would allow for sharing output representations as well as input tokens and parameters.

Polyglot English results. For each language pair, we also evaluated the simple polyglot model on the English test set from the CoNLL 2009 shared task (Table 4). English SRL consistently benefits from polyglot training, with an increase of 0.25–0.7 absolute $F_1$ points, depending on the language. Surprisingly, Czech provides the smallest improvement, despite the large amount of data added; the absence of crosslingual transfer in both directions for the English-Czech case, breaking the pattern seen in other languages, could therefore be due to differences in annotation rather than questions of dataset size.

Labeled vs. unlabeled $F_1$. Table 5 provides unlabeled $F_1$ scores for each language pair. As can be seen here, the unlabeled $F_1$ improvements are generally positive but small, indicating that polyglot training can help both in structure prediction and labeling of arguments. The pattern of seeing the largest improvements on the languages with the smallest datasets generally holds here: the largest $F_1$ gains are in German and Catalan, followed by Japanese, with minimal or no improvement elsewhere.

5 Related Work

Recent improvements in multilingual SRL can be attributed to neural architectures. Swayamdipta et al. (2016) present a transition-based stack LSTM model that predicts syntax and semantics jointly, as a remedy to the reliance on pipelined models. Guo et al. (2016) and Roth and Lapata (2016) use deep biLSTM architectures which use syntactic information to guide the composition. Marcheggiani et al. (2017) use a simple LSTM model over word tokens to tag semantic dependencies, like our model. Their model predicts a token’s label based on the combination of the token vector and the predicate vector, and saw benefits from using POS tags, both improvements that could be added to our model. Marcheggiani and Titov (2017) apply the recently-developed graph.
Table 2: Semantic $F_1$ scores (including predicate sense disambiguation) on the CoNLL 2009 dataset. State of the art for Catalan and Japanese is from Zhao et al. (2009), for German and Spanish from Roth and Lapata (2016), for English and Chinese from Marcheggiani and Titov (2017). Italics indicate use of syntax.

<table>
<thead>
<tr>
<th>Model</th>
<th>CAT</th>
<th>CES</th>
<th>DEU</th>
<th>ENG</th>
<th>JPN</th>
<th>SPA</th>
<th>ZHO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marcheggiani et al. (2017)</td>
<td>-</td>
<td>86.00</td>
<td>-</td>
<td>87.60</td>
<td>-</td>
<td>80.30</td>
<td>81.20</td>
</tr>
<tr>
<td>Best previously reported</td>
<td>80.32</td>
<td>86.00</td>
<td>80.10</td>
<td>89.10</td>
<td>78.15</td>
<td>80.50</td>
<td>81.20</td>
</tr>
<tr>
<td>Monolingual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ ENG(simple polyglot)</td>
<td>77.31</td>
<td>84.87</td>
<td>66.71</td>
<td>86.54</td>
<td>74.99</td>
<td>75.98</td>
<td>81.26</td>
</tr>
<tr>
<td>+ ENG(language ID)</td>
<td>79.08</td>
<td>84.82</td>
<td>69.97</td>
<td>–</td>
<td>76.00</td>
<td>76.45</td>
<td>81.50</td>
</tr>
<tr>
<td>+ ENG(language-specific LSTMs)</td>
<td>79.05</td>
<td>85.14</td>
<td>69.49</td>
<td>–</td>
<td>75.77</td>
<td>77.32</td>
<td>81.42</td>
</tr>
</tbody>
</table>

Table 3: Per-label breakdown of $F_1$ scores for Catalan and Spanish. These numbers reflect labels for each argument; the combination is different from the overall semantic $F_1$, which includes predicate sense disambiguation.

<table>
<thead>
<tr>
<th></th>
<th>$\text{arg}_0$</th>
<th>$\text{arg}_1$</th>
<th>$\text{arg}_2$</th>
<th>$\text{arg}_3$</th>
<th>$\text{arg}_4$</th>
<th>$\text{arg}_L$</th>
<th>$\text{arg}_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold label count (CAT)</td>
<td>2117</td>
<td>4296</td>
<td>1713</td>
<td>61</td>
<td>71</td>
<td>49</td>
<td>2968</td>
</tr>
<tr>
<td>Monolingual CAT $F_1$</td>
<td>82.06</td>
<td>79.06</td>
<td>68.95</td>
<td>28.89</td>
<td>42.42</td>
<td>39.51</td>
<td>60.85</td>
</tr>
<tr>
<td>+ ENG improvement</td>
<td>+2.75</td>
<td>+2.58</td>
<td>+4.53</td>
<td>+18.17</td>
<td>+9.81</td>
<td>+1.35</td>
<td>+1.10</td>
</tr>
<tr>
<td>Gold label count (SPA)</td>
<td>2438</td>
<td>4295</td>
<td>1677</td>
<td>49</td>
<td>82</td>
<td>46</td>
<td>3237</td>
</tr>
<tr>
<td>Monolingual SPA $F_1$</td>
<td>82.44</td>
<td>77.93</td>
<td>70.24</td>
<td>28.89</td>
<td>41.15</td>
<td>22.50</td>
<td>58.89</td>
</tr>
<tr>
<td>+ ENG improvement</td>
<td>+0.37</td>
<td>+0.43</td>
<td>+1.35</td>
<td>-3.40</td>
<td>-3.48</td>
<td>+4.01</td>
<td>+1.26</td>
</tr>
</tbody>
</table>

Table 4: Semantic $F_1$ scores on the English test set for each language pair.

<table>
<thead>
<tr>
<th>Model</th>
<th>CAT</th>
<th>CES</th>
<th>DEU</th>
<th>ENG</th>
<th>JPN</th>
<th>SPA</th>
<th>ZHO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monolingual</td>
<td>93.92</td>
<td>91.92</td>
<td>87.95</td>
<td>92.87</td>
<td>85.55</td>
<td>93.61</td>
<td>87.93</td>
</tr>
<tr>
<td>+ ENG</td>
<td>94.09</td>
<td>91.97</td>
<td>89.01</td>
<td>–</td>
<td>86.17</td>
<td>93.65</td>
<td>87.90</td>
</tr>
</tbody>
</table>

Table 5: Unlabeled semantic $F_1$ scores on the CoNLL 2009 dataset.

convolutional networks to SRL, obtaining state of the art results on English and Chinese. All of these approaches are orthogonal to ours, and might benefit from polyglot training.

Other polyglot models have been proposed for semantics. Richardson et al. (2018) train on multiple (natural language)-(programming language) pairs to improve a model that translates API text into code signature representations. Duong et al. (2017) treat English and German semantic parsing as a multi-task learning problem and saw improvement over monolingual baselines, especially for small datasets. Most relevant to our work is Johannsen et al. (2015), which trains a polyglot model for frame-semantic parsing. In addition to sharing features with multilingual word vectors, they use them to find word translations of target language words for additional lexical features.

6 Conclusion

In this work, we have explored a straightforward method for polyglot training in SRL: use multilingual word vectors and combine training data across languages. This allows sharing without crosslingual alignments, shared annotation, or parallel data. We demonstrate that a polyglot model can outperform a monolingual one for semantic analysis, particularly for languages with less data.
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Abstract

With the development of several multilingual datasets used for semantic parsing, recent research efforts have looked into the problem of learning semantic parsers in a multilingual setup (Duong et al., 2017; Susanto and Lu, 2017a). However, how to improve the performance of a monolingual semantic parser for a specific language by leveraging data annotated in different languages remains a research question that is largely under-explored.

In this work, we present a study to show how learning distributed representations of the logical forms from data annotated in different languages can be used for improving the performance of a monolingual semantic parser. We extend two existing monolingual semantic parsers to incorporate such cross-lingual distributed logical representations as features. Experiments show that our proposed approach is able to yield improved semantic parsing results on the standard multilingual GeoQuery dataset.

1 Introduction

Semantic parsing, one of the classic tasks in natural language processing (NLP), has been extensively studied in the past few years (Zettlemoyer and Collins, 2005; Wong and Mooney, 2006, 2007; Liang et al., 2011; Kwiatkowski et al., 2011; Artzi et al., 2015). With the development of datasets annotated in different languages, learning semantic parsers from such multilingual datasets also attracted attention of researchers (Susanto and Lu, 2017a). However, how to make use of such cross-lingual data to perform cross-lingual semantic parsing — using data annotated for one language to help improve the performance of another language remains a research question that is largely under-explored.

Prior work (Chan et al., 2007) shows that semantically equivalent words coming from different languages may contain shared semantic level information, which will be helpful for certain semantic processing tasks. In this work, we propose a simple method to learn the distributed representations for output structured semantic representations which allow us to capture cross-lingual features. Specifically, following previous work (Wong and Mooney, 2006; Jones et al., 2012; Susanto and Lu, 2017b), we adopt a commonly used tree-shaped form as the underlying meaning representation where each tree node is a semantic unit. Our objective is to learn for each semantic unit a distributed representation useful for semantic parsing, based on multilingual datasets. Figure 1 depicts an instance of such tree-shaped semantic representations, which correspond to the two semantically equivalent sentences in English and German below it.

For such structured semantics, we consider each semantic unit separately. We learn distributed rep-
resentations for individual semantic unit based on multilingual datasets where semantic representations are annotated with different languages. Such distributed representations capture shared information cross different languages. We extend two existing monolingual semantic parsers (Lu, 2015; Susanto and Lu, 2017b) to incorporate such cross-lingual features. To the best of our knowledge, this is the first work that exploits cross-lingual embeddings for logical representations for semantic parsing. Our system is publicly available at http://statnlp.org/research/sp/.

2 Related Work

Many research efforts on semantic parsing have been made, such as mapping sentences into lambda calculus forms based on CCG (Artzi and Zettlemoyer, 2011; Artzi et al., 2014; Kwiatkowski et al., 2011), modeling dependency-based compositional semantics (Liang et al., 2011; Zhang et al., 2017), or transforming sentences into tree structured semantic representations (Lu, 2015; Susanto and Lu, 2017b). With the development of multilingual datasets, systems for multilingual semantic parsing are also developed. Jie and Lu (2014) employed majority voting to combine outputs from different parsers for certain languages to perform multilingual semantic parsing. Susanto and Lu (2017a) presented an extension of one existing neural parser, SEQ2TREE (Dong and Lapata, 2016), by developing a shared attention mechanism for different languages to conduct multilingual semantic parsing. Such a model allows two types of input signals: single source SL-SINGLE and multi-source SL-MULTI. However, semantic parsing with cross-lingual features has not been explored, while many recent works in various NLP tasks show the effectiveness of shared information cross different languages. Examples include semantic role labeling (Kozhevnikov and Titov, 2013), information extraction (Wang et al., 2013; Pan et al., 2017; Ni et al., 2017), and question answering (Joty et al., 2017), which motivate this work.

Our work involves exploiting distributed output representations for improved structured predictions, which is in line with works of (Srikumar and Manning, 2014; Rocktäschel et al., 2014; Xiao and Guo, 2015). The work of (Rocktäschel et al., 2014) is perhaps the most related to this research. The authors first map first-order logical statements produced by a semantic parser or an information extraction system into expressions in tensor calculus. They then learn low-dimensional embeddings of such statements with the help of a given logical knowledge base consisting of first-order rules so that the learned representations are consistent with these rules. They adopt stochastic gradient descent (SGD) to conduct optimizations. This work learns distributed representations of logical forms from cross-lingual data based on co-occurrence information without relying on external knowledge bases.

3 Approach

3.1 Semantic Parser

In this work, we build our model and conduct experiments on top of the discriminative hybrid tree semantic parser (Lu, 2014, 2015). The parser was designed based on the hybrid tree representation (HT-G) originally introduced in (Lu et al., 2008). The hybrid tree is a joint representation encoding both sentence and semantics that aims to capture the interactions between words and semantic units. A discriminative hybrid tree (HT-D) (Lu, 2014, 2015) learns the optimal latent word-semantics correspondence where every word in the input sentence is associated with a semantic unit. Such a model allows us to incorporate rich features and long-range dependencies. Recently, Susanto and Lu (2017b) extended HT-D by attaching neural architectures, resulting in their neural hybrid tree (HT-D (NN)).

Since the correct correspondence between words and semantics is not explicitly given in the training data, we regard the hybrid tree representation as a latent variable. Formally, for each sentence $n$ with its semantic representation $m$ from the training set, we assume the joint representation (a hybrid tree) is $h$. Now we can define a discriminative log-linear model as follows:

$$ P_{\Lambda}(m|n) = \sum_{h \in \mathcal{H}(n,m)} P_{\Lambda}(m, h|n) $$

$$ = \frac{\sum_{h \in \mathcal{H}(n,m)} e^{F_{\Lambda}(n,m,h)}}{\sum_{m',h' \in \mathcal{H}(n,m')} e^{F_{\Lambda}(n,m',h')}} \quad (1) $$

$$ F_{\Lambda}(n, m, h)) = \Lambda \cdot \Phi(n, m, h) \quad (2) $$

where $\mathcal{H}(n, m)$ returns the set of all possible joint representations that contain both $n$ and $m$ exactly, and $F$ is a scoring function that is calculated as a
dot product between a feature function $\Phi$ defined over tuple $(m, n, h)$ and a weight vector $\Lambda$.

To incorporate neural features, HT-D (NN) defines the following scoring function:

$$F_{\Lambda, \Theta}(n, m, h) = \Lambda \cdot \Phi(n, m, h) + G_{\Theta}(n, m, h)$$

where $\Theta$ is the set of parameters of the neural networks and $G$ is the neural scoring function over the $(n, m, h)$ tuple (Susanto and Lu, 2017b). Specifically, the neural features are defined over a fixed-size window surrounding a word in $n$ paired with its immediately associated semantic unit. Following the work (Susanto and Lu, 2017b), we denote the window size as $J \in \{0, 1, 2\}$.

### 3.2 Cross-lingual Distributed Semantic Representations

A multilingual dataset used in semantic parsing comes with instances consisting of logical forms annotated with sentences from multiple different languages. In this work, we aim to learn one monolingual semantic parser for each language, while leveraging useful information that can be extracted from other languages. Our setup is as follows. Each time, we train the parser for a target language and regard the other languages as auxiliary languages. To learn cross-lingual distributed semantic representations from such data, we first combine all data involving all auxiliary languages to form a large dataset. Next, for each target language, we construct a semantics-word co-occurrence matrix $M \in R^{m \times n}$ (where $m$ is the number of unique semantic units, $n$ is the number of unique words in the combined dataset). Each entry is the number of co-occurrences for a particular (semantic unit-word) pair. We will use this matrix to learn a low-dimensional cross-lingual representation for each semantic unit. To do so, we first apply singular value decomposition (SVD) to this matrix, leading to:

$$M = U \Sigma V^*$$

where $U \in R^{m \times m}$ and $V \in R^{n \times m}$ are unitary matrices, $V^*$ is the conjugate transpose of $V$, and $\Sigma \in R^{m \times m}$ is a diagonal matrix. We truncate the diagonal matrix $\Sigma$ and left multiply it with $U$:

$$U \tilde{\Sigma}$$

where $\tilde{\Sigma} \in R^{m \times d}$ is a matrix that consists of only the left $d$ columns of $\Sigma$, containing the $d$ largest singular values. We leave the rank $d$ as a hyper-parameter. Each row in the above matrix is a $d$-dimensional vector, giving a low-dimensional representation for one semantic unit. Such distributed output representations can be readily used as continuous features in $\Phi(n, m, h)$.

### 3.3 Training and Decoding

During the training process, we optimize the objective function defined over the training set as:

$$\mathcal{L}(\Lambda, \Theta) = \sum_i \log \sum_{h \in H(n, m)} e^{F_{\Lambda, \Theta}(n, m, h)} - \sum_i \log \sum_{m', h' \in H(n, m')} e^{F_{\Lambda, \Theta}(n, m', h')}$$

We follow the dynamic programming approach used in (Susanto and Lu, 2017b) to perform efficient inference, and follow the same optimization strategy as described there.

In the decoding phase, we are given a new input sentence $n$, and find the optimal semantic tree $m^*$:

$$m^* = \arg\max_{m, h \in H(n, m)} F_{\Lambda, \Theta}(n, m, h)$$

Again, the above equation can be efficiently computed by dynamic programming (Susanto and Lu, 2017b).

### 4 Experiments and Results

#### 4.1 Datasets and Settings

Table 1: Performance on development set. *F*: F1-measure (%).

<table>
<thead>
<tr>
<th>Language</th>
<th>English</th>
<th>Rank (d)</th>
<th>F</th>
<th>Chinese</th>
<th>Rank (d)</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thai</td>
<td>30</td>
<td>98.3</td>
<td>30</td>
<td>88.0</td>
<td>10</td>
<td>80.0</td>
</tr>
<tr>
<td>German</td>
<td>30</td>
<td>78.3</td>
<td>30</td>
<td>83.3</td>
<td>10</td>
<td>76.7</td>
</tr>
<tr>
<td>Greek</td>
<td>10</td>
<td>81.7</td>
<td>30</td>
<td>80.0</td>
<td>10</td>
<td>80.0</td>
</tr>
</tbody>
</table>

We evaluate our approach on the standard GeoQuery dataset annotated in eight languages (Wong and Mooney, 2006; Jones et al., 2012; Susanto and Lu, 2017b). We follow a standard practice for evaluations which has been adopted in the literature (Lu, 2014, 2015; Susanto and Lu, 2017b). Specifically, to evaluate the proposed model, predicted outputs are transformed into Prolog queries. An output is considered as correct if answers that queries retrieve from GeoQuery database are the same as the gold ones. The dataset consists of 880 instances. In all experiments, we follow the experimental settings and procedures in (Lu, 2014, 2015; Susanto and Lu, 2017b).
In particular, we use 600 instances for training and 280 for test and set the maximum optimization iteration to 150. In order to tune the rank \( d \), we randomly select 80% of the training instances for learning and use the rest 20% for development. We report the value of \( d \) for each language in Table 1 and the F1 scores on the development set.

### 4.2 Results

We compare our models against different existing systems, especially the two baselines HT-D (Lu, 2015) and HT-D (NN) (Susanto and Lu, 2017b) with different word window sizes \( J \in \{0, 1, 2\} \).

WASP (Wong and Mooney, 2006) is a semantic parser based on statistical phrase-based machine translation. UBL-s (Kwiatkowski et al., 2010) induced probabilistic CCG grammars with higher-order unification that allowed to construct general logical forms for input sentences. TREETRANS (Jones et al., 2012) is built based on a Bayesian inference framework. We run WASP, UBL-s, HT-G, UBL-s, SEQ2TREE and SL-SINGLE for comparisons. Note that there exist multiple versions of logical representations used in the GEOQUERY dataset. Specifically, one version is based on lambda calculus expression, and the other is based on the variable free tree-shaped representation. We use the latter representation in this work, while the SEQ2TREE and SL-SINGLE employ the lambda calculus expression. It was noted in Kwiatkowski et al. (2010); Lu (2014) that evaluations based on these two versions are not directly comparable – the version that uses tree-shaped representations appears to be more challenging. We do not compare against (Jie and Lu, 2014) due to their different setup from ours.²

Table 2 shows results that we have conducted on eight different languages. The highest scores are highlighted. We can observe that when distributed logical representations are included, both HT-D and HT-D (NN) can lead to competitive results. Specifically, when such features are included, evaluation results for 5 out of 8 languages get improved.

We found that the shared information cross different languages could guide the model so that it can make more accurate predictions, eliminating certain semantic level ambiguities associated with the semantic units. This is exemplified by a real instance from the English portion of the dataset:

\[
\text{Input:Which states have a river?}
\]

\[
\text{Gold:answer(state(loc(river(all)))})
\]

\[
\text{Output:answer(state(traverse(river(all))))}
\]

\[
\text{Output (+O):answer(state(loc(river(all))))}
\]

1 Note that in Dong and Lapata (2016), they adopted a different split – using 680 instances as training examples and the rest 200 for evaluation. We ran the released source code for SEQ2TREE (Dong and Lapata, 2016) over eight different languages. For each language, we repeated the experiments 3 times with different random seed values, and reported the average results as shown in Table 2 to make comparisons. Likewise, we ran SL-SINGLE following the same procedure.

2 They trained monolingual semantic parsers. In the evaluation phase, they fed parallel text from different languages to each individual semantic parser, then employed a majority voting based ensemble method to combine predictions. Differently, we train monolingual semantic parsers augmented with cross-lingual distributed semantic information. In the evaluation phase, we only have one monolingual semantic parser. Hence, these two efforts are not directly comparable.
Figure 2: 2-D projection of learned distributed representations for semantics.

Here the input sentence in English is “Which states have a river?”, and the correct output is shown below the sentence. Output is the prediction from HT-D (NN) and Output (+O) is the parsing result given by HT-D (NN+O) where the learned cross-lingual representations of semantics are included. We observe that, by introducing our learned cross-lingual semantic information, the system is able to distinguish the two semantically related concepts, loc (located in) and traverse (traverse), and further make more promising predictions.

Interestingly, for German, the results become much lower when such features are included, indicating such features are not helpful in the learning process when such a language is considered. Reasons for this need further investigations. We note, however, previously it was also reported in the literature that the behavior of the performance associated with this language is different than other languages in the presence of additional features (Lu, 2014).

4.3 Visualizing Output Representations

To qualitatively understand how good the learned distributed representations are, we also visualize the learned distributed representations for semantic units. In the Figure 2, we plot the embeddings of a small set of semantic units which are learned from all languages other than English. Each representation is a 30-dimensional vector and is projected into a 2-dimensional space using Barnes-Hut-SNE (Maaten, 2013) for visualization. In general, we found that semantic units expressing similar meanings tend to appear together. For example, the two semantic units STATE : smallest_one (density (STATE)) and STATE : smallest_one (population (STATE)) share similar representations. However, we also found that occasionally semantic units conveying opposite meanings are also grouped together. This reveals the limitations associated with such a simple co-occurrence based approach for learning distributed representations for logical expressions.

5 Conclusions

In this paper, we empirically show that the distributed representations of logical expressions learned from multilingual datasets for semantic parsing can be exploited to improve the performance of a monolingual semantic parser. Our approach is simple, relying on an SVD over semantics-word co-occurrence matrix for finding such distributed representations for semantic units. Future directions include investigating better ways of learning such distributed representations as well as learning such distributed representations and semantic parsers in a joint manner.
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Abstract
We propose a novel neural method to extract drug-drug interactions (DDIs) from texts using external drug molecular structure information. We encode textual drug pairs with convolutional neural networks and their molecular pairs with graph convolutional networks (GCNs), and then we concatenate the outputs of these two networks. In the experiments, we show that GCNs can predict DDIs from the molecular structures of drugs in high accuracy and the molecular information can enhance text-based DDI extraction by 2.39 percent points in the F-score on the DDIExtraction 2013 shared task data set.

1 Introduction
When drugs are concomitantly administered to a patient, the effects of the drugs may be enhanced or weakened, which may also cause side effects. These kinds of interactions are called Drug-Drug Interactions (DDIs). Several drug databases have been maintained to summarize drug and DDI information such as DrugBank (Law et al., 2014), Therapeutic Target database (Yang et al., 2016), and PharmGKB (Thorn et al., 2013). Automatic DDI extraction from texts is expected to support the maintenance of databases with high coverage and quick update to help medical experts. Deep neural network-based methods have recently drawn a considerable attention (Liu et al., 2016; Sahu and Anand, 2017; Zheng et al., 2017; Lim et al., 2018) since they show state-of-the-art performance without manual feature engineering.

In parallel to the progress in DDI extraction from texts, Graph Convolutional Networks (GCNs) have been proposed and applied to estimate physical and chemical properties of molecular graphs such as solubility and toxicity (Duvenaud et al., 2015; Li et al., 2016; Gilmer et al., 2017).

In this study, we propose a novel method to utilize both textual and molecular information for DDI extraction from texts. We illustrate the overview of the proposed model in Figure 1. We obtain the representations of drug pairs in molecular graph structures using GCNs and concatenate the representations with the representations of the textual mention pairs obtained by convolutional neural networks (CNNs). We trained the molecule-based model using interacting pairs mentioned in the DrugBank database and then trained the entire model using the labeled pairs in the text data set of the DDIExtraction 2013 shared task (SemEval-2013 Task 9) (Segura Bedmar et al., 2013). In the experiment, we show GCNs can predict DDIs from molecular graphs in a high accuracy. We also show molecular information can enhance the performance of DDI extraction from texts in 2.39 percent points in F-score.

The contribution of this paper is three-fold:

- We propose a novel neural method to extract DDIs from texts with the related molecular structure information.
- We apply GCNs to pairwise drug molecules for the first time and show GCNs can predict DDIs between drug molecular structures in a high accuracy.
- We show the molecular information is useful in extracting DDIs from texts.

2 Methods
2.1 Text-based DDI Extraction
Our model for extracting DDIs from texts is based on the CNN model by Zeng et al. (2014). When an input sentence \( S = (w_1, w_2, \ldots, w_N) \) is given, we prepare word embedding \( w_{i}^w \) of \( w_i \) and word...
position embeddings $w_{i,1}^p$ and $w_{i,2}^p$ that correspond to the relative positions from the first and second target entities, respectively. We concatenate these embeddings as in Equation (1), and we use the resulting vector as the input to the subsequent convolution layer:

$$w_i = [w_i^w; w_{i,1}^p; w_{i,2}^p], \quad (1)$$

where $[:]$ denotes the concatenation. We calculate the expression for each filter $j$ with the window size $k_l$.

$$z_{i,l} = [w_{i-(k_l-1)/2}; \cdots; w_{i-(k_l+1)/2}], \quad (2)$$

$$m_{i,j,l} = \text{relu}(W_j^{\text{conv}} \odot z_{i,l} + b_j^{\text{conv}}), \quad (3)$$

$$m_{l,j} = \max m_{i,j,l}, \quad (4)$$

where $L$ is the number of windows, $W_j^{\text{conv}}$ and $b_j^{\text{conv}}$ are the weight and bias of CNN, and $\max$ indicates max pooling (Boureau et al., 2010).

We convert the output of the convolution layer into a fixed-size vector that represents a textual pair as follows:

$$m_l = [m_{1,l}; \cdots; m_{J,l}], \quad (5)$$

$$h_l = [m_{1}; \cdots; m_{L}], \quad (6)$$

where $J$ is the number of filters.

We get a prediction $\hat{y}_t$ by the following fully connected neural networks:

$$h_t^{(1)} = \text{relu}(W_t^{(1)} h_t + b_t^{(1)}), \quad (7)$$

$$\hat{y}_t = \text{softmax}(W_t^{(2)} h_t + b_t^{(2)}), \quad (8)$$

where $W_t^{(1)}$ and $W_t^{(2)}$ are weights and $b_t^{(1)}$ and $b_t^{(2)}$ are bias terms.

### 2.2 Molecular Structure-based DDI Classification

We represent drug pairs in molecular graph structures using two GCN methods: CNNs for fingerprints (NFP) (Duvenaud et al., 2015) and Gated Graph Neural Networks (GGNN) (Li et al., 2016).

They both convert a drug molecule graph $G$ into a fixed-size vector $h_g$ by aggregating the representation $h_v^t$ of an atom node $v$ in $G$. We represent atoms as nodes and bonds as edges in the graph.

**NFP** first obtains the representation $h_v^t$ by the following equations (Duvenaud et al., 2015).

$$m_{v,t+1} = h_v^t + \sum_{w \in N(v)} h_w^t, \quad (9)$$

$$h_{v,t+1} = \sigma(H_{v}^{\text{deg}(v)} m_{v,t+1}), \quad (10)$$

where $h_v^t$ is the representation of $v$ in the $t$-th step, $N(v)$ is the neighbors of $v$, and $H_v^{\text{deg}(v)}$ is a weight parameter. $h_v^0$ is initialized by the atom features of $v$. $\text{deg}(v)$ is the degree of a node $v$ and $\sigma$ is a sigmoid function. NFP then acquires the representation of the graph structure

$$h_g = \sum_{v,t} \text{softmax}(W^f h_v^t), \quad (11)$$

where $W^f$ is a weight matrix.

**GGNN** first obtains the representation $h_v^t$ by using Gated Recurrent Unit (GRU)-based recurrent neural networks (Li et al., 2016) as follows:

$$m_{v,t+1} = \sum_{w \in N(v)} A_{vw} h_w^t, \quad (12)$$

$$h_{v,t+1} = \text{GRU}([h_v^t; m_{v,t+1}]), \quad (13)$$
where $A_{e_{vw}}$ is a weight for the bond type of each edge $e_{vw}$. GGNN then acquires the representation of the graph structure.

$$h_g = \sum_{i,j} \sigma(i([h_i^T; h_j^0]) \odot (j(h_v^T))),$$  

where $i$ and $j$ are linear layers and $\odot$ is the element-wise product.

We obtain the representation of a molecular pair by concatenating the molecular graph representations of drugs $g_1$ and $g_2$, i.e., $h_m = [h_{g_1}; h_{g_2}]$.

We get a prediction $\hat{y}_m$ as follows:

$$h_m^{(1)} = \text{relu}(W_m^{(1)}h_m + b_m^{(1)}),$$  

$$y_m = \text{softmax}(W_m^{(2)}h_m^{(1)} + b_m^{(2)}),$$

where $W_m^{(1)}$ and $W_m^{(2)}$ are weights and $b_m^{(1)}$ and $b_m^{(2)}$ are bias terms.

### 2.3 DDI Extraction from Texts Using Molecular Structures

We realize the simultaneous use of textual and molecular information by concatenating a text-based and molecular-based vectors: $h_{all} = [h_t; h_m]$. We normalize molecule-based vectors. We then use $h_{all}$ instead of $h_t$ in Equation 7.

In training, we first train the molecular-based DDI classification model. The molecular-based classification is performed by minimizing the loss function $L_m = -\sum y_m \log \hat{y}_m$. We then fix the parameters for GCNs and train text-based DDI extraction model by minimizing the loss function $L_t = -\sum y_t \log \hat{y}_t$.

### 3 Experimental Settings

In this section, we explain the textual and molecular data and task settings and training settings.

#### 3.1 Text Corpus and Task Setting

We followed the task setting of Task 9.2 in the DDIExtraction 2013 shared task (Segura Bedmar et al., 2013; Herrero-Zazo et al., 2013) for the evaluation. This data set is composed of documents annotated with drug mentions and their four types of interactions: Mechanism, Effect, Advice and Int. For the data statistics, please refer to the supplementary materials.

The task is a multi-class classification task, i.e., to classify a given pair of drugs into the four interaction types or no interaction. We evaluated the performance with micro-averaged precision (P), recall (R), and F-score (F) on all the interaction types. We used the official evaluation script provided by the task organizers.

As preprocessing, we split sentences into words using the GENIA tagger (Tsuruoka et al., 2005). We replaced the drug mentions of the target pair with DRUG1 and DRUG2 according to their order of appearance. We also replaced other drug mentions with DRUGOTHER. We did not employ negative instance filtering unlike other existing methods, e.g., Liu et al. (2016), since our focus is to evaluate the effect of the molecular information on texts.

We linked mentions in texts to DrugBank entries by string matching. We lowercased the mentions and the names in the entries and chose the entries with the most overlaps. As a result, 92.15% and 93.09% of drug mentions in train and test data set matched the DrugBank entries.

#### 3.2 Data and Task for Molecular Structures

We extracted 255,229 interacting (positive) pairs from DrugBank. We note that, unlike text-based interactions, DrugBank only contains the information of interacting pairs: there are no detailed labels and no information for non-interacting (negative) pairs. We thus generated the same number of pseudo negative pairs by randomly pairing drugs and removing those in positive pairs. To avoid overestimation of the performance, we also deleted drug pairs mentioned in the test set of the text corpus. We split positive and negative pairs into 4:1 for training and test data, and we evaluated the classification accuracy using only the molecular information.

To obtain the graph of a drug molecule, we took
Table 1: Evaluation on DDI extraction from texts

<table>
<thead>
<tr>
<th>Methods</th>
<th>P</th>
<th>R</th>
<th>F (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al. (2016)</td>
<td>75.29</td>
<td>60.37</td>
<td>67.01</td>
</tr>
<tr>
<td>Zheng et al. (2017)</td>
<td>75.9</td>
<td>68.7</td>
<td>71.5</td>
</tr>
<tr>
<td>Lim et al. (2018)</td>
<td>74.4</td>
<td>69.3</td>
<td>71.7</td>
</tr>
<tr>
<td>Text-only</td>
<td>71.97</td>
<td>68.44</td>
<td>70.16</td>
</tr>
<tr>
<td>+ NFP</td>
<td>72.62</td>
<td>71.81</td>
<td>72.21</td>
</tr>
<tr>
<td>+ GGNN</td>
<td>73.31</td>
<td>71.81</td>
<td>72.55</td>
</tr>
</tbody>
</table>

Table 1: Evaluation on DDI extraction from texts as input the SMILES (Weininger, 1988) string encoding of the molecule from DrugBank and then converted it into the graph using RDKit (Landrum, 2016) as illustrated in Figure 2. For the atom features, we used randomly embedded vectors for each atom (i.e., C, O, N, ...). We also used 4 bond types: single, double, triple, or aromatic.

3.3 Training Settings

We employed mini-batch training using the Adam optimizer (Kingma and Ba, 2015). We used L2 regularization to avoid over-fitting. We tuned the bias term \( b^{(2)} \) for negative examples in the final softmax layer. For the hyper-parameters, please refer to the supplementary materials.

We employed pre-trained word embeddings trained by using the word2vec tool (Mikolov et al., 2013) on the 2014 MEDLINE/PubMed baseline distribution. The vocabulary size was 215,840. The embedding of the drugs, i.e., DRUG1 and DRUG2 were initialized with the pre-trained embedding of the word drug. The embeddings of training words that did not appear in the pre-trained embeddings were initialized with the average of all pre-trained word embeddings. Words that appeared only once in the training data were replaced with an UNK word during training, and the embedding of words in the test data set that did not appear in both training and pre-trained embeddings were set to the embedding of the UNK word. Word position embeddings are initialized with random values drawn from a uniform distribution.

We set the molecule-based vectors of unmatched entities to zero vectors.

4 Results

Table 1 shows the performance of DDI extraction models. We show the performance without negative instance filtering or ensemble for the fair comparison. We observe the increase of recall and F-score by using molecular information, which results in the state-of-the-art performance with GGNN.

Both GCNs improvements were statistically significant (\( p < 0.05 \) for NFP and \( p < 0.005 \) for GGNN) with randomized shuffled test.

Table 2 shows F-scores on individual DDI types. The molecular information improves F-scores especially on type Mechanism and Effect.

We also evaluated the accuracy of binary classification on DrugBank pairs by using only the molecular information in Table 3. The performance is high, although the accuracy is evaluated on automatically generated negative instances.

Finally, we applied the molecular-based DDI classification model trained on DrugBank to the DDIExtraction 2013 task data set. Since the DrugBank has no detailed labels, we mapped all four types of interactions to positive interactions and evaluated the classification performance. The results in Table 4 show that GCNs produce higher recall than precision and the overall performance is low considering the high performance on DrugBank pairs. This might be because the interactions of drugs are not always mentioned in texts even if the drugs can interact with each other and because hedged DDI mentions are annotated as DDIs in the text data set. We also trained the DDI extraction model only with molecular information by replacing \( h_m \) with \( h_{all} \), but the F-scores were quite low (\(< 5\%\)). These results show that we cannot predict textual relations only with molecular information.
5 Related Work

Various feature-based methods have been proposed during and after the DDIExtraction-2013 shared task (Segura Bedmar et al., 2013). Kim et al. (2015) proposed a two-phase SVM-based approach that employed a linear SVM with rich features that consist of word, word pair, dependency graph, parse tree, and noun phrase-based constrained coordination features. Zheng et al. (2016) proposed a context vector graph kernel to exploit various types of contexts. Raihani and Laachfoubi (2017) also employed a two-phase SVM-based approach using non-linear kernels and they proposed five groups of features: word, drug, pair of drug, main verb and negative sentence features. Our model does not use any features or kernels.

Various neural DDI extraction models have been recently proposed using CNNs and Recurrent Neural Networks (RNNs). Liu et al. (2016) built a CNN-based model based on word and position embeddings. Zheng et al. (2017) proposed a Bidirectional Long Short-Term Memory RNN (Bi-LSTM)-based model with an input attention mechanism, which obtained target drug-specific word representations before the Bi-LSTM. Lim et al. (2018) proposed Recursive neural network-based model with a subtree containment feature and an ensemble method. This model showed the state-of-the-art performance on the DDIExtraction 2013 shared task data set if systems do not use negative instance filtering. These approaches did not consider molecular information, and they can also be enhanced by the molecular information.

Vilar et al. (2017) focused on detecting DDIs from different sources such as pharmacovigilance sources, scientific biomedical literature and social media. They did not use deep neural networks and they did not consider molecular information.

Learning representations of graphs are widely studied in several tasks such as knowledge base completion, drug discovery, and material science (Wang et al., 2017; Gilmer et al., 2017). Several graph convolutional neural networks have been proposed such as NFP (Duvenaud et al., 2015), GGNN (Li et al., 2016), and Molecular Graph Convolutions (Kearnes et al., 2016), but they have not been applied to DDI extraction.

6 Conclusions

We proposed a novel neural method for DDI extraction using both textual and molecular information. The results show that DDIs can be predicted with high accuracy from molecular structure information and that the molecular information can improve DDI extraction from texts by 2.39 percept points in F-score on the data set of the DDIExtraction 2013 shared task.

As future work, we would like to seek the way to model the textual and molecular representations jointly with alleviating the differences in labels. We will also investigate the use of other information in DrugBank.
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Abstract

Named Entity Disambiguation (NED) systems perform well on news articles and other texts covering a specific time interval. However, NED quality drops when inputs span long time periods like in archives or historic corpora. This paper presents the first time-aware method for NED that resolves ambiguities even when mention contexts give only few cues. The method is based on computing temporal signatures for entities and comparing these to the temporal contexts of input mentions. Our experiments show superior quality on a newly created diachronic corpus.¹

1 Introduction

Problem. Schumacher convinced to win on Sunday. When this news headline is fed into modern tools for Named Entity Disambiguation (NED), virtually all of them would map the mention Schumacher onto the former Formula One champion Michael Schumacher, as the best-fitting entity from a Wikipedia-centric knowledge base (KB). However, knowing that Sunday refers to August 14, 1949, i.e., ignoring the surface form but exploiting normalized information, it becomes clear that the text actually refers to the German politician Kurt Schumacher. State-of-the-art NED methods (see surveys by Hachey et al. (2013), Ling et al. (2015), Shen et al. (2015)) tend to miss this because they are designed and trained for temporally focused input corpora such as current news, and do not cope well with longitudinal archives and other diachronic corpora that span decades. Standard NED benchmarks from CoNLL and TAC do not reflect this difficulty either.

Contribution. Our approach to this problem is to compute temporal signatures for entities in the KB, and to use these as expressive features when comparing candidate entities against the context of an input mention. Temporal signatures are embeddings that reflect the importance of different years for entities. They are automatically constructed by extracting and normalizing temporal expressions in entity descriptions such as Wikipedia articles. Analogously, temporal signals are captured in the contexts of textual mentions and represented by embeddings.

What is needed here is a better way of capturing temporal context, for both the mention Schumacher and each of the candidate entities. Figure 1 illustrates “time profiles” for sample entities with highly ambiguous names. Normalized temporal information from the input context, such as Sunday (1949–08–14), can provide additional cues for proper disambiguation. The problem addressed in this paper is how to model and capture temporal contexts and how to enhance NED with this novel asset.

Contribution. Our approach to this problem is to compute temporal signatures for entities in the KB, and to use these as expressive features when comparing candidate entities against the context of an input mention. Temporal signatures are embeddings that reflect the importance of different years for entities. They are automatically constructed by extracting and normalizing temporal expressions in entity descriptions such as Wikipedia articles. Analogously, temporal signals are captured in the contexts of textual mentions and represented by embeddings.

The time-aware NED method that we devise with these features can robustly cope with inputs

¹The diaNED corpus and the temporal signatures of entities are publicly available: https://www.mpi-inf.mpg.de/yago-naga/dianed/.

from diachronic corpora. We propose a new evaluation benchmark, based on the New York Times Archive, spanning more than 20 years, and the history collection historynet.com, spanning several centuries. Our experiments demonstrate that time-aware NED substantially outperforms some of the best standard NED tools.

2 Temporal Signatures and Contexts

Better context representation improves disambiguation quality (see, e.g., Shen et al. (2015)). As the underlying entity descriptions (e.g., Wikipedia articles) are not only textually but also temporally related to their mentions, we enrich the context representation with a temporal dimension, which no prior work handles explicitly.

We model the temporal dimension by embedding vectors. The embeddings represent the temporal signatures of entities in a KB and the temporal contexts of entity mentions in text in a joint vector space. Then, the similarity between them quantifies their temporal relatedness.

Temporal vector space. We use 2,050 dimensions (years 1 AD to 2050) to define the vector space. Coarser and finer granularities than years could be used, but finer ones (e.g., days) are rarely needed for NED and coarser granularities (e.g., centuries) are too vague.\footnote{In an analysis of temporal expressions extracted with HeidelTime from the Wikipedia corpus (August 2016 dump), we find that there are on average 18.500 expressions per year value (with year values ranging from 0001 AD to 2050 AD) in contrast to only 9.64 expressions per day value (with day values ranging from 0001-01-01 to 2050-12-31). Therefore, using year level identifiers to define our temporal vector space results in short and non-sparse temporal vectors.}

Temporal signatures of entities. We use the temporal tagger HeidelTime (Strögen and Gertz, 2010; Strögen and Gertz, 2015) to extract and normalize date expressions from an entity’s Wikipedia page\footnote{August 2016 Wikipedia dump} and aggregate them by years. This results in a count-based temporal vector $t^e_e = (t^e_{0001}, \ldots, t^e_i, \ldots, t^e_{2050})$ where $t^e_i$ is the total number of temporal expressions extracted from $e$’s Wikipedia page referring to year $i$. Temporal expressions of finer granularities are mapped to respective years and expressions of coarser granularities than year are currently ignored.

As the count-based vectors may overfit to the entity descriptions and to avoid discontinuity in the temporal signatures, we apply exponential smoothing and get smoothed temporal vectors $t^e_s = (t^e_{0001}, \ldots, t^e_i, \ldots, t^e_{2050})$ such that $t^e_i = \alpha \cdot t^e_i + (1 - \alpha) \cdot t^e_{i-1}$, for $i > 0001$ where $\alpha$ is the smoothing factor with $0 \leq \alpha \leq 1$. For further smoothing, this procedure can be recursively applied $n$ times. In experiments, we set $\alpha = 0.2$ and $n = 2$ based on cross-validation.

Temporal contexts of entity mentions. We exploit temporal expressions in the surrounding text of entity mentions and the texts’ publication dates. In news-style articles, entities are likely to be related to the document creation time (dct), while dates in the content are important for other types of documents (Strögen and Gertz, 2016).

Temporal vectors for mentions $t_m$ are thus a combination of a one-hot temporal vector $t^dct_m = (0, ..., t_i, ..., 0)$ where $t_i=1$ if $i$ is the dct’s year, and $t^content_m$ containing dates extracted by a temporal tagger in the immediate context of the mention (e.g., in the same sentence or paragraph), aggregated by year. $t^dct_m$ and $t^content_m$ are linearly combined as $t_m = \lambda \cdot t^dct_m + (1 - \lambda) \cdot t^content_m$ where $\lambda$ (with $0 \leq \lambda \leq 1$) weights the components.

Relatedness. We calculate the temporal relatedness between a mention and all candidate entities as the cosine similarity between $t_m$ and $t_e$.

3 Time-aware NED

To test the importance of time-awareness for NED, we use two settings. We enhance a basic NED system and a state-of-the-art system by enriching both with temporal signatures and contexts.

diaNED-1. as basic NED system, uses a mention-entity prior reflecting entity prominence and a keyphrase-based language model for the similarity of mention and entity contexts (as suggested by Hoffart et al. (2011)). These components are cast into edge weights for a graph over which the final disambiguation is computed. Hyper-parameters for the relative influence of the two components are tuned using an SVM.

We added the temporal dimension to the feature set and retrained the model accordingly to get new feature weights.

diaNED-2 based on Yamada et al. (2016): This is a learning-to-rank-based model. Besides mention-priors and string-similarity features, it uses word and entity embeddings trained in a joint vector space to model context and coherence. The intuition is that a good candidate entity vector must be close to the word and entity vectors appearing in the same context.
Yamada et al. (2016) measures entity context by averaging the word vectors of the proper noun neighbors and calculating the cosine similarity with each candidate entity. Similarly, the coherence between entities is measured by computing the cosine similarity between candidates and the average of the other entities in the neighborhood.

diaNED-2 enhances this model as follows. We compute the cosine similarity between the mention’s and the candidate entities’ temporal vectors, and normalize the time relatedness scores across candidate entities. Finally, all similarity features are used to train a binary classifier with gradient-boosted decision trees. The top-ranked candidate entity in each pool of candidates is assigned to the mention being evaluated.

4 A Diachronic NED Data Set

Datasets for NED evaluation contain articles published within a short period. Consequently, all mentions share a temporal context making it difficult to evaluate temporal variability. CoNLL-AIDA (Hoffart et al., 2011) are newswire articles from 1996, TAC 2010 (Ji et al., 2010) news and forum articles from 2004–2007, and Microposts-2014 (Cano et al., 2014) tweets from 2011.

To account for this limitation, we create a new diachronic benchmark containing documents with heterogeneous temporal context. As in Microposts-2014, we limit documents to single sentences and headlines from HistoryNet.com (HN) and The New York Times corpus (NYT). For the annotation process, we followed the entity annotation guidelines, which have been used for annotating CoNLL-AIDA (Hoffart et al., 2011).

HN is an online resource of world history with information on popular historical topics. Its section Today in History contains short texts on what happened on a specific day with a total of 7,061 facts/events (excluding born today). Using Stanford NER (Finkel et al., 2005), we extracted 13,773 entity mentions and randomly selected 350 of them. We annotated all entity mentions in respective sentences with their Wikipedia ids. After removing NER errors and out-of-KB entities, the dataset contains 865 gold entity mentions in 334 sentences. Examples are: “Conrad II claims the throne in France” from 1032 or “The Old Pretender, son of James III dies” from 1766.

NYT contains more than 1.5 million documents published between 1987 and 2007. After applying the same procedure, the dataset contains 368 manually annotated mentions in 290 news headlines. Examples are “Arafat’s Faction is Said to Avoid Guerrilla Actions” from 1989 or “U.N. Aide to Meet Milosevic, Angering Some” from 1999.

As HN texts come without further context, entity mentions are rather explicit. Entity mentions in NYT’s headlines are more ambiguous as more information is available in the articles and the entities are mostly, at the time of publication, prominent and obvious to the reader.

Finally, we created a third subset from the 7,061 documents of HistoryNet.com with 13,773 entity mentions. It contains the sentences with all the entity mentions which are linked to different entities by diaNED-2 depending on whether it uses its time-awareness or not, i.e., whether diaNED-2 is trained with or without the temporal feature. This set (HN-timediff) contains 567 manually annotated entities from 547 documents. It is the most challenging subset as all entity mentions are difficult to disambiguate.

5 Evaluation

To evaluate the importance of temporal information in NED, we focus in our analysis on the newly created diaNED corpus. As standard NED datasets CoNLL-AIDA and TAC 2010 contain only articles published within a short period of time, they are not suited for evaluating time-aware NED (cf. Section 4), and experiments on these datasets showed no significant differences between using diaNED-1 and diaNED-2 with or without their time-awareness features.

Note that the temporal contexts in the HN sentences and the NYT headlines of the diaNED corpus are part of the metadata. Thus, to ensure a fair comparison among all systems, we added the temporal contexts in the form of year information to all documents to allow the non-time-aware systems to exploit the temporal context in case the respective year number occurs as part of the entities’ textual context.4

5.1 Intra-system Comparison

As described above, we (re-)implemented two NED systems as diaNED-1 and diaNED-2. To al-

4Disambiguation quality of non-time-aware systems was generally lower without this additional information. The diaNED corpus contains all sentences with and without year information so that evaluation results can be reproduced for both settings.
low the systems to adapt to the diachronic corpus without considering temporal information explicitly, we retrained the systems so that appropriate weights are learnt for each standard feature. Due to the rather small size of the diaNED corpus, we use bootstrapping (i.e., train and evaluate on 50 randomly shuffled versions of the corpus) with and without using the time-awareness feature.

**diaNED-1.** Table 1 shows micro-accuracy for our basic NED system on the HN and NYT sets of diaNED. Significant gains are achieved when combining the prior and context features with the time-awareness feature. This demonstrates that NED systems with standard features can be improved by making them time-aware.

**diaNED-2.** Table 2 shows micro-accuracy for our re-implementation of Yamada et al. (2016)’s initial features with and without the time-awareness feature. As can be seen in the table, adding the temporal feature improves the results significantly in each setting on both sets, which demonstrates that even state-of-the-art systems can be improved by making them time-aware.

### 5.2 Inter-system Comparison

In Table 3, we compare the time-aware NED approach diaNED-2 to various NED tools available via GERBIL (v. 1.2.5) (Usbeck et al., 2015) and to the recent work by Gupta et al. (2017). As all systems are used with standard settings, we also trained diaNED-2 on standard NED training data (CoNLL-AIDA) with the temporal context of entity mentions being the respective article’s year of publication. However, due to the differences in what kind of entities the systems consider and what kind of candidate entity lookup dictionaries they use, the systems are not directly comparable and the performance differences should be interpreted with a grain of salt. Nevertheless, time-awareness further increases the distance between (Yamada et al., 2016) and the second best system significantly, which demonstrates its usefulness for NED.

### 5.3 Type-based Analysis

To gain further insights about the importance of time-awareness, we analyzed the results of diaNED-2 with and without temporal feature on the HN-timediff set of our benchmark (Table 4). On these particularly challenging documents, the time-awareness feature helps to improve NED quality for all entity types. While location and organization entities moderately benefit, there is a huge performance increase for person entities. The explanation that person entities benefit most could be that person entities have comparably short life spans and are thus most time-sensitive.

### 6 Related Work

Starting with the early work of Bunescu and Pasca (2006), Cucerzan (2007), Mihalcea and Csomai (2007), and Milne and Witten (2008),...
NED methods and tools have been greatly advanced and become mature. Many systems use a combination of (i) local features like string similarities, lexico-syntactic characteristics and context between mentions and candidate entities and (ii) global features like the coherence among a set of selected entities. The inference over this feature space is typically performed by probabilistic graphical models, learning-to-rank techniques or algorithms related to such models (see, e.g., Ratinov et al. (2011), Hoffart et al. (2011), Ferragina and Scaiella (2012), Cheng and Roth (2013), Guo and Barbosa (2014), Durrett and Klein (2014), Chisholm and Hachey (2015), Pershina et al. (2015), Lazic et al. (2015), Nguyen et al. (2016), Globerson et al. (2016), Eshel et al. (2017), and Ganea and Hofmann (2017)). The GERBIL framework (Usbeck et al., 2015) provides a unified way of evaluating a wide variety of NED tools and services.

A recent line of work uses representational learning to characterize contexts through embeddings (e.g., He et al. (2013), Sun et al. (2015), Francis-Landau et al. (2016), Yamada et al. (2016), Gupta et al. (2017), Yamada et al. (2017)). These approaches naturally lend themselves towards inference by neural networks such as LSTMs. In our experiments, the Neural Text-Entity Encoder by Yamada et al. (2016) serves as state-of-the-art baseline.

While temporal information was used as a global feature to compute coherence between entity lifespans (Hoffart et al., 2013), no prior work on named entity disambiguation made explicit use of temporal information as a local feature. However, the value of time has been shown in a variety of other information extraction tasks, such as relation extraction (UzZaman et al., 2013; Mirza and Tonelli, 2016), event extraction (Kuzey et al., 2016; Spitz and Gertz, 2016), and slot filling (Ji et al., 2011; Surdeanu et al., 2011; Surdeanu, 2013), as well as in the context of information retrieval (Berberich et al., 2010; Agarwal and Strögen, 2017) and fact checking (Popat et al., 2017). In this paper, inspired by the importance of temporal information for many NLP tasks, we analyzed its value for NED.

7 Conclusions and Ongoing Work

We proposed the first NED method with explicit consideration of temporal background. As demonstrated in our experiments, this time-awareness improves NED quality over diachronic texts that span long time periods. The diaNED dataset and the temporal signatures of entities are publicly available.\footnote{https://www.mpi-inf.mpg.de/yago-naga/dianed/}

Currently, we integrate a strategy for handling out-of-KB entities to determine how temporal affinity may help in the nil detection problem. Furthermore, we plan large-scale experiments with distant supervision data which will also allow to evaluate the effectiveness of considering temporal expressions in the context of the entity mentions as further temporal context information. Finally, using a multilingual temporal tagger (Strögen and Gertz, 2015), the value of time for NED could be studied for further languages.
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Abstract

Many corpora span broad periods of time. Language processing models trained during one time period may not work well in future time periods, and the best model may depend on specific times of year (e.g., people might describe hotels differently in reviews during the winter versus the summer). This study investigates how document classifiers trained on documents from certain time intervals perform on documents from other time intervals, considering both seasonal intervals (intervals that repeat across years, e.g., winter) and non-seasonal intervals (e.g., specific years). We show experimentally that classification performance varies over time, and that performance can be improved by using a standard domain adaptation approach to adjust for changes in time.

1 Introduction

Language, and therefore data derived from language, changes over time (Ullmann, 1962). Word senses can shift over long periods of time (Wilkins, 1993; Wijaya and Yeniterzi, 2011; Hamilton et al., 2016), and written language can change rapidly in online platforms (Eisenstein et al., 2014; Goel et al., 2016). However, little is known about how shifts in text over time affect the performance of language processing systems.

This paper focuses on a standard text processing task, document classification, to provide insight into how classification performance varies with time. We consider both long-term variations in text over time and seasonal variations which change throughout a year but repeat across years. Our empirical study considers corpora containing formal text spanning decades as well as user-generated content spanning only a few years.

After describing the datasets and experiment design, this paper has two main sections, respectively addressing the following research questions:

1. In what ways does document classification depend on the timestamps of the documents?
2. Can document classifiers be adapted to perform better in time-varying corpora?

To address question 1, we train and test on data from different time periods, to understand how performance varies with time. To address question 2, we apply a domain adaptation approach, treating time intervals as domains. We show that in most cases this approach can lead to improvements in classification performance, even on future time intervals.

1.1 Related Work

Time is implicitly embedded in the classification process: classifiers are often built to be applied to future data that doesn’t yet exist, and performance on held-out data is measured to estimate performance on future data whose distribution may have changed. Methods exist to adjust for changes in the data distribution (covariate shift) (Shimodaira, 2000; Bickel et al., 2009), but time is not typically incorporated into such methods explicitly.

One line of work that explicitly studies the relationship between time and the distribution of data is work on classifying the time period in which a document was written (document dating) (Kanhabua and Nørvåg, 2008; Chambers, 2012; Kotakos et al., 2014). However, this task is directed differently from our work: predicting timestamps given documents, rather than predicting information about documents given timestamps.
2 Datasets and Experimental Setup

Our study experiments with six corpora:

- **Reviews:** Three corpora containing reviews labeled with sentiment: music reviews from Amazon (He and McAuley, 2016), and hotel reviews and restaurant reviews from Yelp.\(^1\) We discarded reviews that had fewer than 10 tokens or a helpfulness/usefulness score of zero. The reviews with neutral scores were removed.

- **Politics:** Sentences from the American party platforms of Republicans and Democrats from 1948 to 2016, available every four years.\(^2\)

- **News:** Newspaper articles from 1950-2014, labeled with whether the article is relevant to the US economy.\(^3\)

- **Twitter:** Tweets labeled with whether they indicate that the user received an influenza vaccination (i.e., a flu shot) (Huang et al., 2017).

Our experiments require documents to be grouped into time intervals. Table 1 shows the intervals for each corpus. Documents that fall outside of these time intervals were removed. We grouped documents into two types of intervals:

- **Seasonal:** Time intervals within a year (e.g., January through March) that may be repeated across years.

- **Non-seasonal:** Time intervals that do not repeat (e.g., 1997-1999).

For each dataset, we performed binary classification, implemented in `sklearn` (Pedregosa et al., 2011). We built logistic regression classifiers with TF-IDF weighted \(n\)-gram features \((n \in \{1, 2, 3\})\), removing features that appeared in less than 2 documents. Except when otherwise specified, we held out a random 10% of documents as validation data for each dataset. We used Elastic Net (combined \(\ell_1\) and \(\ell_2\) regularization (Zou and Hastie, 2005), and tuned the regularization parameters to maximize performance on the validation data. We evaluated the performance using weighted F1 scores.

3 How Does Classification Performance Vary with Time?

We first conduct an analysis of how classifier performance depends on the time intervals in which it is trained and applied. For each corpus, we train the classifier on each time interval and test on each time interval. We downsampled the training data within each time interval to match the number of documents in the smallest interval, so that differences in performance are not due to the size of the training data.

In all experiments, we train a classifier on a partition of 80% of the documents in the time interval, and repeat this five times on different partitions, averaging the five F1 scores to produce the final estimate. When training and testing on the same interval, we test on the held-out 20% of documents in that interval (standard cross-validation). When testing on different time intervals, we test on all documents, since they are all held-out from the training interval; however, we still train on five subsets of 80% of documents, so that the training data is identical across all experiments.

Finally, to understand why performance varies, we also qualitatively examined how the distribution of content changes across time intervals. To measure the distribution of content, we trained a topic model with 20 topics using `gensim` (Rehůřek and Sojka, 2010) with default parameters. We associated each document with one topic (the most probable topic in the document), and then calculated the proportion of each topic within a time period as the proportion of documents in that time period assigned to that topic. We can then visualize the extent to which the distribution of 20 topics varies by time.

---

\(^1\)https://www.yelp.com/dataset

\(^2\)https://www.comparativeagendas.net/datasets_codebooks

\(^3\)https://www.crowdflower.com/data-for-everyone/

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Time intervals (non-seasonal)</th>
<th>Time intervals (seasonal)</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reviews (hotels)</td>
<td>2005-08, 2009-11, 2012-14, 2015-17</td>
<td>Jan-Mar, Apr-Jun, Jul-Sep, Oct-Dec</td>
<td>78.6K</td>
</tr>
<tr>
<td>Reviews (restaurants)</td>
<td>2005-08, 2009-11, 2012-14, 2015-17</td>
<td>Jan-Mar, Apr-Jun, Jul-Sep, Oct-Dec</td>
<td>1.16M</td>
</tr>
</tbody>
</table>

Table 1: Descriptions of corpora spanning multiple time intervals. Size is the number of documents.
3.1 Seasonal Variability

The top row of Figure 1 shows the test scores from training and testing on each pair of seasonal time intervals for four of the datasets. We observe very strong seasonal variations in the economic news corpus, with a drop in F1 score on the order of 10 when there is a mismatch in the season between training and testing. There is a similar, but weaker, effect on performance in the music reviews from Amazon and the vaccine tweets. There was virtually no difference in performance in any of the pairs in both review corpora from Yelp (restaurants, not pictured, and hotels).

To help understand why the performance varies, Figure 2 (left) shows the distribution of topics in each seasonal interval for two corpora: Amazon music reviews and Twitter. We observe very little variation in the topic distribution across seasons in the Amazon corpus, but some variation in the Twitter corpus, which may explain the large performance differences when testing on held-out seasons in the Twitter data as compared to the Amazon corpus.

For space, we do not show the descriptions of the topics, but instead only the shape of the distributions to show the degree of variability. We did qualitatively examine the differences in word features across the time periods, but had difficulty interpreting the observations and were unable to draw clear conclusions. Thus, characterizing the ways in which content distributions vary over time, and why this affects performance, is still an open question.

3.2 Non-seasonal Variability

The bottom row of Figure 1 shows the test scores from training and testing on each pair of non-seasonal time intervals. A strong pattern emerges in the political parties corpus: F1 scores can drop by as much as 40 points when testing on different time intervals. This is perhaps unsurprising, as this collection spans decades, and US party positions have substantially changed over time. The performance declines more when testing on time intervals that are further away in time from the training interval, suggesting that changes in party platforms shift gradually over time. In contrast, while there was a performance drop when testing outside the training interval in the economic news corpus, the drop was not gradual. In the Twitter dataset (not pictured), F1 dropped by an average of 4.9 points outside the training interval.

We observe an intriguing non-seasonal pattern that is consistent in both of the review corpora from Yelp, but not in the music review corpus from Amazon (not pictured), which is that the classification performance fairly consistently increases over time. Since we sampled the dataset so that the time intervals have the same number of reviews, this suggests something else changed over time about the way reviews are written that makes the sentiment easier to detect.

The right side of Figure 2 shows the topic distribution in the Amazon and Twitter datasets across non-seasonal intervals. We observe higher levels of variability across time in the non-seasonal intervals as compared to the seasonal intervals.
3.3 Discussion

Overall, it is clear that classifiers generally perform best when applied to the same time interval they were trained. Performance diminishes when applied to different time intervals, although different corpora exhibit different patterns in the way in which the performance diminishes. This kind of analysis can be applied to any corpus and could provide insights into characteristics of the corpus that may be helpful when designing a classifier.

4 Making Classification Robust to Temporality

We now consider how to improve classifiers when working with datasets that span different time intervals. We propose to treat this as a domain adaptation problem. In domain adaptation, any partition of data that is expected to have a different distribution of features can be treated as a domain (Joshi et al., 2013). Traditionally, domain adaptation is used to adapt models to a common task across rather different sets of data, e.g., a sentiment classifier for different types of products (Blitzer et al., 2007). Recent work has also applied domain adaptation to adjust for potentially more subtle differences in data, such as adapting for differences in the demographics of authors (Volkova et al., 2013; Lynn et al., 2017). We follow the same approach, treating time intervals as domains.

In our experiments, we use the feature augmentation approach of Daumé III (2007) to perform domain adaptation. Each feature is duplicated to have a specific version of the feature for every domain, as well as a domain-independent version of the feature. In each instance, the domain-independent feature and the domain-specific feature for that instance’s domain have the same feature value, while the value is zeroed out for the domain-specific features for the other domains. This is equivalent to a model where the feature weights are domain specific but share a Gaussian prior across domains (Finkel and Manning, 2009). This approach is widely used due to its simplicity, and derivatives of this approach have been used in similar work (e.g., (Lynn et al., 2017)). Following Finkel and Manning (2009), we separately adjust the regularization strength for the domain-independent feature weights and the domain-specific feature weights.

4.1 Seasonal Adaptation

We first examine classification performance on the datasets when grouping the seasonal time intervals (January-March, April-June, July-August, September-December) as domains and applying the feature augmentation approach for domain adaptation. As a baseline comparison, we apply the same classifier, but without domain adaptation.

Results are shown in Table 2. We see that applying domain adaptation provides a small boost in three of the datasets, and has no effect on two of the datasets. If this pattern holds in other corpora, then this suggests that it does not hurt performance to apply domain adaptation across different times of year, and in some cases can lead to a small performance boost.

<table>
<thead>
<tr>
<th>Data (Seasonal)</th>
<th>Baseline</th>
<th>Adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reviews (music)</td>
<td>.901</td>
<td>.919</td>
</tr>
<tr>
<td>Reviews (hotels)</td>
<td>.867</td>
<td>.881</td>
</tr>
<tr>
<td>Reviews (restaurants)</td>
<td>.874</td>
<td>.898</td>
</tr>
<tr>
<td>News (economy)</td>
<td>.782</td>
<td>.782</td>
</tr>
<tr>
<td>Twitter (vaccines)</td>
<td>.881</td>
<td>.880</td>
</tr>
</tbody>
</table>

Table 2: F1 scores when treating each seasonal time interval as a domain and applying domain adaptation compared to using no adaptation.
4.2 Non-seasonal Adaptation

We now consider the non-seasonal time intervals (spans of years). In particular, we consider the scenario when one wants to apply a classifier trained on older data to future data. This requires a modification to the domain adaptation approach, because future data includes domains that did not exist in the training data, and thus we cannot learn domain-specific feature weights. To solve this, we train in the usual way, but when testing on future data, we only include the domain-independent features. The intuition is that the domain-independent parameters should be applicable to all domains, and so using only these features should lead to better generalizability to new domains. We test this hypothesis by training the classifiers on all but the last time interval, and testing on the final interval. For hyperparameter tuning, we used the final time interval of the training data (i.e., the penultimate interval) as the validation set. The intuition is that the penultimate interval is the closest to the test data and thus is expected to be most similar to it.

Results are shown in the first three columns of Table 3. We see that this approach leads to a small performance boost in all cases except the Twitter dataset. This means that this simple feature augmentation approach has the potential to make classifiers more robust to future changes in data.

How to apply the feature augmentation technique to unseen domains is not well understood. By removing the domain-specific features, as we did here, the prediction model has changed, and so its behavior may be hard to predict. Nonetheless, this appears to be a successful approach.

4.2.1 Adding Seasonal Features

We also experimented with including the seasonal features when performing non-seasonal adaptation. In this setting, we train the models with two domain-specific features in addition to the domain-independent features: one for the season, and one for the non-seasonal interval. As above, we remove the non-seasonal features at test time; however, we retain the season-specific features in addition to the domain-independent features, as they can be reused in future years.

The results of this approach are shown in the last column of Table 3. We find that combining seasonal and non-seasonal features together leads to an additional performance gain in most cases.

5 Conclusion

Our experiments suggest that time can substantially affect the performance of document classification, and practitioners should be cognizant of this variable when developing classifiers. A simple analysis comparing pairs of time intervals can provide insights into how performance varies with time, which could be a good practice to do when initially working with a corpus. Our experiments also suggest that simple domain adaptation techniques can help account for this variation.

We make two practical recommendations following the insights from this work. First, evaluation will be most accurate if the test data is as similar as possible to whatever future data the classifier will be applied to, and one way to achieve this is to select test data from the chronological end of the corpus, rather than randomly sampling data without regard to time. Second, we observed that performance on future data tends to increase when hyperparameter tuning is conducted on later data; thus, we also recommend sampling validation data from the chronological end of the corpus.
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Abstract

Query auto-completion is a search engine feature whereby the system suggests completed queries as the user types. Recently, the use of a recurrent neural network language model was suggested as a method of generating query completions. We show how an adaptable language model can be used to generate personalized completions and how the model can use online updating to make predictions for users not seen during training. The personalized predictions are significantly better than a baseline that uses no user information.

1 Introduction

Query auto-completion (QAC) is a feature used by search engines that provides a list of suggested queries for the user as they are typing. For instance, if the user types the prefix “mete” then the system might suggest “meters” or “meteorite” as completions. This feature can save the user time and reduce cognitive load (Cai et al., 2016).

Most approaches to QAC are extensions of the Most Popular Completion (MPC) algorithm (Bar-Yossef and Kraus, 2011). MPC suggests completions based on the most popular queries in the training data that match the specified prefix. One way to improve MPC is to consider additional signals such as temporal information (Shokouhi and Radinsky, 2012; Whiting and Jose, 2014) or information gleaned from a users’ past queries (Shokouhi, 2013). This paper deals with the latter of those two signals, i.e., personalization. Personalization relies on the fact that query likelihoods are drastically different among different people depending on their needs and interests.

Recently, Park and Chiba (2017) suggested a significantly different approach to QAC. In their work, completions are generated from a character LSTM language model instead of by ranking completions retrieved from a database, as in the MPC algorithm. This approach is able to complete queries whose prefixes were not seen during training and has significant memory savings over having to store a large query database.

Building on this work, we consider the task of personalized QAC, advancing current methods by combining the obvious advantages of personalization with the effectiveness of a language model in handling rare and previously unseen prefixes. The model must learn how to extract information from a user’s past queries and use it to adapt the generative model for that person’s future queries. To do this, we leverage recent advances in context-adaptive neural language modeling. In particular, we make use of the recently introduced FactorCell model that uses an embedding vector to additively transform the weights of the language model’s recurrent layer with a low-rank matrix (Jaech and Ostendorf, 2017). By allowing a greater fraction of the weights to change during personalization, the FactorCell model has advantages over the traditional approach to adaptation of concatenating a context vector to the input of the LSTM (Mikolov and Zweig, 2012).

Table 1 provides an anecdotal example from

<table>
<thead>
<tr>
<th></th>
<th>Cold Start</th>
<th>Warm Start</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>bank of america</td>
<td>bank of america</td>
</tr>
<tr>
<td>2</td>
<td>barnes and noble</td>
<td>basketball</td>
</tr>
<tr>
<td>3</td>
<td>babiesrus</td>
<td>baseball</td>
</tr>
<tr>
<td>4</td>
<td>baby names</td>
<td>barnes and noble</td>
</tr>
<tr>
<td>5</td>
<td>bank one</td>
<td>baltimore</td>
</tr>
</tbody>
</table>

Table 1: Top five completions for the prefix “ba” for a cold start model with no user knowledge and a warm model that has seen the queries espn, sports news, nascar, yankees, and nba.
the trained FactorCell model to demonstrate the intended behavior. The table shows the top five completions for the prefix “ba” in a cold start scenario and again after the user has completed five sports related queries. In the warm start scenario, the “baby names” and “babiesrus” completions no longer appear in the top five and have been replaced with “basketball” and “baseball”.

The novel aspects of this work are the application of an adaptive language model to the task of QAC personalization and the demonstration of how RNN language models can be adapted to contexts (users) not seen during training. An additional contribution is showing that a richer adaptation framework gives added gains with added data.

2 Model

Adaptation depends on learning an embedding for each user, which we discuss in Section 2.1, and then using that embedding to adjust the weights of the recurrent layer, discussed in Section 2.2.

2.1 Learning User Embeddings

During training, we learn an embedding for each of the users. We think of these embeddings as holding latent demographic factors for each user. Users who have less than 15 queries in the training data (around half the users but less than 13% of the queries) are grouped together as a single entity, user1, leaving k users. The user embeddings matrix U_{k \times m}, where m is the user embedding size, is learned via back-propagation as part of the end-to-end model. The embedding for an individual user is the i-th row of U and is denoted by u_i.

It is important to be able to apply the model to users that are not seen during training. This is done by online updating of the user embeddings during evaluation. When a new person, user_{k+1} is seen, a new row is added to U and initialized to u_1. Each person’s user embedding is updated via back-propagation every time they select a query. When doing online updating of the user embeddings, the rest of the model parameters (everything except U) are frozen.

2.2 Recurrent Layer Adaptation

We consider three model architectures which differ only in the method for adapting the recurrent layer. First is the unadapted LM, analogous to the model from Park and Chiba (2017), which does no personalization. The second architecture was introduced by Mikolov and Zweig (2012) and has been used multiple times for LM personalization (Wen et al., 2013; Huang et al., 2014; Li et al., 2016). It works by concatenating a user embedding to the character embedding at every step of the input to the recurrent layer. Jaech and Ostdorf (2017) refer to this model as the ConcatCell and show that it is equivalent to adding a term V u to adjust the bias of the recurrent layer. The hidden state of a ConcatCell with embedding size e and hidden state size h is given in Equation 1 where σ is the activation function, w_{i} is the character embedding, h_{t-1} is the previous hidden state, and W \in \mathbb{R}^{e \times h} and b \in \mathbb{R}^{h} are the recurrent layer weight matrix and bias vector.

\[ h_{t} = \sigma([w_{t}, h_{t-1}] W + b + V u) \] (1)

Adapting just the bias vector is a significant limitation. The FactorCell model, (Jaech and Ostdorf, 2017), remedies this by letting the user embedding transform the weights of the recurrent layer via the use of a low-rank adaptation matrix. The FactorCell uses a weight matrix W' = W + A that has been additively transformed by a personalized low-rank matrix A. Because the FactorCell weight matrix W' is different for each user (See Equation 2), it allows for a much stronger adaptation than what is possible using the more standard ConcatCell model.\(^{1}\)

\[ h_{t} = \sigma([w_{t}, h_{t-1}] W' + b) \] (2)

The low-rank adaptation matrix A is generated by taking the product between a user’s m dimensional embedding and left and right bases tensors, Z_L \in \mathbb{R}^{m \times e + h \times r} and Z_R \in \mathbb{R}^{r \times h \times m} as so,

\[ A = (u_i \times_1 Z_L)(Z_R \times_3 u_i) \] (3)

where \times_i denotes the mode-i tensor product. The above product selects a user specific adaptation matrix by taking a weighted combination of the m rank r matrices held between Z_L and Z_R. The rank, r, is a hyperparameter which controls the degree of personalization.

3 Data

Our experiments make use of the AOL Query data collected over three months in 2006 (Pass et al., 2006). The first six of the ten files were used for...
training. This contains approximately 12 million queries from 173,000 users for an average of 70 queries per user (median 15). A set of 240,000 queries from those same users (2% of the data) was reserved for tuning and validation. From the remaining files, one million queries from 30,000 users are used to test the models on a disjoint set of users.

4 Experiments

4.1 Implementation Details

The vocabulary consists of 79 characters including special start and stop tokens. Models were trained for six epochs. The Adam optimizer is used during training with a learning rate of $10^{-3}$ (Kingma and Ba, 2014). When updating the user embeddings during evaluation, we found that it is easier to use an optimizer without momentum. We use Adadelta (Zeiler, 2012) and tune the online learning rate to give the best perplexity on a held-out set of 12,000 queries, having previously verified that perplexity is a good indicator of performance on the QAC task.²

The language model is a single-layer character-level LSTM with coupled input and forget gates and layer normalization (Melis et al., 2018; Ba et al., 2016). We do experiments on two model configurations: small and large. The small models use an LSTM hidden state size of 300 and 20 dimensional user embeddings. The large models use a hidden state size of 600 and 40 dimensional user embeddings. Both sizes use 24 dimensional character embeddings. For the small sized models, we experimented with different values of the FactorCell rank hyperparameter between 30 and 50 dimensions finding that bigger rank is better. The large sized models used a fixed value of 60 for the rank hyperparameter. During training only and due to limited computational resources, queries are truncated to a length of 40 characters.

Prefixes are selected uniformly at random with the constraint that they contain at least two characters in the prefix and that there is at least one character in the completion. To generate completions using beam search, we use a beam width of 100 and a branching factor of 4. Results are reported using mean reciprocal rank (MRR), the standard method of evaluating QAC systems. It is the mean of the reciprocal rank of the true completion in the top ten proposed completions. The reciprocal rank is zero if the true completion is not in the top ten.

Neural models are compared against an MPC baseline. Following Park and Chiba (2017), we remove queries seen less than three times from the MPC training data.

4.2 Results

Table 2 compares the performance of the different models against the MPC baseline on a test set of one million queries from a user population that is disjoint with the training set. Results are presented separately for prefixes that are seen or unseen in the training data. Consistent with prior work, the neural models do better than the MPC baseline. The personalized models are both better than the unadapted one. The FactorCell model is the best overall in both the big and small sized experiments, but the gain is mainly for the seen prefixes.

Figure 1 shows the relative improvement in MRR over an unpersonalized model versus the number of queries seen per user. Top ten proposed completions. The reciprocal rank is zero if the true completion is not in the top ten.

Neural models are compared against an MPC baseline. Following Park and Chiba (2017), we remove queries seen less than three times from the MPC training data.

<table>
<thead>
<tr>
<th>Size</th>
<th>Model</th>
<th>Seen</th>
<th>Unseen</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPC</td>
<td>.292</td>
<td>.000</td>
<td>.203</td>
<td></td>
</tr>
<tr>
<td>Unadapted</td>
<td>.292</td>
<td>.256</td>
<td>.267</td>
<td></td>
</tr>
<tr>
<td>(S) ConcatCell</td>
<td>.296</td>
<td>.263</td>
<td>.273</td>
<td></td>
</tr>
<tr>
<td>FactorCell</td>
<td>.300</td>
<td>.264</td>
<td>.275</td>
<td></td>
</tr>
<tr>
<td>(B) Unadapted</td>
<td>.324</td>
<td>.286</td>
<td>.297</td>
<td></td>
</tr>
<tr>
<td>ConcatCell</td>
<td>.330</td>
<td>.298</td>
<td>.308</td>
<td></td>
</tr>
<tr>
<td>FactorCell</td>
<td>.335</td>
<td>.298</td>
<td>.309</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: MRR reported for seen and unseen prefixes for small (S) and big (B) models.

Figure 1: Relative improvement in MRR over the unpersonalized model versus queries seen using the large size models. Plot uses a moving average of width 9 to reduce noise.

²Code at http://github.com/ajaech/query_completion
Cell and the ConcatCell show continued improvement as more queries from each user are seen, and the FactorCell outperforms the ConcatCell by an increasing margin over time. In the long run, we expect that the system will have seen many queries from most users. Therefore, the right side of Figure 1, where the relative gain of FactorCell is up to 2% better than that of the ConcatCell, is more indicative of the potential of these models for active users. Since the data was collected over a limited time frame and half of all users have fifteen or fewer queries, the results in Table 2 do not reflect the full benefit of personalization.

Figure 2 shows the MRR for different prefix and query lengths. We find that longer prefixes help the model make longer completions and (more obviously) shorter completions have higher MRR. Comparing the personalized model against the unpersonalized baseline, we see that the biggest gains are for short queries and prefixes of length one or two.

We found that one reason why the FactorCell outperforms the ConcatCell is that it is able to pick up sooner on the repetitive search behaviors that some users have. This commonly happens for navigational queries where someone searches for the name of their favorite website once or more per day. At the extreme tail there are users who search for nothing but free online poker. Both models do well on these highly predictable users but the FactorCell is generally a bit quicker to adapt.

We conducted case studies to better understand what information is represented in the user embeddings and what makes the FactorCell different from the ConcatCell. From a cold start user embedding we ran two queries and allowed the model to update the user embedding. Then, we ranked the most frequent 1,500 queries based on the ratio of their likelihood from before and after updating the user embeddings.

Tables 3 and 4 show the queries with the highest relative likelihood of the adapted vs. unadapted models after two related search queries: “high school softball” and “math homework help” for Table 3, and “Prada handbags” and “Versace eyewear” for Table 4. In both cases, the FactorCell model examples are more semantically coherent than the ConcatCell examples. In the first case, the FactorCell model identifies queries that a high school student might make, including entertainment sources and a celebrity entertainer popular with that demographic. In the second case, the FactorCell model chooses retailers that carry woman’s apparel and those that sell home goods. While these companies’ brands are not as luxurious as Prada or Versace, most of the top luxury brand names do not appear in the top 1,500 queries and our model may not be capable of being that specific. There is no obvious semantic connection between the highest likelihood ratio phrases for the ConcatCell; it seems to be focusing more on orthography than semantics (e.g. “home” in the first example). Not shown are the queries which experienced the greatest decrease in likelihood. For the “high school” case, these included searches for travel agencies and airline tickets— websites not targeted towards the high school age demographic.

5 Related Work

While the standard implementation of MPC can not handle unseen prefixes, there are variants which do have that ability. Park and Chiba (2017) find that the neural LM outperforms MPC even when MPC has been augmented with the approach from Mitra and Craswell (2015) for handling rare
Table 4: The five queries that have the greatest adapted vs. unadapted likelihood ratio after searching for “prada handbags” and “versace eyewear”.

<table>
<thead>
<tr>
<th>FactorCell</th>
<th>ConcatCell</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 neiman marcus</td>
<td>craigslist nyc</td>
</tr>
<tr>
<td>2 pottery barn</td>
<td>myspace layouts</td>
</tr>
<tr>
<td>3 jc penney</td>
<td>verizon wireless</td>
</tr>
<tr>
<td>4 verizon wireless</td>
<td>jensen ackles</td>
</tr>
<tr>
<td>5 bed bath and beyond</td>
<td>webster dictionary</td>
</tr>
</tbody>
</table>

prefixes. There has also been work on personalizing MPC (Shokouhi, 2013; Cai et al., 2014). We did not compare against these specific models because our goal was to show how personalization can improve the already-proven generative neural model approach. RNN’s have also previously been used for the related task of next query suggestion (Sordoni et al., 2015).

Our results are not directly comparable to Park and Chiba (2017) or Mitra and Craswell (2015) due to differences in the partitioning of the data and the method for selecting random prefixes. Prior work partitions the data by time instead of by user. Splitting by users is necessary in order to properly test personalization over longer time ranges.

Wang et al. (2018) show how spelling correction can be integrated into an RNN language model query auto-completion system and how the completions can be generated in real time using a GPU. Our method of updating the model during evaluation resembles work on dynamic evaluation for language modeling (Krause et al., 2017), but differs in that only the user embeddings (latent demographic factors) are updated.

6 Conclusion and Future Work

Our experiments show that the LSTM model can be improved using personalization. The method of adapting the recurrent layer clearly matters and we obtained an advantage by using the FactorCell model. The reason the FactorCell does better is in part attributable to having two to three times as many parameters in the recurrent layer as either the ConcatCell or the unadapted models. By design, the adapted weight matrix \( W' \) only needs to be computed at most once per query and is reused many thousands of times during beam search. As a result, for a given latency budget, the FactorCell model outperforms the Mikolov and Zweig (2012) model for LSTM adaptation.

The cost for updating the user embeddings is similar to the cost of the forward pass and depends on the size of the user embedding, hidden state size, FactorCell rank, and query length. In most cases there will be time between queries for updates, but updates can be less frequent to reduce computational costs.

We also showed that language model personalization can be effective even on users who are not seen during training. The benefits of personalization are immediate and increase over time as the system continues to leverage the incoming data to build better user representations. The approach can easily be extended to include time as an additional conditioning factor. We leave the question of whether the results can be improved by combining the language model with MPC for future work.
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Abstract

In this paper, we focus on the problem of building assistive systems that can help users to write reviews. We cast this problem using an encoder-decoder framework that generates personalized reviews by expanding short phrases (e.g., review summaries, product titles) provided as input to the system. We incorporate aspect-level information via an aspect encoder that learns ‘aspect-aware’ user and item representations. An attention fusion layer is applied to control generation by attending on the outputs of multiple encoders. Experimental results show that our model is capable of generating coherent and diverse reviews that expand the contents of input phrases. In addition, the learned aspect-aware representations discover those aspects that users are more inclined to discuss and bias the generated text toward their personalized aspect preferences.

1 Introduction

Contextual, or ‘data-to-text’ natural language generation is one of the core tasks in natural language processing and has a considerable impact on various fields (Gatt and Krahmer, 2017). Within the field of recommender systems, a promising application is to estimate (or generate) personalized reviews that a user would write about a product, i.e., to discover their nuanced opinions about each of its individual aspects. A successful model could work (for instance) as (a) a highly-nuanced recommender system that tells users their likely reaction to a product in the form of text fragments; (b) a writing tool that helps users ‘brainstorm’ the review-writing process; or (c) a querying system that facilitates personalized natural language queries (i.e., to find items about which a user would be most likely to write a particular phrase). Some recent works have explored the review generation task and shown success in generating cohesive reviews (Dong et al., 2017; Ni et al., 2017; Zang and Wan, 2017). Most of these works treat the user and item identity as input; we seek a system with more nuance and more precision by allowing users to ‘guide’ the model via short phrases, or auxiliary data such as item specifications. For example, a review writing assistant might allow users to write short phrases and expand these key points into a plausible review.

Review text has been widely studied in traditional tasks such as aspect extraction (Mukherjee and Liu, 2012; He et al., 2017), extraction of sentiment lexicons (Zhang et al., 2014), and aspect-aware sentiment analysis (Wang et al., 2016; McAuley et al., 2012). These works are related to review generation since they can provide prior knowledge to supervise the generative process. We are interested in exploring how such knowledge (e.g., extracted aspects) can be used in the review generation task.

In this paper, we focus on designing a review generation model that is able to leverage both user and item information as well as auxiliary, textual input and aspect-aware knowledge. Specifically, we study the task of expanding short phrases into complete, coherent reviews that accurately reflect the opinions and knowledge learned from those phrases.

These short phrases could include snippets provided by the user, or manifest aspects about the items themselves (e.g., brand words, technical specifications, etc.). We propose an encoder-decoder framework that takes into consideration three encoders (a sequence encoder, an attribute encoder, and an aspect encoder), and one decoder. The sequence encoder uses a gated recurrent unit
2 Related Work

Review generation belongs to a large body of work on data-to-text natural language generation (Gatt and Krahmer, 2017), which has applications including summarization (See et al., 2017), image captioning (Vinyals et al., 2015), and dialogue response generation (Xing et al., 2017; Li et al., 2016; Ghosh et al., 2017), among others. Among these, review generation is characterized by the need to generate long sequences and estimate high-order interactions between users and items.

Several approaches have been recently proposed to tackle these problems. Dong et al. (2017) proposed an attribute-to-sequence (Attr2Seq) method to encode user and item identities as well as rating information with a multi-layer perceptron and a decoder then generates reviews conditioned on this information. They also used an attention mechanism to strengthen the alignment between output and input attributes. Ni et al. (2017) trained a collaborative-filtering generative concatenative network to jointly learn the tasks of review generation and item recommendation. Zang and Wan (2017) proposed a hierarchical structure to generate long reviews; they assume each sentence is associated with an aspect score, and learn the attention between aspect scores and sentences during training. Our approach differs from these mainly in our goal of incorporating auxiliary textual information (short phrases, product specifications, etc.) into the generative process, which facilitates the generation of higher-fidelity reviews.

Another line of work related to review generation is aspect extraction and opinion mining (Park et al., 2015; Qiu et al., 2017; He et al., 2017; Chen et al., 2014). In this paper, we argue that the extra aspect (opinion) information extracted using these previous works can effectively improve the quality of generated reviews. We propose a simple but effective way to combine aspect information into the generative model.

3 Approach

We describe the review generation task as follows. Given a user $u$, item $i$, several short phrases $\{d_1, d_2, ..., d_M\}$, and a group of extracted aspects $\{A_1, A_2, ..., A_k\}$, our goal is to generate a review $(w_1, w_2, ..., w_T)$ that maximizes the probability $P(w_{1:T}|u, i, d_{1:M})$. To solve this task, we propose a method called ExpansionNet which contains two parts: 1) three encoders to leverage the input phrases and aspect information; and 2) a decoder with an attention fusion layer to generate sequences and align the generation with the input.
sources. The model structure is shown in Figure 1.

3.1 Sequence encoder, attribute encoder and aspect encoder

Our sequence encoder is a two-layer bi-directional GRU, as is commonly used in sequence-to-sequence (Seq2Seq) models (Cho et al., 2014). Input phrases first pass a word embedding layer, then go through the GRU one-by-one and finally yield a sequence of hidden states \( \{e_1, e_2, ..., e_L\} \). In the case of multiple phrases, these share the same sequence encoder and have different lengths \( L \). To simplify notation, we only consider one input phrase in this section.

The attribute encoder and aspect encoder both consist of two embedding layers and a projection layer. For the attribute encoder, we define two general embedding layers \( E_u \in \mathbb{R}^{k|u| \times m} \) and \( E_i \in \mathbb{R}^{|I| \times m} \) to obtain the attribute latent factors \( \gamma_u \) and \( \gamma_i \); for the aspect encoder, we use two aspect-aware embedding layers \( E_u' \in \mathbb{R}^{k|u| \times k} \) and \( E_i \in \mathbb{R}^{|I| \times k} \) to obtain aspect-aware latent factors \( \beta_u \) and \( \beta_i \). Here \(|u|, |I|, m\), and \( k \) are the number of users, number of items, the dimension of attributes, and the number of aspects, respectively. After the embedding layers, the attribute and aspect-aware latent factors are concatenated and fed into a projection layer with tanh activation. The outputs are calculated as:

\[
\gamma_u = E_u(u), \quad \gamma_i = E_i(i) \tag{1}
\]

\[
\beta_u = E_u'(u), \quad \beta_i = E_i'(i) \tag{2}
\]

\[
u = \tanh(W_u[\gamma_u; \gamma_i] + b_u) \tag{3}
\]

\[
v = \tanh(W_v[\beta_u; \beta_i] + b_v) \tag{4}
\]

where \( W_u \in \mathbb{R}^{n \times 2m}, b_u \in \mathbb{R}^n, W_v \in \mathbb{R}^{n \times 2k}, b_v \in \mathbb{R}^n \) are learnable parameters and \( n \) is the dimensionality of the hidden units in the decoder.

3.2 Decoder with attention fusion layer

The decoder is a two-layer GRU that predicts the target words given the start token. The hidden state of the decoder is initialized using the sum of the three encoders’ outputs. The hidden state at time-step \( t \) is updated via the GRU unit based on the previous hidden state and the input word. Specifically:

\[
h_0 = e_L + u + v
\]

\[
h_t = \text{GRU}(w_t, h_{t-1}) \tag{6}
\]

where \( h_0 \in \mathbb{R}^n \) is the decoder’s initial hidden state and \( h_t \in \mathbb{R}^n \) is the hidden state at time-step \( t \).

To fully exploit the encoder-side information, we apply an attention fusion layer to summarize the output of each encoder and jointly determine the final word distribution. For the sequence encoder, the attention vector is defined as in many other applications (Bahdanau et al., 2014; Luong et al., 2015):

\[
a^1_t = \sum_{j=1}^{L} \alpha^1_{tj} e_j \tag{7}
\]

\[
\alpha^1_{tj} = \exp(\tanh(v^1_\alpha^T (W^1_\alpha[e_j; h_t] + b^1_\alpha)))/Z
\]

where \( a^1_t \in \mathbb{R}^n \) is the attention vector on the sequence encoder at time-step \( t \), \( \alpha^1_{tj} \) is the attention score over the encoder hidden state \( e_j \) and decoder hidden state \( h_t \), and \( Z \) is a normalization term.

For the attribute encoder, the attention vector is calculated as:

\[
a^2_t = \sum_{j \in u,i} \alpha^2_{tj} \gamma_j \tag{9}
\]

\[
\alpha^2_{tj} = \exp(\tanh(v^2_\alpha^T (W^2_\alpha[\gamma_j; h_t] + b^2_\alpha)))/Z
\]

where \( a^2_t \in \mathbb{R}^n \) is the attention vector on the attribute encoder, and \( \alpha^2_{tj} \) is the attention score between the attribute latent factor \( \gamma_j \) and decoder hidden state \( h_t \).

Inspired by the copy mechanism (Gu et al., 2016; See et al., 2017), we design an attention vector that estimates the probability that each aspect will be discussed in the next time-step:

\[
s_{ui} = W_s[\beta_u; \beta_i] + b_s \tag{11}
\]

\[
a^3_t = \tanh(W^3_\alpha[s_{ui}; e_t; h_t] + b^3_\alpha) \tag{12}
\]

where \( s_{ui} \in \mathbb{R}^k \) is the aspect importance considering the interaction between \( u \) and \( i \), \( e_t \) is the decoder input after embedding layer at time-step \( t \), and \( a^3_t \in \mathbb{R}^k \) is a probability vector to bias each aspect at time-step \( t \). Finally, the first two attention vectors are concatenated with the decoder hidden state at time-step \( t \) and projected to obtain the output word distribution \( P_v \). The attention scores from the aspect encoder are then directly added to the aspect words in the final word distribution. The output probability for word \( w \) at time-step \( t \) is given by:

\[
P_v(w_t) = \tanh(W[h_t; a^1_t; a^2_t] + b) \tag{13}
\]

\[
P(w_t) = P_v(w_t) + a^3_t[k] \cdot 1_{w_t \in A_k} \tag{14}
\]
Table 1: Parameter settings used in our experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word dimension</td>
<td>512</td>
</tr>
<tr>
<td>Attribute dimension</td>
<td>64</td>
</tr>
<tr>
<td>Aspect dimension</td>
<td>15</td>
</tr>
<tr>
<td>GRU hidden size</td>
<td>512</td>
</tr>
<tr>
<td>Batch Size</td>
<td>16</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.0002</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
</tbody>
</table>

where $w_t$ is the target word at time-step $t$, $a^k_t[k]$ is the probability that aspect $k$ will be discussed at time-step $t$, $A_k$ represents all words belonging to aspect $k$ and $\mathbb{1}_{w_t \in A_k}$ is a binary variable indicating whether $w_t$ belongs to aspect $k$.

During inference, we use greedy decoding by choosing the word with maximum probability, denoted as $y_t = \arg\max_{w_t} \text{softmax}(P(w_t))$. Decoding finishes when an end token is encountered.

4 Experiments

We consider a real world dataset from Amazon Electronics (McAuley et al., 2015) to evaluate our model. We convert all text into lowercase, add start and end tokens to each review, and perform tokenization using NLTK.¹ We discard reviews with length greater than 100 tokens and consider a vocabulary of 30,000 tokens. After preprocessing, the dataset contains 182,850 users, 59,043 items, and 992,172 reviews (sparsity 99.993%), which is much sparser than the datasets used in previous works (Dong et al., 2017; Ni et al., 2017). On average, each review contains 49.32 tokens as well as a short-text summary of 4.52 tokens. In our experiments, the basic ExpansionNet uses these summaries as input phrases. We split the dataset into training (80%), validation (10%) and test sets (10%). All results are reported on the test set.

4.1 Aspect Extraction

We use the method² in (He et al., 2017) to extract 15 aspects and consider the top 100 words from each aspect. Table 2 shows 10 inferred aspects and representative words (inferred aspects are manually labeled). ExpansionNet calculates an attention score based on the user and item aspect-aware representation, then determines how much these representative words are biased in the output word distribution.

4.2 Experiment Details

We use PyTorch³ to implement our model.⁴ Parameter settings are shown in Table 1. For the attribute encoder and aspect encoder, we set the dimensionality to 64 and 15 respectively. For both the sequence encoder and decoder, we use a 2-layer GRU with hidden size 512. We also add dropout layers before and after the GRUs. The dropout rate is set to 0.1. During training, the input sequences of the same source (e.g. review, summary) inside each batch are padded to the same length.

4.3 Performance Evaluation

We evaluate the model on six automatic metrics (Table 3): Perplexity, BLEU-1/BLEU-4, ROUGE-L and Distinct-1/2 (percentage of distinct unigrams and bi-grams) (Li et al., 2016). We compare

1. https://www.nltk.org/
Table 3: Results on automatic metrics

<table>
<thead>
<tr>
<th>Model</th>
<th>PPL</th>
<th>BLEU-1(%)</th>
<th>BLEU-4(%)</th>
<th>ROUGE-L</th>
<th>Distinct-1(%)</th>
<th>Distinct-2(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rand</td>
<td>/</td>
<td>20.24</td>
<td>0.45</td>
<td>0.390</td>
<td>1.311</td>
<td>13.681</td>
</tr>
<tr>
<td>GRU-LM</td>
<td>35.35</td>
<td>30.79</td>
<td>1.20</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Attr2Seq</td>
<td>34.21</td>
<td>26.16</td>
<td>1.23</td>
<td>0.403</td>
<td>0.014</td>
<td>0.051</td>
</tr>
<tr>
<td>+aspect</td>
<td>34.26</td>
<td>26.87</td>
<td>1.51</td>
<td>0.397</td>
<td>0.018</td>
<td>0.069</td>
</tr>
<tr>
<td>ExpansionNet</td>
<td>34.18</td>
<td>26.05</td>
<td>2.21</td>
<td>0.404</td>
<td>0.096</td>
<td>0.789</td>
</tr>
<tr>
<td>+title</td>
<td>30.7</td>
<td>27.90</td>
<td>2.50</td>
<td>0.415</td>
<td>0.099</td>
<td>0.911</td>
</tr>
<tr>
<td>+attribute &amp; aspect</td>
<td>31.7</td>
<td>30.33</td>
<td>2.63</td>
<td>0.408</td>
<td>0.133</td>
<td>1.134</td>
</tr>
</tbody>
</table>

User/Item user A3G831BTCLGWGVQ and item B007M50PTM
Review summary "easy to use and nice standard apps"
Item title "samsung galaxy tab 2 (10.1-Inch, wi-fi) 2012 model"
Real review "the display is beautiful and the tablet is very easy to use. it comes with some really nice standard apps."
Attr2Seq "i bought this for my wife ’s new ipad air . it fits perfectly and looks great . the only thing i do n’t like is that the cover is a little too small for the ipad air . ”
ExpansionNet "i love this tablet . it is fast and easy to use . i have no complaints . i would recommend this tablet to anyone . ”
+title "i love this tablet . it is fast and easy to use . i have a galaxy tab 2 and i love it . ”
+attribute & aspect "i love this tablet . it is easy to use and the screen is very responsive . i love the fact that it has a micro sd slot . i have not tried the tablet app yet but i do n’t have any problems with it . i am very happy with this tablet . ”

Table 4: Aspect coverage analysis

<table>
<thead>
<tr>
<th></th>
<th># aspects (real)</th>
<th># aspects (generated)</th>
<th># covered aspects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attr2Seq</td>
<td>2.875</td>
<td>2.744</td>
<td>0.686</td>
</tr>
<tr>
<td>ExpansionNet</td>
<td>2.875</td>
<td>1.804</td>
<td>0.807</td>
</tr>
<tr>
<td>+title</td>
<td>2.875</td>
<td>1.721</td>
<td>0.894</td>
</tr>
<tr>
<td>+attribute &amp; aspect</td>
<td>2.875</td>
<td>1.834</td>
<td>0.931</td>
</tr>
</tbody>
</table>

Figure 2: Examples of a real review and reviews generated by different models given a user, item, review summary, and item title. Highlights added for emphasis.

against three baselines: Rand (randomly choose a review from the training set), GRU-LM (the GRU decoder works alone as a language model) and a state-of-the-art model Attr2Seq that only considers user and item attribute (Dong et al., 2017). ExpansionNet (with summary, item title, attribute and aspect as input) achieves significant improvements over Attr2Seq on all metrics. As we add more input information, the model continues to obtain better results, except for the ROUGE-L metric. This proves that our model can effectively learn from short input phrases and aspect information and improve the correctness and diversity of generated results.

Figure 2 presents a sample generation result. ExpansionNet captures fine-grained item information (e.g. that the item is a tablet), which Attr2Seq fails to recognize. Moreover, given a phrase like “easy to use” in the summary, ExpansionNet generates reviews containing the same text. This demonstrates the possibility of using our model in an assistive review generation scenario. Finally, given extra aspect information, the model successfully estimates that the screen would be an important aspect (i.e., for the current user and item); it generates phrases such as “screen is very respon-

Table 4: Aspect coverage analysis

<table>
<thead>
<tr>
<th></th>
<th># aspects (real)</th>
<th># aspects (generated)</th>
<th># covered aspects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attr2Seq</td>
<td>2.875</td>
<td>2.744</td>
<td>0.686</td>
</tr>
<tr>
<td>ExpansionNet</td>
<td>2.875</td>
<td>1.804</td>
<td>0.807</td>
</tr>
<tr>
<td>+title</td>
<td>2.875</td>
<td>1.721</td>
<td>0.894</td>
</tr>
<tr>
<td>+attribute &amp; aspect</td>
<td>2.875</td>
<td>1.834</td>
<td>0.931</td>
</tr>
</tbody>
</table>

sive” about the aspect “screen” which is also covered in the real (ground-truth) review (“display is beautiful”).

We are also interested in seeing how the aspect-aware representation can find related aspects and bias the generation to discuss more about those aspects. We analyze the average number of aspects in real and generated reviews and show on average how many aspects in real reviews are covered in generated reviews. We consider a review as covering an aspect if any of the aspect’s representative words exists in the review. As shown in Table 4, Attr2Seq tends to cover more aspects in generation, many of which are not discussed in real reviews. On the other hand, ExpansionNet better captures the distribution of aspects that are discussed in real reviews.
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Abstract

Text simplification (TS) is a monolingual text-to-text transformation task where an original (complex) text is transformed into a target (simpler) text. Most recent work is based on sequence-to-sequence neural models similar to those used for machine translation (MT). Different from MT, TS data comprises more elaborate transformations, such as sentence splitting. It can also contain multiple simplifications of the same original text targeting different audiences, such as school grade levels. We explore these two features of TS to build models tailored for specific grade levels. Our approach uses a standard sequence-to-sequence architecture where the original sequence is annotated with information about the target audience and/or the (predicted) type of simplification operation. We show that it outperforms state-of-the-art TS approaches (up to 3 and 12 BLEU and SARI points, respectively), including when training data for the specific complex-simple combination of grade levels is not available, i.e. zero-shot learning.

1 Introduction

Text simplification (TS) is the task of modifying an original text into a simpler version of it. One of the main parameters for defining a suitable simplification is the target audience. Examples include elderly, children, cognitively impaired users, non-native speakers and low-literacy readers.

Traditionally, work on TS has been divided in lexical simplification (LS) and syntactic simplification (SS). LS (Paetzold, 2016) deals with the identification and replacement of complex words or phrases. SS (Siddharthan, 2011) performs structural transformations such as changing a sentence from passive to active voice. However, most recent approaches learn transformations from corpora, addressing simplification at lexical and syntactic levels altogether. These include either learning tree-based transformations (Woodsend and Lapata, 2011; Paetzold and Specia, 2013) or using machine translation (MT)-based techniques (Zhu et al., 2010; Coster and Kauchak, 2011a; Wubben et al., 2012; Narayan and Gardent, 2014; Nisioi et al., 2017; Zhang and Lapata, 2017). This paper uses the latter type of technique, which treats TS as a monolingual MT task, where an original text is “translated” into its simplified version.

In order to build MT-based models, a parallel corpus of original texts with their simplified counterparts is needed. For English, two main such corpora are available: Wikipedia-Simple Wikipedia (W-SW) (Zhu et al., 2010) and the Newsela Article Corpus. The former is a collection of original Wikipedia articles and their simplified versions created by volunteers. The latter consists of news articles professionally simplified for various specific audiences following the US school grade system. To build simplification models, the pairs of articles in these corpora have been aligned at the level of smaller units using standard algorithms (Coster and Kauchak, 2011b; Paetzold and Specia, 2016; Štajner et al., 2017). Based on the number of sentences involved in these alignments, one can categorise alignments into four types of coarse-grained simplification operations:

- Identical: an original sentence is aligned to itself, i.e. no simplification is performed.
- Elaboration: an original sentence is aligned to a single, rewritten simplified sentence.
- One-to-many: splitting – an original sentence is aligned to 2+ simplified sentences.

---

Many-to-one: joining – 2+ original sentences are aligned to a single simplified sentence. We hereafter refer to this unit of simplification, i.e. one or more original or simplified sentences, as instances.

The Newsela corpus is seen as having higher quality than W-SW because its simplifications are created by professionals, following well defined guidelines (Xu et al., 2015). It is also larger which is preferable for training corpus-based models. More interestingly, the Newsela corpus has a feature that has been ignored thus far: Each instance in the corpus was created for readers with a certain school grade level. Each original article has a label indicating its corresponding grade level (from 12 to 2), and may have various simplified versions, each for a different grade level. For example, a level 12 article may have simplified counterparts for levels 8 and 4. In other words, the corpus contains instances where the same input leads to different outputs. Disregarding this factor may lead to suboptimal models. To avoid this problem, previous work (Alva-Manchego et al., 2017; Zhang and Lapata, 2017; Scarton et al., 2018b) has used subsets of the corpus with only certain combinations of complex-simplified article pairs, e.g. adjacent or non-adjacent pairs. This however reduces the amount of data available for training.

We propose a way of making use of this information to build more informed TS models that are aware of different types of target audiences, while still making use of the full dataset for learning. Inspired by the work of Johnson et al. (2017) for MT, we add to each original instance an artificial token that represents the target grade level of that instance in order to guide a sequence-to-sequence attentional encoder-decoder neural approach (Bahdanau et al., 2015) (§2). In a similar vein, we also annotate the coarse-grained type of operation that should be performed to simplify the original instance, under the hypothesis that certain operations are more often used to simplify into certain grade levels. Deciding on the operation is an easier problem than performing the actual operation. We rely on both gold and predicted operation types.

Experiments with models built with these artificial tokens outperform state-of-the-art neural models for TS, with the best approach combining grade level and type of operation (§3). Interestingly, such an approach also enables zero-shot TS, where a simplification for a grade level pair unseen at training time can still be generated during testing. We show that our zero-shot learning models perform virtually as well as our grade/operation-informed models (§4). To the best of our knowledge, this is the first work to build TS models for specific target audiences and to explore zero-shot learning for this application.

2 System architecture

Our approach follows that of Johnson et al. (2017), a multilingual MT approach that adds an artificial token to encode the target language to the beginning of each source sentence in the parallel corpus. With this modified version of the corpus, a single encoder-decoder architecture is used to deal with different language pairs. Based on the tokens, the source sentences are encoded differently according to the target language they have been paired with in the corpus. Such an approach enables zero-shot MT, where a model is able to provide translations for language pairs it has not seen at training time.

We apply three types of data manipulation, where artificial tokens are added to the beginning of original side of both training and test instances:

- **to-grade**: the token corresponds to the grade level of the target instance,
- **operation**: the token is one of the four possible coarse-grained operations that transforms the original into the simplified instance,
- **to-grade-operation**: concatenation of the two above tokens.

Different from the grade level, which can be available at test time simply by knowing the intended reader of the text, information about the operations to be performed, which we extracted from the parallel corpus, will not be available at test time. We use gold labels extracted from the parallel corpus for an oracle experiment but also use a classifier that predicts the operations for the test set based on those in the training data. We built a simple Naive Bayes classifier using the scikit-learn toolkit (Pedregosa et al., 2011) and nine features (Scarton et al., 2017):

- number of tokens / punctuation / content words / clauses,
- ratio of the number of verbs / nouns / adjectives / adverbs / connectives to the number of content words.

Table 1 shows examples of the tokens used when an original instance is marked to be simpli-
ified to grade level 4 or grade level 2. Since the reference for grade level 4 is a copy of the original, the operation token for this case is <identical>. For level 2 the reference is a rewrite and, therefore, the operation token is <elaboration>.

We use OpenNMT\(^2\) as our encoder-decoder architecture. Both encoder and decoder have two LSTM layers, hidden states of size 500 and dropout = 0.3. Global attention combined with input-feeding is used, as describe in (Luong et al., 2015). A model is trained for each dataset constructed with different artificial tokens for 13 epochs. The best model is selected according to perplexity on the development set. Figure 1 shows the architecture of the neural network, including attention and input-feeding. In this example, <token> represents the artificial token added to the pre-processed data.

![Figure 1: Neural model architecture.](image)

We evaluate our models with BLEU\(^3\) (Papineni et al., 2002) (a proxy for grammaticality assessment), SARI (Xu et al., 2016)\(^4\) (a proxy for simplicity assessment) and Flesch Reading Ease\(^5\) (a proxy for readability assessment). According to Xu et al. (2016), BLEU shows high correlation with human scores for grammaticality and meaning preservation, whilst SARI shows high correlation with human scores for simplicity. Although previous work have also relied on human judgements of grammaticality, meaning preservation and simplicity, in our case such a type of evaluation is infeasible: we would need to involve judges with specific grade levels or rely on professionals who are experts in grade level-specific simplification to make such assessments.

### 3 Reader-specific TS models

Our version of the Newsela corpus has 550,644 instance pairs (11M original tokens and 10M target tokens), which we randomly divided into training (440,516 instances: 80%), development (55,064 instances: 10%) and test (55,064 instances: 10%) sets. Instances were aligned using the method by Paetzold and Specia (2016). Xu et al. (2015) report over 56K original sentences and approximately 305K sentences including the original ones and all simplification types. Our number of instance pairs is higher because we allowed alignments from original to all simplified versions and among simplified versions. An original article 0 may be aligned to up to four simplified versions: 1, 2, 3 and 4. For each article, the alignments were extracted between 0-\(\{1,2,3,4\}\), 1-\(\{2,3,4\}\), 2-\(\{3,4\}\) and 3-4, where available. Our corpus is also larger than the ones used in (Alva-Manchego et al., 2017; Scarton et al., 2018b) and (Zhang and Lapata, 2017). While the former use only adjacent levels (e.g. 0-1, 1-2) and the latter only non-adjacent levels (e.g. 0-2, 1-4), we make use of the full dataset.

As baseline we trained a model using OpenNMT and the same hyperparameters as described in §2 on the entire Newsela corpus but without artificial tokens (s2s model). The state-of-the-

---

\(^2\)Torch version: http://opennmt.net/OpenNMT/

\(^3\)The multi-blue.perl script from https://github.com/moses-smt/mosesdecoder

\(^4\)https://github.com/cocoxu/simplification

\(^5\)https://github.com/mmautner/readability

Table 1: Examples of artificial tokens used.

<table>
<thead>
<tr>
<th>Operation Type</th>
<th>Reference</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>to grade 4</td>
<td>dusty handprints stood out against the rust of the fence near Sasabe.</td>
<td>dusty handprints could be seen on the fence near Sasabe.</td>
</tr>
<tr>
<td>to grade 2</td>
<td>dusty handprints stood out against the rust of the fence near Sasabe.</td>
<td>dusty handprints stood out against the rust of the fence near Sasabe.</td>
</tr>
<tr>
<td>operation</td>
<td>dusty handprints stood out against the rust of the fence near Sasabe.</td>
<td>dusty handprints stood out against the rust of the fence near Sasabe.</td>
</tr>
<tr>
<td>to grade-operation</td>
<td>dusty handprints stood out against the rust of the fence near Sasabe.</td>
<td>dusty handprints stood out against the rust of the fence near Sasabe.</td>
</tr>
</tbody>
</table>
The art model is represented by NTS, which was also trained on the entire corpus using a similar Open-NMT architecture with the same hyperparameters but additional pre-trained word embeddings as described in Nisioi et al. (2017). As shown in Table 2 the NTS system performs slightly worse than the baseline system according to BLEU and SARI. Although concatenating global and local embeddings has led to improvements for the W-SW corpus in (Nisioi et al., 2017), this does not seem to be the case for the Newsela corpus. Our models outperform both the baseline and NTS systems by a large margin. Examples of outputs from all systems can be found in the Supplementary Material.

Table 2: Results on the Newsela test set.

<table>
<thead>
<tr>
<th></th>
<th>BLEU †</th>
<th>SARI †</th>
<th>Flesch †</th>
</tr>
</thead>
<tbody>
<tr>
<td>NTS</td>
<td>61.60</td>
<td>33.40</td>
<td>79.95</td>
</tr>
<tr>
<td>s2s</td>
<td>61.78</td>
<td>33.72</td>
<td>79.86</td>
</tr>
<tr>
<td>s2s+to-grade</td>
<td>62.91</td>
<td>41.04</td>
<td>82.91</td>
</tr>
<tr>
<td>s2s+to-grade+operation (pred)</td>
<td>59.83</td>
<td>37.36</td>
<td>84.96</td>
</tr>
<tr>
<td>s2s+operation (gold)</td>
<td>61.48</td>
<td>40.56</td>
<td>83.11</td>
</tr>
<tr>
<td>s2s+to-grade+operation (gold)</td>
<td>63.24</td>
<td>41.81</td>
<td>84.47</td>
</tr>
<tr>
<td>s2s+to-grade+operation (gold)</td>
<td>64.78</td>
<td>45.41</td>
<td>85.44</td>
</tr>
</tbody>
</table>

Table 3: Flesch-Kincaid scores for instances of each grade level simplified using s2s, s2s+to-grade and s2s+to-grade+operation (gold) models.

<table>
<thead>
<tr>
<th>Grade</th>
<th>s2s</th>
<th>s2s+to-grade</th>
<th>s2s+to-grade+operation (gold)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9.23</td>
<td>11.90</td>
<td>9.93</td>
</tr>
<tr>
<td>&lt;10</td>
<td>8.85</td>
<td>9.82</td>
<td>8.57</td>
</tr>
<tr>
<td>&lt;9</td>
<td>7.47</td>
<td>8.46</td>
<td>7.50</td>
</tr>
<tr>
<td>&lt;8</td>
<td>7.81</td>
<td>7.79</td>
<td>6.89</td>
</tr>
<tr>
<td>&lt;7</td>
<td>6.90</td>
<td>6.48</td>
<td>5.57</td>
</tr>
<tr>
<td>&lt;6</td>
<td>5.58</td>
<td>5.05</td>
<td>4.49</td>
</tr>
<tr>
<td>&lt;5</td>
<td>5.90</td>
<td>3.85</td>
<td>3.28</td>
</tr>
<tr>
<td>&lt;4</td>
<td>5.15</td>
<td>2.44</td>
<td>1.88</td>
</tr>
<tr>
<td>&lt;3</td>
<td>3.94</td>
<td>1.57</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The last row of Table 3 shows the Mean Absolute Error (MAE) considering the Flesch-Kincaid Grade Level scores for the system outputs as the hypothesis and the expected grade level as the gold scores. Our s2s+to-grade and s2s+to-grade+operation (gold) models show lower error scores than the baseline system, which supports our hypothesis that such models produce more adequate outputs for targeted grade levels.

3.1 Usefulness of the s2s+to-grade model

The main advantage of s2s+to-grade is that a user can inform their grade level and retrieve a personalised simplification. Table 4 shows an example with different simplifications for an out-of-domain instance from the SimPA corpus (Scarton et al., 2018a). The same instance was given as input to the s2s+to-grade model with different artificial tokens according to the grade level that we want to achieve. The s2s system (second row) repeats the original instance (first row). Conversely, our s2s+to-grade model is capable of distinguishing among different levels and produces personalised simplifications for each grade level.
We want to reassure you that we take fire safety very seriously and we are doing everything we can to make sure our residents are safe.

The work was supported by the EC project SIMPATICO (H2020-EURO-6-2015, grant number 692819).

22,709  34,545  2,867  2,239  79,546  30,246  104,833

Table 4: Examples of s2s+to-grade outputs when an original instance is simplified into different levels.

<table>
<thead>
<tr>
<th>Grade Level Pair</th>
<th>s2s</th>
<th>s2s+to-grade</th>
<th>s2s+to-grade+zs</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 12, 7 &gt;</td>
<td>63.02</td>
<td>38.43</td>
<td>73.83</td>
</tr>
<tr>
<td>&lt; 12, 4 &gt;</td>
<td>64.16</td>
<td>40.61</td>
<td>74.43</td>
</tr>
<tr>
<td>&lt; 6, 5 &gt;</td>
<td>64.50</td>
<td>39.83</td>
<td>74.09</td>
</tr>
</tbody>
</table>

Table 5: Zero-shot data distribution.

<table>
<thead>
<tr>
<th>Grade Level Pair</th>
<th># training</th>
<th># test</th>
<th># of remaining g_t</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 12, 7 &gt;</td>
<td>30,246</td>
<td>3,825</td>
<td>34,354</td>
</tr>
<tr>
<td>&lt; 12, 4 &gt;</td>
<td>22,709</td>
<td>2,867</td>
<td>104,833</td>
</tr>
<tr>
<td>&lt; 6, 5 &gt;</td>
<td>18,122</td>
<td>2,239</td>
<td>79,546</td>
</tr>
</tbody>
</table>

Table 6: Results of zero-shot experiments for TS.

5 Conclusions

We have presented an approach for TS that benefits from corpora built for various target audiences and allows building better models than general-purpose ones. We have also shown that zero-shot learning is possible for TS, where instances of the original-target audience do not exist. As future work we intend to investigate (i) better classifiers to predict operation types and (ii) multi-task learning as an alternative way of building a single TS model for various specific target audiences. We also plan to run experiments with the W-SW corpus and using an improved classifier to train models with information on operations.
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Abstract
Splitting and rephrasing a complex sentence into several shorter sentences that convey the same meaning is a challenging problem in NLP. We show that while vanilla seq2seq models can reach high scores on the proposed benchmark (Narayan et al., 2017), they suffer from memorization of the training set which contains more than 89% of the unique simple sentences from the validation and test sets. To aid this, we present a new train-development-test data split and neural models augmented with a copy-mechanism, outperforming the best reported baseline by 8.68 BLEU and fostering further progress on the task.

1 Introduction
Processing long, complex sentences is challenging. This is true either for humans in various circumstances (Inui et al., 2003; Watanabe et al., 2009; De Belder and Moens, 2010) or in NLP tasks like parsing (Tomita, 1986; McDonald and Nivre, 2011; Jelinek, 2014) and machine translation (Chandrasekar et al., 1996; Pouget-Abadie et al., 2014; Koehn and Knowles, 2017). An automatic system capable of breaking a complex sentence into several simple sentences that convey the same meaning is very appealing.

A recent work by Narayan et al. (2017) introduced a dataset, evaluation method and baseline systems for the task, naming it “Split-and-Rephrase”. The dataset includes 1,066,115 instances mapping a single complex sentence to a sequence of sentences that express the same meaning, together with RDF triples that describe their semantics. They considered two system setups: a text-to-text setup that does not use the accompanying RDF information, and a semantics-augmented setup that does. They report a BLEU score of 48.9 for their best text-to-text system, and of 78.7 for the best RDF-aware one. We focus on the text-to-text setup, which we find to be more challenging and more natural.

We begin with vanilla SEQ2SEQ models with attention (Bahdanau et al., 2015) and reach an accuracy of 77.5 BLEU, substantially outperforming the text-to-text baseline of Narayan et al. (2017) and approaching their best RDF-aware method. However, manual inspection reveal many cases of unwanted behaviors in the resulting outputs: (1) many resulting sentences are unsupported by the input: they contain correct facts about relevant entities, but these facts were not mentioned in the input sentence; (2) some facts are repeated—the same fact is mentioned in multiple output sentences; and (3) some facts are missing—mentioned in the input but omitted in the output.

The model learned to memorize entity-fact pairs instead of learning to split and rephrase. Indeed, feeding the model with examples containing entities alone without any facts about them causes it to output perfectly phrased but unsupported facts (Table 3). Digging further, we find that 99% of the simple sentences (more than 89% of the unique ones) in the validation and test sets also appear in the training set, which—coupled with the good memorization capabilities of SEQ2SEQ models and the relatively small number of distinct simple sentences—helps to explain the high BLEU score.

To aid further research on the task, we propose a more challenging split of the data. We also establish a stronger baseline by extending the SEQ2SEQ approach with a copy mechanism, which was shown to be helpful in similar tasks (Gu et al., 2016; Merity et al., 2017; See et al., 2017). On the original split, our models outperform the
best baseline of Narayan et al. (2017) by up to 8.68 BLEU, without using the RDF triples. On the new split, the vanilla SEQ2SEQ models break completely, while the copy-augmented models perform better. In parallel to our work, an updated version of the dataset was released (v1.0), which is larger and features a train/test split protocol which is similar to our proposal. We report results on this dataset as well. The code and data to reproduce our results are available on Github.1 We encourage future work on the split-and-rephrase task to use our new data split or the v1.0 split instead of the original one.

2 Preliminary Experiments

Task Definition In the split-and-rephrase task we are given a complex sentence $C$, and need to produce a sequence of simple sentences $T_1, ..., T_n$, $n \geq 2$, such that the output sentences convey all and only the information in $C$. As additional supervision, the split-and-rephrase dataset associates each sentence with a set of RDF triples that describe the information in the sentence. Note that the number of simple sentences to generate is not given as part of the input.

Experimental Details We focus on the task of splitting a complex sentence into several simple ones without access to the corresponding RDF triples in either train or test time. For evaluation we follow Narayan et al. (2017) and compute the averaged individual multi-reference BLEU score for each prediction.2 We split each prediction to sentences3 and report the average number of simple sentences in each prediction, and the average number of tokens for each simple sentence. We train vanilla sequence-to-sequence models with attention (Bahdanau et al., 2015) as implemented in the OpenNMT-PY toolkit (Klein et al., 2017).4 Our models only differ in the LSTM cell size (128, 256 and 512, respectively). See the supplementary material for training details and hyperparameters. We compare our models to the baselines proposed in Narayan et al. (2017). HYBRIDSIMPL and SEQ2SEQ are text-to-text models, while the other reported baselines additionally use the RDF information.

Results As shown in Table 2, our 3 models obtain higher BLEU scores than the SEQ2SEQ baseline, with up to 28.35 BLEU improvement, despite being single-layer models vs. the 3-layer models used in Narayan et al. (2017). A possible explanation for this discrepancy is the SEQ2SEQ baseline using a dropout rate of 0.8, while we use 0.3 and only apply it on the LSTM outputs. Our results are also better than the MULTISEQ2SEQ and SPLIT-MULTISEQ2SEQ models, which use explicit RDF information. We also present the macro-average5 number of simple sentences in each reference among the

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Model & BLEU & #S/C & #T/S \\
\hline
\textsc{source} & 55.67 & 1.0 & 21.11 \\
\textsc{reference} & -- & 2.52 & 10.93 \\
\textsc{narayan et al. (2017)} & 39.97 & 1.26 & 17.55 \\
\textsc{hybrid simpl} & 48.92 & 2.51 & 10.69 \\
\textsc{seq2seq} & 77.27 & 2.84 & 11.63 \\
\textsc{multi seq2seq*} & 78.77 & 2.84 & 9.28 \\
\textsc{split multi seq2seq*} & 76.56 & 2.53 & 10.53 \\
\hline
\end{tabular}
\caption{BLEU scores, simple sentences per complex sentence (#S/C) and tokens per simple sentence (#T/S), as computed over the test set. \textsc{source} are the complex sentences and \textsc{reference} are the reference rephrasings from the test set. Models marked with * use the semantic RDF triples.}
\end{table}

1https://github.com/biu-nlp/supp-sacl2018
2Note that this differs from "normal" multi-reference BLEU (as implemented in multi-bleu.pl) since the number of references differs among the instances in the test-set.
3Using NLTK v3.2.5 https://www.nltk.org/
4https://github.com/OpenNMT/OpenNMT-py commit d4ab35a
5Since the number of references varies greatly from one complex sentence to another, (min: 1, max: 76,283, median: 16) we avoid bias towards the complex sentences with many references by performing macro average, i.e. we first average the number of simple sentences in each reference among the
A Fortress of Grey Ice with ISBN 0-7653-0633-6 has 672 pages.

The address, 11 Diagonal Street is located in South Africa where the leader is Cyril Ramaphosa and some Asian South Africans live.

Alan Shepard Alan Shepard Alan Shepard

Alan Shepard is dead.
Alan Shepard was a test pilot.

AFC Ajax AFC Ajax AFC Ajax

AFC Ajax’s manager is Jong Ajax.
AFC Ajax N.V. own Sportpark De Toekomst.

<table>
<thead>
<tr>
<th>Input</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Fortress of Grey Ice with ISBM 0-7653-0633-6 has 672 pages.</td>
<td>J.V. Jones authored A Fortress of Grey Ice.</td>
</tr>
<tr>
<td></td>
<td>A Fortress of Grey Ice has 672 pages.</td>
</tr>
<tr>
<td>The address, 11 Diagonal Street is located in South Africa where the leader is Cyril Ramaphosa and some Asian South Africans live.</td>
<td>The address, 11 Diagonal Street is located in South Africa.</td>
</tr>
<tr>
<td></td>
<td>The leader of South Africa is called Cyril Ramaphosa.</td>
</tr>
<tr>
<td></td>
<td>The leader of South Africa is called Cyril Ramaphosa.</td>
</tr>
<tr>
<td></td>
<td>The leader of South Africa is called Cyril Ramaphosa.</td>
</tr>
<tr>
<td>Alan Shepard Alan Shepard Alan Shepard</td>
<td>Alan Shepard is dead.</td>
</tr>
<tr>
<td></td>
<td>Alan Shepard was a test pilot.</td>
</tr>
<tr>
<td>AFC Ajax AFC Ajax AFC Ajax</td>
<td>AFC Ajax’s manager is Jong Ajax.</td>
</tr>
<tr>
<td></td>
<td>AFC Ajax N.V. own Sportpark De Toekomst.</td>
</tr>
</tbody>
</table>

Table 3: Predictions from a vanilla Seq2Seq model, illustrating unsupported facts, missing facts and repeated facts. The last two rows show inputs we composed to demonstrate that the models memorize entity-fact pairs.

Figure 1: Seq2Seq512’s attention weights. Horizontal: input. Vertical: predictions.

Analysis We begin analyzing the results by manually inspecting the model’s predictions on the validation set. This reveals three common kinds of mistakes as demonstrated in Table 3: unsupported facts, repetitions, and missing facts. All the unsupported facts seem to be related to entities mentioned in the source sentence. Inspecting the attention weights (Figure 1) reveals a worrying trend: throughout the prediction, the model focuses heavily on the first word in of the first entity (“A wizard of Mars”) while paying little attention to other cues like “hardcover”, “Diane” and references of a specific complex sentence, and then average these numbers.

“the ISBN number”. This explains the abundance of “hallucinated” unsupported facts: rather than learning to split and rephrase, the model learned to identify entities, and spit out a list of facts it had memorized about them. To validate this assumption, we count the number of predicted sentences which appeared as-is in the training data. We find that 1645 out of the 1693 (97.16%) predicted sentences appear verbatim in the training set. Table 1 gives more detailed statistics on the WebSplit dataset.

To further illustrate the model’s recognize-and-split strategy, we compose inputs containing an entity string which is duplicated three times, as shown in the bottom two rows of Table 3. As expected, the model predicted perfectly phrased and correct facts about the given entities, although these facts are clearly not supported by the input.

3 New Data-split

The original data-split is not suitable for measuring generalization, as it is susceptible to “cheating” by fact memorization. We construct a new train-development-test split to better reflect our expected behavior from a split-and-rephrase model. We split the data into train, development and test sets by randomly dividing the 5,554 distinct complex sentences across the sets, while using the provided RDF information to ensure that:

1. Every possible RDF relation (e.g., BORNIN, LOCATEDIN) is represented in the training set (and may appear also in the other sets).
2. Every RDF triplet (a complete fact) is represented only in one of the splits.

While the set of complex sentences is still divided roughly to 80%/10%/10% as in the original split, now there are nearly no simple sentences in
Table 4: Statistics for the RDF-based data split

<table>
<thead>
<tr>
<th></th>
<th>count</th>
<th>unique</th>
</tr>
</thead>
<tbody>
<tr>
<td>train complex sentences</td>
<td>1,039,392</td>
<td>4,506</td>
</tr>
<tr>
<td>train simple sentences</td>
<td>5,239,279</td>
<td>7,865</td>
</tr>
<tr>
<td>dev complex sentences</td>
<td>13,294</td>
<td>535</td>
</tr>
<tr>
<td>dev simple sentences</td>
<td>39,703</td>
<td>812</td>
</tr>
<tr>
<td>test complex sentences</td>
<td>13,429</td>
<td>503</td>
</tr>
<tr>
<td>test simple sentences</td>
<td>41,734</td>
<td>879</td>
</tr>
<tr>
<td># dev simple in train</td>
<td>35 (0.99%)</td>
<td></td>
</tr>
<tr>
<td>% dev vocab in train</td>
<td>1 (0%)</td>
<td></td>
</tr>
<tr>
<td>% test vocab in train</td>
<td>62.99%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>train complex sentences</th>
<th>dev complex sentences</th>
<th>test complex sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>entities in train</td>
<td>26/111 (23.42%)</td>
<td>25/120 (20.83%)</td>
<td>34/34 (100%)</td>
</tr>
<tr>
<td>relations in train</td>
<td>37/37 (100%)</td>
<td>37/37 (100%)</td>
<td>37/37 (100%)</td>
</tr>
</tbody>
</table>

Table 5: Results over the test sets of the original, our proposed split and the v1.0 split

<table>
<thead>
<tr>
<th></th>
<th>BLEU</th>
<th>#S/C</th>
<th>#T/S</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORIGINAL DATA SPLIT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOURCE</td>
<td>55.67</td>
<td>1.0</td>
<td>21.11</td>
</tr>
<tr>
<td>REFERENCE</td>
<td>–</td>
<td>2.52</td>
<td>10.93</td>
</tr>
<tr>
<td>SPLIT-SEQ2SEQ</td>
<td>78.77</td>
<td>2.84</td>
<td>9.28</td>
</tr>
<tr>
<td>SEQ2SEQ128</td>
<td>76.56</td>
<td>2.53</td>
<td>10.53</td>
</tr>
<tr>
<td>SEQ2SEQ256</td>
<td>77.48</td>
<td>2.57</td>
<td>10.56</td>
</tr>
<tr>
<td>SEQ2SEQ512</td>
<td>75.92</td>
<td>2.59</td>
<td>10.59</td>
</tr>
<tr>
<td>COPY128</td>
<td>75.33</td>
<td>2.51</td>
<td>10.29</td>
</tr>
<tr>
<td>COPY256</td>
<td>83.73</td>
<td>2.49</td>
<td>10.66</td>
</tr>
<tr>
<td>COPY512</td>
<td>87.45</td>
<td>2.56</td>
<td>10.50</td>
</tr>
<tr>
<td>new data split</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOURCE</td>
<td>55.66</td>
<td>1.0</td>
<td>20.37</td>
</tr>
<tr>
<td>REFERENCE</td>
<td>–</td>
<td>2.40</td>
<td>10.83</td>
</tr>
<tr>
<td>SEQ2SEQ128</td>
<td>5.55</td>
<td>2.27</td>
<td>11.68</td>
</tr>
<tr>
<td>SEQ2SEQ256</td>
<td>5.28</td>
<td>2.27</td>
<td>10.54</td>
</tr>
<tr>
<td>SEQ2SEQ512</td>
<td>6.68</td>
<td>2.44</td>
<td>10.23</td>
</tr>
<tr>
<td>COPY128</td>
<td>16.71</td>
<td>2.0</td>
<td>10.53</td>
</tr>
<tr>
<td>COPY256</td>
<td>23.78</td>
<td>2.38</td>
<td>10.55</td>
</tr>
<tr>
<td>COPY512</td>
<td>24.97</td>
<td>2.87</td>
<td>10.04</td>
</tr>
<tr>
<td>v1.0 test relations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOURCE</td>
<td>56.1</td>
<td>1.0</td>
<td>20.4</td>
</tr>
<tr>
<td>REFERENCE</td>
<td>–</td>
<td>2.48</td>
<td>10.69</td>
</tr>
<tr>
<td>COPY512</td>
<td>25.47</td>
<td>2.29</td>
<td>11.74</td>
</tr>
</tbody>
</table>

The updated dataset (v1.0, published by Narayan et al. after this work was accepted) follows (2) above, but not (1).

Statistics describing the data split are detailed in Table 4.

4 Copy-augmented Model

To better suit the split-and-rephrase task, we augment the SEQ2SEQ models with a copy mechanism. Such mechanisms have proven to be beneficial in similar tasks like abstractive summarization (Gu et al., 2016; See et al., 2017) and language modeling (Merity et al., 2017). We hypothesize that biasing the model towards copying will improve performance, as many of the words in the simple sentences (mostly corresponding to entities) appear in the complex sentence, as evident by the relatively high BLEU scores for the SOURCE baseline in Table 2.

Copying is modeled using a “copy switch” probability \( p(z = 1) \) computed by a sigmoid over a learned composition of the decoder state, the context vector and the last output embedding. It interpolates the \( \text{p}_{\text{softmax}} \) distribution over the target vocabulary and a copy distribution \( p_{\text{copy}} \) over the source sentence tokens. \( p_{\text{copy}} \) is simply the computed attention weights. Once the above distributions are computed, the final probability for an output word \( w \) is:

\[
p(w) = p(z = 1) p_{\text{copy}}(w) + p(z = 0) \text{p}_{\text{softmax}}(w)
\]

In case \( w \) is not present in the output vocabulary, we set \( p_{\text{softmax}}(w) = 0 \). We refer the reader to See et al. (2017) for a detailed discussion regarding the copy mechanism.

5 Experiments and Results

Models with larger capacities may have greater representation power, but also a stronger tendency to memorize the training data. We therefore perform experiments with copy-enhanced models of varying LSTM widths (128, 256 and 512). We train the models using the negative log likelihood as the objective. Other than the copy mechanism, we keep the settings identical to those in Section 2. We train models on the original split, our proposed data split and the v1.0 split.

Results Table 5 presents the results. On the original data-split, the COPY512 model outperforms all baselines, improving over the previous best by 8.68 BLEU points. On the new data-split, as expected, the performance degrades for all models, as they are required to generalize to sentences not seen during training. The copy-augmented models perform better than the baselines in this case as well, with a larger relative gap which can be explained by the lower lexical overlap between the train and the test sets in the new split. On the v1.0 split the results are similar to those on our split,
Madeleine L'Engle who is influenced by George Macdonald wrote “A Severed Wasp”.

A Severed Wasp was written by George Macdonald.

The A.C. Lumezzane has 4150 members and play in the Lega Pro League.

A.C. Lumezzane’s ground is in the Lega Pro League.

Irish English is the official language of Ireland, which is lead by Enda Kenny and home to Adare Manor.

Adare Manor is located in Ireland.

Table 6: Predictions from the COPY512 model, trained on the new data split.

<table>
<thead>
<tr>
<th>Model</th>
<th>unsup.</th>
<th>repeated</th>
<th>correct</th>
<th>missing</th>
</tr>
</thead>
</table>
| original split
| SEQ2SEQ128    | 5      | 4        | 40/49 (82%) | 9  |
| SEQ2SEQ256    | 2      | 2        | 42/46 (91%) | 5  |
| SEQ2SEQ512    | 12     | 2        | 36/49 (73%) | 5  |
| COPY128       | 3      | 4        | 42/49 (86%) | 4  |
| COPY256       | 3      | 2        | 45/50 (90%) | 6  |
| COPY512       | 5      | 0        | 46/51 (90%) | 3  |
| new split     | SEQ2SEQ128    | 37     | 8        | 0     | 54   |
| SEQ2SEQ256    | 41     | 7        | 0     | 54   |
| SEQ2SEQ512    | 43     | 5        | 0     | 54   |
| COPY128       | 23     | 3        | 2/27 (7%)  | 52   |
| COPY256       | 35     | 2        | 3/40 (7%)  | 49   |
| COPY512       | 36     | 13       | 11/54 (20%) | 43  |
| v1.0 split    | COPY512    | 41     | 3        | 3/44 (7%)  | 51   |

Table 7: Results of the manual analysis, showing the number of simple sentences with unsupported facts (unsup.), repeated facts, missing facts and correct facts, for 20 complex sentences from the original and new validation sets.

Analysis We inspect the models’ predictions for the first 20 complex sentences of the original and new validation sets in Table 7. We mark each simple sentence as being “correct” if it contains all and only relevant information, “unsupported” if it contains facts not present in the source, and “repeated” if it repeats information from a previous sentence. We also count missing facts. Figure 2 shows the attention weights of the COPY512 model for the same sentence in Figure 1. Reassuringly, the attention is now distributed more evenly over the input symbols. On the new splits, all models perform catastrophically. Table 6 shows outputs from the COPY512 model when trained on the new split. On the original split, while SEQ2SEQ128 mainly suffers from missing information, perhaps due to insufficient memorization capacity, SEQ2SEQ512 generated the most unsupported sentences, due to overfitting or memorization. The overall number of issues is clearly reduced in the copy-augmented models.

6 Conclusions

We demonstrated that a SEQ2SEQ model can obtain high scores on the original split-and-rephrase task while not actually learning to split-and-rephrase. We propose a new and more challenging data-split to remedy this, and demonstrate that the cheating SEQ2SEQ models fail miserably on the new split. Augmenting the SEQ2SEQ models with a copy-mechanism improves performance on both data splits, establishing a new competitive baseline for the task. Yet, the split-and-rephrase task (on the new split) is still far from being solved. We strongly encourage future research to evaluate on our proposed split or on the recently released version 1.0 of the dataset, which is larger and also addresses the overlap issues mentioned here.
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Abstract

Most of the current abstractive text summarization models are based on the sequence-to-sequence model (Seq2Seq). The source content of social media is long and noisy, so it is difficult for Seq2Seq to learn an accurate semantic representation. Compared with the source content, the annotated summary is short and well written. Moreover, it shares the same meaning as the source content. In this work, we supervise the learning of the representation of the source content with that of the summary. In implementation, we regard a summary autoencoder as an assistant supervisor of Seq2Seq. Following previous work, we evaluate our model on a popular Chinese social media dataset. Experimental results show that our model achieves the state-of-the-art performances on the benchmark dataset.

1 Introduction

Text summarization is to produce a brief summary of the main ideas of the text. Unlike extractive text summarization (Radev et al., 2004; Woodsend and Lapata, 2010; Cheng and Lapata, 2016), which selects words or word phrases from the source texts as the summary, abstractive text summarization learns a semantic representation to generate more human-like summaries. Recently, most models for abstractive text summarization are based on the sequence-to-sequence model, which encodes the source texts into the semantic representation with an encoder, and generates the summaries from the representation with a decoder.

The contents on the social media are long, and contain many errors, which come from spelling mistakes, informal expressions, and grammatical mistakes (Baldwin et al., 2013). Large amount of errors in the contents cause great difficulties for text summarization. As for RNN-based Seq2Seq, it is difficult to compress a long sequence into an accurate representation (Li et al., 2015), because of the gradient vanishing and exploding problem.

Compared with the source content, it is easier to encode the representations of the summaries, which are short and manually selected. Since the source content and the summary share the same points, it is possible to supervise the learning of the semantic representation of the source content with that of the summary.

In this paper, we regard a summary autoencoder as an assistant supervisor of Seq2Seq. First, we train an autoencoder, which inputs and reconstructs the summaries, to obtain a better representation to generate the summaries. Then, we supervise the internal representation of Seq2Seq with that of autoencoder by minimizing the distance between two representations. Finally, we use adversarial learning to enhance the supervision. Following the previous work (Ma et al., 2017), We evaluate our proposed model on a Chinese social media dataset. Experimental results show that our model outperforms the state-of-the-art baseline models. More specifically, our model outperforms the Seq2Seq baseline by the score of 7.1 ROUGE-1, 6.1 ROUGE-2, and 7.0 ROUGE-L.

2 Proposed Model

We introduce our proposed model in detail in this section.

2.1 Notation

Given a summarization dataset that consists of N data samples, the i-th data sample \((x_i, y_i)\) co-
Figure 1: The overview of our model. The model consists of a sequence-to-sequence model and an autoencoder model. At the training stage, we use the autoencoder to supervise the sequence-to-sequence model. At the test stage, we use the sequence-to-sequence model to generate the summaries.

contains a source content \( x_i = \{x_1, x_2, ..., x_M\} \), and a summary \( y_i = \{y_1, y_2, ..., y_L\} \), while \( M \) is the number of the source words, and \( L \) is the number of the summary words. At the training stage, we train the model to generate the summary \( y \) given the source content \( x \). At the test stage, the model decodes the predicted summary \( y' \) given the source content \( x \).

### 2.2 Supervision with Autoencoder

Figure 1 shows the architecture of our model. At the training stage, the source content encoder compresses the input contents \( x \) into the internal representation \( z_t \) with a Bi-LSTM encoder. At the same time, the summary encoder compresses the reference summary \( y \) into the representation \( z_s \). Then both \( z_t \) and \( z_s \) are fed into a LSTM decoder to generate the summary. Finally, the semantic representation of the source content is supervised by the summary.

We implement the supervision by minimizing the distance between the semantic representations \( z_t \) and \( z_s \), and this term in the loss function can be written as:

\[
L_S = \frac{\lambda}{N_h} d(z_t, z_s)
\]

where \( d(z_t, z_s) \) is a function which measures the distance between \( z_t \) and \( z_s \). \( \lambda \) is a tunable hyperparameter to balance the loss of the supervision and the other parts of the loss, and \( N_h \) is the number of the hidden unit to limit the magnitude of the distance function. We set \( \lambda = 0.3 \) based on the performance on the validation set. The distance between two representations can be written as:

\[
d(z_t, z_s) = \|z_t - z_s\|_2
\]

### 2.3 Adversarial Learning

We further enhance the supervision with the adversarial learning approach. As shown in Eq. 1, we use a fixed hyperparameter as a weight to measure the strength of the supervision of the autoencoder. However, in the case when the source content and summary have high relevance, the strength of the supervision should be higher, and when the source content and summary have low relevance, the strength should be lower. In order to determine the strength of supervision more dynamically, we introduce the adversarial learning. More specifically, we regard the representation of the autoencoder as the “gold” representation, and that of the sequence-to-sequence as the “fake” representation. A model is trained to discriminate between the gold and fake representations, which is called a discriminator. The discriminator tries to identify the two representations. On the contrary, the supervision, which minimizes the distance of the representations and makes them similar, tries to prevent the discriminator from making correct predictions. In this way, when the discriminator can distinguish the two representations (which means the source content and the summary has low relevance), the strength of supervision will be decreased, and when the discriminator fails to distinguish, the strength of supervision will be improved.

In implementation of the adversarial learning, the discriminator objective function can be written as:

\[
L_D(\theta_D) = - \log P_{y_D}(y = 1 | z_t) - \log P_{y_D}(y = 0 | z_s)
\]

where \( P_{y_D}(y = 1 | z) \) is the probability that the discriminator identifies the vector \( z \) as the “gold” representation, while \( P_{y_D}(y = 0 | z) \) is the probability that the vector \( z \) is identified as the “fake” representation, and \( \theta_D \) is the parameters of the discrim-
inator. When minimizing the discriminator objective, we only train the parameters of the discriminator, while the rest of the parameters remains unchanged.

The supervision objective to be against the discriminator can be written as:
\[
L_{G}(\theta_E) = -\log P_{D}(y = 0|z_t) - \log P_{D}(y = 1|z_s)
\]
When minimizing the supervision objective, we only update the parameters of the encoders.

2.4 Loss Function and Training
There are several parts of the objective functions to optimize in our models. The first part is the cross entropy losses of the sequence-to-sequence and the autoencoder:
\[
L_{Seq2seq} = -\sum_{i=1}^{N} p_{Seq2seq}(y_i|z_s)
\]
\[
L_{AE} = -\sum_{i=1}^{N} p_{AE}(y_i|z_t)
\]
The second part is the L2 loss of the supervision, as written in Equation 1. The last part is the adversarial learning, which are Equation 3 and Equation 4. The sum of all these parts is the final loss function to optimize.

We use the Adam (Kingma and Ba, 2014) optimization method to train the model. For the hyper-parameters of Adam optimizer, we set the learning rate \(\alpha = 0.001\), two momentum parameters \(\beta_1 = 0.9\) and \(\beta_2 = 0.999\) respectively, and \(\epsilon = 1 \times 10^{-8}\). We clip the gradients (Pascual et al., 2013) to the maximum norm of 10.0.

3 Experiments
Following the previous work (Ma et al., 2017), we evaluate our model on a popular Chinese social media dataset. We first introduce the datasets, evaluation metrics, and experimental details. Then, we compare our model with several state-of-the-art systems.

3.1 Dataset
Large Scale Chinese Social Media Text Summarization Dataset (LCSTS) is constructed by Hu et al. (2015). The dataset consists of more than 2,400,000 text-summary pairs, constructed from a famous Chinese social media website called Sina Weibo.\(^2\) It is split into three parts, with 2,400,591 pairs in PART I, 10,666 pairs in PART II and 1,106 pairs in PART III. All the text-summary pairs in PART II and PART III are manually annotated with relevant scores ranged from 1 to 5. We only reserve pairs with scores no less than 3, leaving 8,685 pairs in PART II and 725 pairs in PART III. Following the previous work (Hu et al., 2015), we use PART I as training set, PART II as validation set, and PART III as test set.

3.2 Evaluation Metric
Our evaluation metric is ROUGE score (Lin and Hovy, 2003), which is popular for summarization evaluation. The metrics compare an automatically produced summary with the reference summaries, by computing overlapping lexical units, including unigram, bigram, trigram, and longest common subsequence (LCS). Following previous work (Rush et al., 2015; Hu et al., 2015), we use ROUGE-1 (unigram), ROUGE-2 (bi-gram) and ROUGE-L (LCS) as the evaluation metrics in the reported experimental results.

3.3 Experimental Details
The vocabularies are extracted from the training sets, and the source contents and the summaries share the same vocabularies. In order to alleviate the risk of word segmentation mistakes, we split the Chinese sentences into characters. We prune the vocabulary size to 4,000, which covers most of the common characters.

We tune the hyper-parameters based on the ROUGE scores on the validation sets. We set the word embedding size and the hidden size to 512, and the number of LSTM layers is 2. The batch size is 64, and we do not use dropout (Srivastava et al., 2014) on this dataset. Following the previous work (Li et al., 2017), we implement the beam search, and set the beam size to 10.

3.4 Baselines
We compare our model with the following state-of-the-art baselines.

- **RNN** and **RNN-cont** are two sequence-to-sequence baseline with GRU encoder and decoder, provided by Hu et al. (2015). The difference between them is that RNN-context has attention mechanism while RNN does not.
- **RNN-dist** (Chen et al., 2016) is a distraction-based neural model, which the attention
Table 1: Comparison with state-of-the-art models on the LCSTS test set. R-1, R-2, and R-L denote ROUGE-1, ROUGE-2, and ROUGE-L, respectively. The models with a suffix of ‘W’ in the table are word-based, while the rest of models are character-based.

<table>
<thead>
<tr>
<th>Models</th>
<th>R-1</th>
<th>R-2</th>
<th>R-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN-W (Hu et al., 2015)</td>
<td>17.7</td>
<td>8.5</td>
<td>15.8</td>
</tr>
<tr>
<td>RNN (Hu et al., 2015)</td>
<td>21.5</td>
<td>8.9</td>
<td>18.6</td>
</tr>
<tr>
<td>RNN-cont-W (Hu et al., 2015)</td>
<td>26.8</td>
<td>16.1</td>
<td>24.1</td>
</tr>
<tr>
<td>RNN-cont (Hu et al., 2015)</td>
<td>29.9</td>
<td>17.4</td>
<td>27.2</td>
</tr>
<tr>
<td>SRB (Ma et al., 2017)</td>
<td>33.3</td>
<td>20.0</td>
<td>30.1</td>
</tr>
<tr>
<td>CopyNet-W (Gu et al., 2016)</td>
<td>35.0</td>
<td>22.3</td>
<td>32.0</td>
</tr>
<tr>
<td>CopyNet (Gu et al., 2016)</td>
<td>34.4</td>
<td>21.6</td>
<td>31.3</td>
</tr>
<tr>
<td>RNN-dist (Chen et al., 2016)</td>
<td>35.2</td>
<td>22.6</td>
<td>32.5</td>
</tr>
<tr>
<td>DRGD (Li et al., 2017)</td>
<td>37.0</td>
<td>24.2</td>
<td>34.2</td>
</tr>
<tr>
<td>Seq2Seq (our impl.)</td>
<td>32.1</td>
<td>19.9</td>
<td>29.2</td>
</tr>
<tr>
<td>+superAE (this paper)</td>
<td>39.2</td>
<td>26.0</td>
<td>36.2</td>
</tr>
<tr>
<td>w/o adversarial learning</td>
<td>37.7</td>
<td>25.3</td>
<td>35.2</td>
</tr>
</tbody>
</table>

Table 2: Accuracy of the sentiment classification on the Amazon dataset. We train a classifier which inputs internal representation provided by the sequence-to-sequence model, and outputs a predicted label. We compute the 2-class and 5-class accuracy of the predicted labels to evaluate the quality of the text representation.

<table>
<thead>
<tr>
<th>Models</th>
<th>2-class (%)</th>
<th>5-class (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2seq</td>
<td>80.7</td>
<td>65.1</td>
</tr>
<tr>
<td>+superAE</td>
<td>88.8 (+8.1)</td>
<td>71.7 (+6.6)</td>
</tr>
</tbody>
</table>

For the purpose of simplicity, we denote our supervision with autoencoder model as superAE. We report the ROUGE F1 score of our model and the baseline models on the test sets.

Table 1 summarizes the results of our superAE model and several baselines. We first compare our model with Seq2Seq baseline. It shows that our superAE model has a large improvement over the Seq2Seq baseline by 7.1 ROUGE-1, 6.1 ROUGE-2, and 7.0 ROUGE-L, which demonstrates the efficiency of our model. Moreover, we compare our model with the recent summarization systems, which have been evaluated on the same training set and the test sets as ours. Their results are directly reported in the referred articles. It shows that our superAE outperforms all of these models, with a relative gain of 2.2 ROUGE-1, 1.8 ROUGE-2, and 2.0 ROUGE-L. We also perform ablation study by removing the adversarial learning component, in order to show its contribution. It shows that the adversarial learning improves the performance of 1.5 ROUGE-1, 0.7 ROUGE-2, and 1.0 ROUGE-L.

We also give a summarization examples of our model. As shown in Table 3, the SeqSeq model captures the wrong meaning of the source content, and produces the summary that “China United Airlines exploded in the airport”. Our superAE model captures the correct points, so that the generated summary is close in meaning to the reference summary.

3.5 Results

For the purpose of simplicity, we denote our supervision with autoencoder model as superAE. We report the ROUGE F1 score of our model and the baseline models on the test sets.

Table 1 summarizes the results of our superAE model and several baselines. We first compare our model with Seq2Seq baseline. It shows that our superAE model has a large improvement over the Seq2Seq baseline by 7.1 ROUGE-1, 6.1 ROUGE-2, and 7.0 ROUGE-L, which demonstrates the efficiency of our model. Moreover, we compare our model with the recent summarization systems, which have been evaluated on the same training set and the test sets as ours. Their results are directly reported in the referred articles. It shows that our superAE outperforms all of these models, with a relative gain of 2.2 ROUGE-1, 1.8 ROUGE-2, and 2.0 ROUGE-L. We also perform ablation study by removing the adversarial learning component, in order to show its contribution. It shows that the adversarial learning improves the performance of 1.5 ROUGE-1, 0.7 ROUGE-2, and 1.0 ROUGE-L.

We also give a summarization examples of our model. As shown in Table 3, the SeqSeq model captures the wrong meaning of the source content, and produces the summary that “China United Airlines exploded in the airport”. Our superAE model captures the correct points, so that the generated summary is close in meaning to the reference summary.

3.6 Analysis of text representation

We want to analyze whether the internal text representation is improved by our superAE model. Since the text representation is abstractive and hard to evaluate, we translate the representation into a sentiment score with a sentiment classifier, and evaluate the quality of the representation by means of the sentiment accuracy.

We perform experiments on the Amazon Fine Foods Reviews Corpus (McAuley and Leskovec, 2013). The Amazon dataset contains users’ rating labels as well as the summary for the reviews, making it possible to train a classifier to predict the sentiment labels and a seq2seq model to generate summaries. First, we train the superAE model and
Source: 昨晚中联航空成都飞北京一架航班被发现有多人吸烟。后因天气原因，飞机备降太原机场。有乘客要求重新安检，机长决定继续飞行，引起机组人员与未吸烟乘客冲突。

Last night, several people were caught to smoke on a flight of China United Airlines from Chendu to Beijing. Later the flight temporarily landed on Taiyuan Airport. Some passengers asked for a security check but were denied by the captain, which led to a collision between crew and passengers.

Reference: 航班多人吸烟机组人员与乘客冲突。

Several people smoked on a flight from Chendu to Beijing, which led to a collision between crew and passengers.

 Seq2Seq: 中联航空机场发生爆炸数人死亡。

China United Airlines exploded in the airport, leaving several people dead.

+superAE: 成都飞北京航班多人吸烟机组人员与乘客冲突。

Several people smoked on a flight which led to a collision between crew and passengers.

Table 3: A summarization example of our model, compared with Seq2Seq and the reference.

the seq2seq model with the text-summary pairs until convergence. Then, we transfer the encoders to a sentiment classifier, and train the classifier with fixing the parameters of the encoders. The classifier is a simple feedforward neural network which maps the representation into the label distribution. Finally, we compute the accuracy of the predicted 2-class labels and 5-class labels.

As shown in Table 2, the seq2seq model achieves 80.7% and 65.1% accuracy of 2-class and 5-class, respectively. Our superAE model outperforms the baselines with a large margin of 8.1% and 6.6%.

4 Related Work

Rush et al. (2015) first propose an abstractive based summarization model, which uses an attentive CNN encoder to compress texts and a neural network language model to generate summaries. Chopra et al. (2016) explore a recurrent structure for abstractive summarization. To deal with out-of-vocabulary problem, Nallapati et al. (2016) propose a generator-pointer model so that the decoder is able to generate words in source texts. Gu et al. (2016) also solved this issue by incorporating copying mechanism, allowing parts of the summaries are copied from the source contents. See et al. (2017) further discuss this problem, and incorporate the pointer-generator model with the coverage mechanism. Hu et al. (2015) build a large corpus of Chinese social media short text summarization, which is one of our benchmark datasets. Chen et al. (2016) introduce a distraction based neural model, which forces the attention mechanism to focus on the difference parts of the source inputs. Ma et al. (2017) propose a neural model to improve the semantic relevance between the source contents and the summaries.

Our work is also related to the sequence-to-sequence model (Cho et al., 2014), and the autoencoder model (Bengio, 2009; Liou et al., 2008, 2014). Sequence-to-sequence model is one of the most successful generative neural model, and is widely applied in machine translation (Sutskever et al., 2014; Jean et al., 2015; Luong et al., 2015), text summarization (Rush et al., 2015; Chopra et al., 2016; Nallapati et al., 2016), and other natural language processing tasks. Autoencoder (Bengio, 2009) is an artificial neural network used for unsupervised learning of efficient representation. Neural attention model is first proposed by Bahdanau et al. (2014).

5 Conclusion

We propose a novel model, in which the autoencoder is a supervisor of the sequence-to-sequence model, to learn a better internal representation for abstractive summarization. An adversarial learning approach is introduced to further improve the supervision of the autoencoder. Experimental results show that our model outperforms the sequence-to-sequence baseline by a large margin, and achieves the state-of-the-art performances on a Chinese social media dataset.
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Abstract
LSTMs were introduced to combat vanishing gradients in simple RNNs by augmenting them with gated additive recurrent connections. We present an alternative view to explain the success of LSTMs: the gates themselves are versatile recurrent models that provide more representational power than previously appreciated. We do this by decoupling the LSTM’s gates from the embedded simple RNN, producing a new class of RNNs where the recurrence computes an element-wise weighted sum of context-independent functions of the input. Ablations on a range of problems demonstrate that the gating mechanism alone performs as well as an LSTM in most settings, strongly suggesting that the gates are doing much more in practice than just alleviating vanishing gradients.

1 Introduction
Long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997) has become the de-facto recurrent neural network (RNN) for learning representations of sequences in NLP. Like simple recurrent neural networks (S-RNNs) (Elman, 1990), LSTMs are able to learn non-linear functions of arbitrary-length input sequences. However, they also introduce an additional memory cell to mitigate the vanishing gradient problem (Hochreiter, 1991; Bengio et al., 1994). This memory is controlled by a mechanism of gates, whose additive connections allow long-distance dependencies to be learned more easily during backpropagation. While this view is mathematically accurate, in this paper we argue that it does not provide a complete picture of why LSTMs work in practice.

We present an alternate view to explain the success of LSTMs: the gates themselves are powerful recurrent models that provide more representational power than previously realized. To demonstrate this, we first show that LSTMs can be seen as a combination of two recurrent models: (1) an S-RNN, and (2) an element-wise weighted sum of the S-RNN’s outputs over time, which is implicitly computed by the gates. We hypothesize that, for many practical NLP problems, the weighted sum serves as the main modeling component. The S-RNN, while theoretically expressive, is in practice only a minor contributor that clouds the mathematical clarity of the model. By replacing the S-RNN with a context-independent function of the input, we arrive at a much more restricted class of RNNs, where the main recurrence is via the element-wise weighted sums that the gates are computing.

We test our hypothesis on NLP problems, where LSTMs are wildly popular at least in part due to their ability to model crucial phenomena such as word order (Adi et al., 2017), syntactic structure (Linzen et al., 2016), and even long-range semantic dependencies (He et al., 2017). We consider four challenging tasks: language modeling, question answering, dependency parsing, and machine translation. Experiments show that while removing the gates from an LSTM can severely hurt performance, replacing the S-RNN with a simple linear transformation of the input results in minimal or no loss in model performance. We also show that, in many cases, LSTMs can be further simplified by removing the output gate, arriving at an even more transparent architecture, where the output is a context-independent function of the weighted sum. Together, these results suggest that the gates’ ability to compute an element-wise weighted sum, rather than the non-linear transition dynamics of S-RNNs, are the driving force behind LSTM’s success.
2 What Do Memory Cells Compute?

LSTMs are typically motivated as an augmentation of simple RNNs (S-RNNs), defined as:

\[ h_t = \tanh(W_{hh} h_{t-1} + W_{hx} x_t + b_h) \]  

(1)

S-RNNs suffer from the vanishing gradient problem (Hochreiter, 1991; Bengio et al., 1994) due to compounding multiplicative updates of the hidden state. By introducing a memory cell and an output layer controlled by gates, LSTMs enable shortcuts through which gradients can flow when learning with backpropagation. This mechanism enables learning of long-distance dependencies while preserving the expressive power of recurrent non-linear transformations provided by S-RNNs.

Rather than viewing the gates as simply an auxiliary mechanism to address a learning problem, we present an alternate view that emphasizes their modeling strengths. We argue that the LSTM should be interpreted as a hybrid of two distinct recurrent architectures: (1) the S-RNN which provides multiplicative connections across timesteps, and (2) the memory cell which provides additive connections across timesteps. On top of these recurrences, an output layer is included that simply squashes and filters the memory cell at each step.

Throughout this paper, let \( \{x_1, \ldots, x_n\} \) be the sequence of input vectors, \( \{h_1, \ldots, h_n\} \) be the sequence of output vectors, and \( \{c_1, \ldots, c_n\} \) be the memory cell’s states. Then, given the basic LSTM definition below, we can formally identify three sub-components:

\[ \tilde{c}_t = \tanh(W_{ch} h_{t-1} + W_{cx} x_t + b_c) \]  

(2)

\[ i_t = \sigma(W_{ih} h_{t-1} + W_{ix} x_t + b_i) \]  

(3)

\[ f_t = \sigma(W_{fh} h_{t-1} + W_{fx} x_t + b_f) \]  

(4)

\[ c_t = i_t \odot \tilde{c}_t + f_t \odot c_{t-1} \]  

(5)

\[ o_t = \sigma(W_{oh} h_{t-1} + W_{ox} x_t + b_o) \]  

(6)

\[ h_t = o_t \circ \tanh(c_t) \]  

(7)

Content Layer (Equation 2) We refer to \( \tilde{c}_t \) as the content layer, which is the output of an S-RNN. Evaluating the need for multiplicative recurrent connections in the content layer is the focus of this work. The content layer is passed to the memory cell, which decides which parts of it to store.

Memory Cell (Equations 3-5) The memory cell \( c_t \) is controlled by two gates. The input gate \( i_t \) controls what part of the content (\( \tilde{c}_t \)) is written to the memory, while the forget gate \( f_t \) controls what part of the memory is deleted by filtering the previous state of the memory (\( c_{t-1} \)). Writing to the memory is done by adding the filtered content (\( i_t \odot \tilde{c}_t \)) to the retained memory (\( f_t \odot c_{t-1} \)).

Output Layer (Equations 6-7) The output layer \( h_t \) passes the memory cell through a tanh activation function and uses an output gate \( o_t \) to read selectively from the squashed memory cell.

Our goal is to study how much each of these components contribute to the empirical performance of LSTMs. In particular, it is worth considering the memory cell in more detail to reveal why it could serve as a standalone powerful model of long-distance context. It is possible to show that it implicitly computes an element-wise weighted sum of all the previous content layers by expanding the recurrence relation in Equation 5:

\[ c_t = i_t \odot \tilde{c}_t + f_t \odot c_{t-1} \]

\[ = \sum_{j=0}^{t} \left( i_j \odot \prod_{k=j+1}^{t} f_k \right) \circ \tilde{c}_j \]  

(8)

Each weight \( w_j^f \) is a product of the input gate \( i_j \) (when its respective input \( \tilde{c}_j \) was read) and every subsequent forget gate \( f_k \). An interesting property of these weights is that, like the gates, they are also soft element-wise binary filters.

3 Standalone Memory Cells are Powerful

The restricted space of element-wise weighted sums allows for easier mathematical analysis, visualization, and perhaps even learnability. However, constrained function spaces are also less expressive, and a natural question is whether these models will work well for NLP problems that involve understanding context. We hypothesize that the memory cell (which computes weighted sums) can function as a standalone contextualizer. To test this hypothesis, we present several simplifications of the LSTM’s architecture (Section 3.1), and show on a variety of NLP benchmarks that there is a qualitative performance difference between models that contain a memory cell and those that do not (Section 3.2). We conclude that the content and output layers are relatively minor contributors, and that the space of element-wise weighted sums is sufficiently powerful to compete with fully parameterized LSTMs (Section 3.3).
3.1 Simplified Models
The modeling power of LSTMs is commonly assumed to derive from the S-RNN in the content layer, with the rest of the model acting as a learning aid to bypass the vanishing gradient problem. We first isolate the S-RNN by ablating the gates (denoted as \( \text{LSTM – GATES} \) for consistency).

To test whether the memory cell has enough modeling power of its own, we take an LSTM and replace the S-RNN in the content layer from Equation 2 with a simple linear transformation \( \tilde{e}_t = W_g x_t \) creating the \( \text{LSTM – S-RNN} \) model.

We further simplify the LSTM by removing the output gate from Equation 7 \( h_t = \tanh(e_t) \), leaving only the activation function in the output layer \( \text{LSTM – S-RNN – OUT} \). After removing the S-RNN and the output gate from the LSTM, the entire ablated model can be written in a modular, compact form:

\[
\begin{align*}
\mathbf{h}_t &= \text{OUTPUT} \left( \sum_{j=0}^{t} \mathbf{w}_j \circ \text{CONTENT}(x_j) \right) \\
&= \text{OUTPUT} \left( \sum_{j=0}^{t} \mathbf{w}_j \circ \sigma(W_g x_j + b_j) \right)
\end{align*}
\] (9)

where the content layer \( \text{CONTENT}() \) and the output layer \( \text{OUTPUT}() \) are both context-independent functions, making the entire model highly constrained and mathematically simpler. The complexity of modeling contextual information is needed only for computing the weights \( \mathbf{w}_j \). As we will see in Section 3.2, both of these ablations perform on par with LSTMs on several tasks.

Finally, we ablate the hidden state from the gates as well, by computing each gate \( g_t \) via \( \sigma(W_{g2} x_t + b_j) \). In this model, the only recurrence is the additive connection in the memory cell; it has no multiplicative recurrent connections at all. It can be seen as a type of QRNN (Bradbury et al., 2016) or SRU (Lei et al., 2017b), but for consistency we label it as \( \text{LSTM – S-RNN – HIDDEN} \).

3.2 Experiments
We compare model performance on four NLP tasks, with an experimental setup that is lenient towards LSTMs and harsh towards its simplifications. In each case, we use existing implementations and previously reported hyperparameter settings. Since these settings were tuned for LSTMs, any simplification that performs equally to (or better than) LSTMs under these LSTM-friendly settings provides strong evidence that the ablated component is not a contributing factor. For each task we also report the mean and standard deviation of 5 runs of the LSTM settings to demonstrate the typical variance observed due to training with different random initializations.

Language Modeling We evaluate the models on the Penn Treebank (PTB) (Marcus et al., 1993) language modeling benchmark. We use the implementation of Zaremba et al. (2014) from TensorFlow’s tutorial while replacing any invocation of LSTMs with simpler models. We test two of their configurations: \( \text{medium} \) and \( \text{large} \) (Table 1).

Question Answering For question answering, we use two different QA systems on the Stanford question answering dataset (SQuAD) (Rajpurkar et al., 2016): the Bidirectional Attention Flow model (BiDAF) (Seo et al., 2016) and DrQA (Chen et al., 2017). BiDAF contains 3 LSTMs, which are referred to as the phrase layer, the modeling layer, and the span end encoder. Our experiments replace each of these LSTMs with their simplified counterparts. We directly use the implementation of BiDAF from AllenNLP (Gardner et al., 2017), and all experiments reuse the existing hyperparameters that were tuned for LSTMs. Likewise, we use an open-source implementation of DrQA\(^1\) and replace only the LSTMs, while leaving everything else intact. Table 2 shows the results.

Dependency Parsing For dependency parsing, we use the Deep Biaffine Dependency Parser (Dozat and Manning, 2016), which relies on stacked bidirectional LSTMs to learn context-sensitive word embeddings for determining arcs between a pair of words. We directly use their released implementation, which is evaluated on the Universal Dependencies English Web Treebank v1.3 (Silveira et al., 2014). In our experiments, we use the existing hyperparameters and only replace the LSTMs with the simplified architectures. Table 3 shows the results.

Machine Translation For machine translation, we used OpenNMT (Klein et al., 2017) to train English to German translation models on the multimodal benchmarks from WMT 2016 (used in OpenNMT’s readme file). We use OpenNMT’s default model and hyperparameters, replacing the stacked bidirectional LSTM encoder with the sim-

\(^1\)https://github.com/hitvoice/DrQA
Table 1: Performance on language modeling benchmarks, measured by perplexity.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Model</th>
<th>Perplexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTB (Medium)</td>
<td>LSTM</td>
<td>83.9 ± 0.3</td>
</tr>
<tr>
<td></td>
<td>– S-RNN</td>
<td>80.5</td>
</tr>
<tr>
<td></td>
<td>– S-RNN – OUT</td>
<td>81.6</td>
</tr>
<tr>
<td></td>
<td>– S-RNN – HIDDEN</td>
<td>83.3</td>
</tr>
<tr>
<td></td>
<td>– GATES</td>
<td>140.9</td>
</tr>
<tr>
<td>PTB (Large)</td>
<td>LSTM</td>
<td>78.8 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>– S-RNN</td>
<td>76.0</td>
</tr>
<tr>
<td></td>
<td>– S-RNN – OUT</td>
<td>78.5</td>
</tr>
<tr>
<td></td>
<td>– S-RNN – HIDDEN</td>
<td>82.9</td>
</tr>
<tr>
<td></td>
<td>– GATES</td>
<td>126.1</td>
</tr>
</tbody>
</table>

Table 2: Performance on SQuAD, measured by exact match (EM) and span overlap (F1).

<table>
<thead>
<tr>
<th>System</th>
<th>Model</th>
<th>EM</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiDAF</td>
<td>LSTM</td>
<td>67.9 ± 0.3</td>
<td>77.5 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>– S-RNN</td>
<td>68.4</td>
<td>78.2</td>
</tr>
<tr>
<td></td>
<td>– S-RNN – OUT</td>
<td>67.4</td>
<td>77.2</td>
</tr>
<tr>
<td></td>
<td>– S-RNN – HIDDEN</td>
<td>66.5</td>
<td>76.6</td>
</tr>
<tr>
<td></td>
<td>– GATES</td>
<td>62.9</td>
<td>73.3</td>
</tr>
<tr>
<td>DrQA</td>
<td>LSTM</td>
<td>68.8 ± 0.2</td>
<td>78.2 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>– S-RNN</td>
<td>68.0</td>
<td>77.2</td>
</tr>
<tr>
<td></td>
<td>– S-RNN – OUT</td>
<td>68.7</td>
<td>77.9</td>
</tr>
<tr>
<td></td>
<td>– S-RNN – HIDDEN</td>
<td>67.9</td>
<td>77.2</td>
</tr>
<tr>
<td></td>
<td>– GATES</td>
<td>56.4</td>
<td>66.5</td>
</tr>
</tbody>
</table>

Table 3: Performance on the universal dependencies parsing benchmark, measured by unlabeled (UAS) and labeled attachment score (LAS).

<table>
<thead>
<tr>
<th>Model</th>
<th>UAS</th>
<th>LAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>90.60 ± 0.21</td>
<td>88.05 ± 0.33</td>
</tr>
<tr>
<td>– S-RNN</td>
<td>90.77</td>
<td>88.49</td>
</tr>
<tr>
<td>– S-RNN – OUT</td>
<td>90.70</td>
<td>88.31</td>
</tr>
<tr>
<td>– S-RNN – HIDDEN</td>
<td>90.53</td>
<td>87.96</td>
</tr>
<tr>
<td>– GATES</td>
<td>87.75</td>
<td>84.61</td>
</tr>
</tbody>
</table>

Table 4: Performance on the WMT 2016 multimodal English to German benchmark.

<table>
<thead>
<tr>
<th>Model</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>38.19 ± 0.1</td>
</tr>
<tr>
<td>– S-RNN</td>
<td>37.84</td>
</tr>
<tr>
<td>– S-RNN – OUT</td>
<td>38.36</td>
</tr>
<tr>
<td>– S-RNN – HIDDEN</td>
<td>36.98</td>
</tr>
<tr>
<td>– GATES</td>
<td>26.52</td>
</tr>
</tbody>
</table>

3.3 Discussion

We showed four major ablations of the LSTM. In the S-RNN experiments (LSTM – GATES), we ablate the memory cell and the output layer. In the LSTM – S-RNN and LSTM – S-RNN – OUT experiments, we ablate the S-RNN. In the LSTM – S-RNN – HIDDEN, we remove not only the S-RNN in the content layer, but also the S-RNNs in the gates, resulting in a model whose sole recurrence is in the memory cell’s additive connection.

As consistent with previous literature, removing the memory cell degrades performance drastically. In contrast, removing the S-RNN makes little to no difference in the final performance, suggesting that the memory cell alone is largely responsible for the success of LSTMs in NLP.

Even after removing every multiplicative recurrence from the memory cell itself, the model’s performance remains well above the vanilla S-RNN’s, and falls within the standard deviation of an LSTM’s on some tasks (see Table 3). This latter result indicates that the additive recurrent connection in the memory cell – and not the multiplicative recurrent connections in the content layer or in the gates – is the most important computational element in an LSTM. As a corollary, this result also suggests that a weighted sum of context words, while mathematically simple, is a powerful model of contextual information.

4 LSTM as Self-Attention

Attention mechanisms are widely used in the NLP literature to aggregate over a sequence (Cho et al., 2014; Bahdanau et al., 2015) or contextualize tokens within a sequence (Cheng et al., 2016; Parikh et al., 2016) by explicitly computing weighted sums. In the previous sections, we demonstrated that LSTMs implicitly compute weighted sums as well, and that this computation is central to their success. How, then, are these two computations related, and in what ways do they differ?

After simplifying the content layer and removing the output gate (LSTM – S-RNN – OUT), the model’s computation can be expressed as a weighted sum of context-independent functions of the inputs (Equation 9 in Section 3.1). This formula abstracts over both the simplified LSTM and the family of attention mechanisms, and through this lens, the memory cell’s computation can be seen as a “cousin” of self-attention. In fact, we can also leverage this abstraction to visualize the...
simplified LSTM’s weights as is commonly done with attention (see Appendix A for visualization).

However, there are three major differences in how the weights \( w_{ij} \) are computed.

First, the LSTM’s weights are \textit{vectors}, while attention typically computes scalar weights; i.e. a separate weighted sum is computed for every dimension of the LSTM’s memory cell. Multi-headed self-attention (Vaswani et al., 2017) can be seen as a middle ground between the two approaches, allocating a scalar weight for different subsets of the dimensions.

Second, the weighted sum is accumulated with a dynamic program. This enables a linear rather than quadratic complexity in comparison to self-attention, but reduces the amount of parallel computation. This accumulation also creates an inductive bias of attending to nearby words, since the weights can only decrease over time.

Finally, attention has a probabilistic interpretation due to the softmax normalization, while the sum of weights in LSTMs can grow up to the sequence length. In variants of the LSTM that tie the input and forget gate, such as coupled-gate LSTMs (Greff et al., 2016) and GRUs (Cho et al., 2014), the memory cell instead computes a weighted average with a probabilistic interpretation. These variants compute locally normalized distributions via a product of sigmoids rather than globally normalized distributions via a single softmax.

5 Related Work

Many variants of LSTMs (Hochreiter and Schmidhuber, 1997) have been previously explored. These typically consist of a different parameterization of the gates, such as LSTMs with peephole connections (Gers and Schmidhuber, 2000), or a rewiring of the connections, such as GRUs (Cho et al., 2014). However, these modifications invariably maintain the recurrent content layer. Even more systematic explorations (Józefowicz et al., 2015; Greff et al., 2016; Zoph and Le, 2017) do not question the importance of the embedded S-RNN. This is the first study to provide apples-to-apples comparisons between LSTMs with and without the recurrent content layer.

Several other recent works have also reported promising results with recurrent models that are vastly simpler than LSTMs, such as quasi-recurrent neural networks (Bradbury et al., 2016), recurrent additive networks (Lee et al., 2017), kernel neural networks (Lei et al., 2017a), and simple recurrent units (Lei et al., 2017b), making it increasingly apparent that LSTMs are over-parameterized. While these works indicate an obvious trend, they do not focus on explaining what LSTMs are learning. In our carefully controlled ablation studies, we propose and evaluate the minimal changes required to test our hypothesis that LSTMs are powerful because they dynamically compute element-wise weighted sums of content layers.

6 Conclusion

We presented an alternate view of LSTMs: they are a hybrid of S-RNNs and a gated model that dynamically computes weighted sums of the S-RNN outputs. Our experiments investigated whether the S-RNN is a necessary component of LSTMs. In other words, are the gates alone as powerful of a model as an LSTM? Results across four major NLP tasks (language modeling, question answering, dependency parsing, and machine translation) indicate that LSTMs suffer little to no performance loss when removing the S-RNN. This provides evidence that the gating mechanism is doing the heavy lifting in modeling context. We further ablate the recurrence in each gate and find that this incurs only a modest drop in performance, indicating that the real modeling power of LSTMs stems from their ability to compute element-wise weighted sums of context-independent functions of their inputs.

This realization allows us to mathematically relate LSTMs and other gated RNNs to attention-based models. Casting an LSTM as a dynamically-computed attention mechanism enables the visualization of how context is used at every timestep, shedding light on the inner workings of the relatively opaque LSTM.
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Given the empirical evidence that LSTMs are effectively learning weighted sums of the content layers, it is natural to investigate what weights the model learns in practice. Using the more mathematically transparent simplification of LSTMs, we can visualize the weights $w_{jt}$ that are placed on every input $j$ at every timestep $t$ (see Equation 9).

Unlike attention mechanisms, these weights are vectors rather than scalar values. Therefore, we can only provide a coarse-grained visualization of the weights by rendering their $L^2$-norm, as shown in Table 5. In the visualization, each column indicates the word represented by the weighted sum, and each row indicates the word over which the weighted sum is computed. Dark horizontal streaks indicate the duration for which a word was remembered. Unsurprisingly, the weights on the diagonal are always the largest since it indicates the weight of the current word. More interesting task-specific patterns emerge when inspecting the off-diagonals that represent the weight on the context words.

The first visualization uses the language model. Due to the language modeling setup, there are only non-zero weights on the current or previous words. We find that the common function words are quickly forgotten, while infrequent words that signal the topic are remembered over very long distances.

The second visualization uses the dependency parser. In this setting, since the recurrent architectures are bidirectional, there are non-zero weights on all words in the sentence. The top-right triangle indicates weights from the forward direction, and the bottom-left triangle indicates from the backward direction. For syntax, we see a significantly different pattern. Function words that are useful for determining syntax are more likely to be remembered. Weights on head words are also likely to persist until the end of a constituent.

This illustration provides only a glimpse into what the model is capturing, and perhaps future, more detailed visualizations that take the individual dimensions into account can provide further insight into what LSTMs are learning in practice.
Table 5: Visualization of the weights on context words learned by the memory cell. Each column represents the current word $t$, and each row represents a context word $j$. The gating mechanism implicitly computes element-wise weighted sums over each column. The darkness of each square indicates the $L^2$-norm of the vector weights $w_{tj}$ from Equation 9. Figures on the left show weights learned by a language model. Figures on the right show weights learned by a dependency parser.
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Abstract

While Recurrent Neural Networks (RNNs) are famously known to be Turing complete, this relies on infinite precision in the states and unbounded computation time. We consider the case of RNNs with finite precision whose computation time is linear in the input length. Under these limitations, we show that different RNN variants have different computational power. In particular, we show that the LSTM and the Elman-RNN with ReLU activation are strictly stronger than the RNN with a squashing activation and the GRU. This is achieved because LSTMs and ReLU-RNNs can easily implement counting behavior. We show empirically that the LSTM does indeed learn to effectively use the counting mechanism.

1 Introduction

Recurrent Neural Network (RNNs) emerge as very strong learners of sequential data. A famous result by Siegelmann and Sontag (1992; 1994), and its extension in (Siegelmann, 1999), demonstrates that an Elman-RNN (Elman, 1990) with a sigmoid activation function, rational weights and infinite precision states can simulate a Turing-machine in real-time, making RNNs Turing-complete. Recently, Chen et al (2017) extended the result to the ReLU activation function. However, these constructions (a) assume reading the entire input into the RNN state and only then performing the computation, using unbounded time; and (b) rely on having infinite precision in the network states. As argued by Chen et al (2017), this is not the model of RNN computation used in NLP applications. Instead, RNNs are often used by feeding an input sequence into the RNN one item at a time, each immediately returning a state-vector that corresponds to a prefix of the sequence and which can be passed as input for a subsequent feed-forward prediction network operating in constant time. The amount of tape used by a Turing machine under this restriction is linear in the input length, reducing its power to recognition of context-sensitive language. More importantly, computation is often performed on GPUs with 32bit floating point computation, and there is increasing evidence that competitive performance can be achieved also for quantized networks with 4-bit weights or fixed-point arithmetics (Hubara et al., 2016). The construction of (Siegelmann, 1999) implements pushing 0 into a binary stack by the operation \( g \leftarrow g/4 + 1/4 \). This allows pushing roughly 15 zeros before reaching the limit of the 32bit floating point precision. Finally, RNN solutions that rely on carefully orchestrated mathematical constructions are unlikely to be found using backpropagation-based training.

In this work we restrict ourselves to input-bound recurrent neural networks with finite-precision states (IBFP-RNN), trained using backpropagation. This class of networks is likely to coincide with the networks one can expect to obtain when training RNNs for NLP applications. An IBFP Elman-RNN is finite state. But what about other RNN variants? In particular, we consider the Elman RNN (SRNN) (Elman, 1990) with squashing and with ReLU activations, the Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) and the Gated Recurrent Unit (GRU) (Cho et al., 2014; Chung et al., 2014).

The common wisdom is that the LSTM and GRU introduce additional gating components that handle the vanishing gradients problem of training SRNNs, thus stabilizing training and making it more robust. The LSTM and GRU are often considered as almost equivalent variants of each other.
We show that in the input-bound, finite-precision case, there is a real difference between the computational capacities of the LSTM and the GRU: the LSTM can easily perform unbounded counting, while the GRU (and the SRNN) cannot. This makes the LSTM a variant of a k-counter machine (Fischer et al., 1968), while the GRU remains finite-state. Interestingly, the SRNN with ReLU activation followed by an MLP classifier also has power similar to a k-counter machine.

These results suggest there is a class of formal languages that can be recognized by LSTMs but not by GRUs. In section 5, we demonstrate that for at least two such languages, the LSTM manages to learn the desired concept classes using backpropagation, while using the hypothesized control structure. Figure 1 shows the activations of 10-d LSTM and GRU trained to recognize the languages $a^n b^n$ and $a^n b^n c^n$. It is clear that the LSTM learned to dedicate specific dimensions for counting, in contrast to the GRU.1

1Is the ability to perform unbounded counting relevant to “real world” NLP tasks? In some cases it might be. For example, processing linearized parse trees (Vinyals et al., 2015; Choe and Charniak, 2016; Aharoni and Goldberg, 2017) requires counting brackets and nesting levels. Indeed, previous works that process linearized parse trees report using LSTMs and not GRUs for this purpose. Our work here suggests that this may not be a coincidence.

2 The RNN Models

An RNN is a parameterized function $R$ that takes as input an input vector $x_t$ and a state vector $h_{t-1}$ and returns a state vector $h_t$:

$$h_t = R(x_t, h_{t-1})$$ (1)

The RNN is applied to a sequence $x_1, ..., x_n$ by starting with an initial vector $h_0$ (often the 0 vector) and applying $R$ repeatedly according to equation (1). Let $\Sigma$ be an input vocabulary (alphabet), and assume a mapping $E$ from every vocabulary item to a vector $x$ (achieved through a 1-hot encoding, an embedding layer, or some other means). Let $RNN(x_1, ..., x_n)$ denote the state vector $h$ resulting from the application of $R$ to the sequence $E(x_1), ..., E(x_n)$. An RNN recognizer (or RNN acceptor) has an additional function $f$ mapping states $h$ to 0, 1. Typically, $f$ is a log-linear classifier or multi-layer perceptron. We say that an RNN recognizes a language $L \subseteq \Sigma^*$ if $f(RNN(w))$ returns 1 for all and only words $w = x_1, ..., x_n \in L$.

Elman-RNN (SRNN)  In the Elman-RNN (Elman, 1990), also called the Simple RNN (SRNN),...
the function $R$ takes the form of an affine transform followed by a tanh nonlinearity:

$$h_t = \tanh(Wx_t + Uh_{t-1} + b)$$

(2)

Elman-RNNs are known to be at least finite-state. Siegelmann (1996) proved that the tanh can be replaced by any other squashing function without sacrificing computational power.

**IRNN** The IRNN model, explored by (Le et al., 2015), replaces the tanh activation with a non-squashing ReLU:

$$h_t = \max(0, (Wx_t + Uh_{t-1} + b))$$

(3)

The computational power of such RNNs (given infinite-precision) is explored in (Chen et al., 2017).

**Gated Recurrent Unit (GRU)** In the GRU (Cho et al., 2014), the function $R$ incorporates a gating mechanism, taking the form:

$$z_t = \sigma(W^z x_t + U^zh_{t-1} + b^z)$$

(4)

$$r_t = \sigma(W^r x_t + U^rh_{t-1} + b^r)$$

(5)

$$\tilde{h}_t = \tanh(W^h_x t + U^h (r_t \circ h_{t-1}) + b^h)$$

(6)

$$h_t = z_t \circ h_{t-1} + (1 - z_t) \circ \tilde{h}_t$$

(7)

Where $\sigma$ is the sigmoid function and $\circ$ is the Hadamard product (element-wise product).

**Long Short Term Memory (LSTM)** In the LSTM (Hochreiter and Schmidhuber, 1997), $R$ uses a different gating component configuration:

$$f_t = \sigma(W^f x_t + U^f h_{t-1} + b^f)$$

(8)

$$i_t = \sigma(W^i x_t + U^i h_{t-1} + b^i)$$

(9)

$$o_t = \sigma(W^o x_t + U^o h_{t-1} + b^o)$$

(10)

$$\tilde{c}_t = \tanh(W^c x_t + U^c h_{t-1} + b^c)$$

(11)

$$c_t = f_t \circ c_{t-1} + i_t \circ \tilde{c}_t$$

(12)

$$h_t = o_t \circ g(c_t)$$

(13)

where $g$ can be either tanh or the identity.

**Equivalences** The GRU and LSTM are at least as strong as the SRNN: by setting the gates of the GRU to $z_t = 0$ and $r_t = 1$ we obtain the SRNN computation. Similarly by setting the LSTM gates to $i_t = 1, o_t = 1$, and $f_t = 0$. This is easily achieved by setting the matrices $W$ and $U$ to 0, and the biases $b$ to the (constant) desired gate values.

Thus, all the above RNNs can recognize finite-state languages.

3 **Power of Counting**

Power beyond finite state can be obtained by introducing counters. Counting languages and k-counter machines are discussed in depth in (Fischer et al., 1968). When unbounded computation is allowed, a 2-counter machine has Turing power. However, for computation bound by input length (real-time) there is a more interesting hierarchy. In particular, real-time counting languages cut across the traditional Chomsky hierarchy: real-time k-counter machines can recognize at least one context-free language ($a^n b^n$), and at least one context-sensitive one ($a^n b^n c^n$). However, they cannot recognize the context free language given by the grammar $S \rightarrow x|aSa|bSb$ (palindromes).

**SKCM** For our purposes, we consider a simplified variant of k-counter machines (SKCM). A counter is a device which can be incremented by a fixed amount (INC), decremented by a fixed amount (DEC) or compared to 0 (COMP0). Informally, an SKCM is a finite-state automaton extended with $k$ counters, where at each step of the computation each counter can be incremented, decremented or ignored in an input-dependent way, and state-transitions and accept/reject decisions can inspect the counters’ states using COMP0. The results for the three languages discussed above hold for the SKCM variant as well, with proofs provided in the supplementary material.

4 **RNNs as SKCMs**

In what follows, we consider the effect on the state-update equations on a single dimension, $h_t[j]$. We omit the index $[j]$ for readability.

**LSTM** The LSTM acts as an SKCM by designating $k$ dimensions of the memory cell $c_t$ as counters. In non-counting steps, set $i_t = 0, f_t = 1$ through equations (8-9). In counting steps, the counter direction (+1 or -1) is set in $\tilde{c}_t$ (equation 11) based on the input $x_t$ and state $h_{t-1}$. The counting itself is performed in equation (12), after setting $i_t = f_t = 1$. The counter can be reset to 0 by setting $i_t = f_t = 0$.

Finally, the counter values are exposed through $h_t = o_t g(c_t)$, making it trivial to compare the

---

Formal definition is given in the supplementary material.
counter’s value to 0.\(^3\)

We note that this implementation of the SKCM operations is achieved by saturating the activations to their boundaries, making it relatively easy to reach and maintain in practice.

**SRNN** The finite-precision SRNN cannot designate unbounded counting dimensions.

The SRNN update equation is:

\[
h_t = \tanh(Wx + Uh_{t-1} + b)
\]

\[
h_t[i] = \tanh\left(\sum_{j=1}^{d_x} W_{ij}x[j] + \sum_{j=1}^{d_h} U_{ij}h_{t-1}[j] + b[i]\right)
\]

By properly setting U and W, one can get certain dimensions of \(h\) to update according to the value of \(x\), by \(h_t[i] = \tanh(h_{t-1}[i] + w_i x + b[i])\). However, this counting behavior is within a \(\tanh\) activation. Theoretically, this means unbounded counting cannot be achieved without infinite precision. Practically, this makes the counting behavior inherently unstable, and bounded to a relatively narrow region. While the network could adapt to set \(w\) to be small enough such that counting works for the needed range seen in training without overflowing the \(\tanh\), attempting to count to larger \(n\) will quickly leave this safe region and diverge.

**IRNN** Finite-precision IRNNs can perform unbounded counting conditioned on input symbols. This requires representing each counter as two dimensions, and implementing \(\text{INC}\) as incrementing one dimension, \(\text{DEC}\) as incrementing the other, and \(\text{COMP}0\) as comparing their difference to 0. Indeed, Appendix A in (Chen et al., 2017) provides concrete IRNNs for recognizing the languages \(a^n b^n\) and \(a^n b^n c^n\). This makes IBFP-RNN with ReLU activation more powerful than IBFP-RNN with a squashing activation. Practically, ReLU-activated RNNs are known to be notoriously hard to train because of the exploding gradient problem.

**GRU** Finite-precision GRUs cannot implement unbounded counting on a given dimension. The \(\tanh\) in equation (6) combined with the interpolation (tying \(z_t\) and \(1 - z_t\)) in equation (7) restricts the range of values in \(h\) to between -1 and 1, precluding unbounded counting with finite precision. Practically, the GRU can learn to count up to some bound \(m\) seen in training, but will not generalize well beyond that.\(^4\) Moreover, simulating forms of counting behavior in equation (7) require consistently setting the gates \(z_t, r_t\) and the proposal \(h_t\) to precise, non-saturated values, making it much harder to find and maintain stable solutions.

**Summary** We show that LSTM and IRNN can implement unbounded counting in dedicated counting dimensions, while the GRU and SRNN cannot. This makes the LSTM and IRNN at least as strong as SKCMs, and strictly stronger than the SRNN and the GRU.\(^5\)

### 5 Experimental Results

Can the LSTM indeed learn to behave as a k-counter machine when trained using backpropagation? We show empirically that:

1. LSTMs can be trained to recognize \(a^n b^n\) and \(a^n b^n c^n\).

2. These LSTMs generalize to much higher \(n\) than seen in the training set (though not infinitely so).

3. The trained LSTM learn to use the per-dimension counting mechanism.

4. The GRU can also be trained to recognize \(a^n b^n\) and \(a^n b^n c^n\), but they do not have clear

\(^3\)Some further remarks on the LSTM: LSTM supports both increment and decrement in a single dimension. The counting dimensions in \(c_t\) are exposed through a function \(q\). For both \(q(x) = x\) and \(q(x) = \tanh(x)\), it is trivial to do compare 0. Another operation of interest is comparing two counters (for example, checking the difference between them). This cannot be reliably achieved with \(q(x) = \tanh(x)\), due to the non-linearity and saturation properties of the \(\tanh\) function, but is possible in the \(q(x) = x\) case. LSTM can also easily set the value of a counter to 0 in one step. The ability to set the counter to 0 gives slightly more power for real-time recognition, as discussed by Fischer et al. (1968).

**Relation to known architectural variants:** Adding peephole connections (Gers and Schmidhuber, 2000) essentially sets \(q(x) = x\) and allows comparing counters in a stable way. Coupling the input and the forget gates \((i_t = 1 - f_t)\) (Greff et al., 2017) removes the single-dimension unbounded counting ability, as discussed for the GRU.

\(^4\)One such mechanism could be to divide a given dimension by \(k > 1\) at each symbol encounter, by setting \(z_t = 1/k\) and \(h_t = 0\). Note that the inverse operation would not be implementable, and counting down would have to be realized with a second counter.

\(^5\)One can argue that other counting mechanisms—involving several dimensions—are also possible. Intuitively, such mechanisms cannot be trained to perform unbounded counting based on a finite sample as the model has no means of generalizing the counting behavior to dimensions beyond those seen in training. We discuss this more in depth in the supplementary material, where we also prove that an SRNN cannot represent a binary counter.
counting dimensions, and they generalize to much smaller \(n\) than the LSTMs, often failing to generalize correctly even for \(n\) within their training domain.

5. Trained LSTM networks outperform trained GRU networks on random test sets for the languages \(a^n b^n\) and \(a^n b^n c^n\).

Similar empirical observations regarding the ability of the LSTM to learn to recognize \(a^n b^n\) and \(a^n b^n c^n\) are described also in (Gers and Schmidhuber, 2001).

We train 10-dimension, 1-layer LSTM and GRU networks to recognize \(a^n b^n\) and \(a^n b^n c^n\). For \(a^n b^n\) the training samples went up to \(n = 100\) and for \(a^n b^n c^n\) up to \(n = 50\).\(^6\)

Results On \(a^n b^n\), the LSTM generalizes well up to \(n = 256\), after which it accumulates a deviation making it reject \(a^n b^n\) but recognize \(a^n b^{n+1}\) for a while, until the deviation grows.\(^7\) The GRU does not capture the desired concept even within its training domain: accepting \(a^n b^{n+1}\) for \(n > 38\), and also accepting \(a^n b^{n+2}\) for \(n > 97\). It stops accepting \(a^n b^n\) for \(n > 198\).

On \(a^n b^n c^n\) the LSTM recognizes well until \(n = 100\). It then starts accepting also \(a^n b^{n+1} c^n\). At \(n > 120\) it stops accepting \(a^n b^n c^n\) and switches to accepting \(a^n b^{n+1} c^n\), until at some point the deviation grows. The GRU accepts already \(a^n b^{10} c^{12}\), and stops accepting \(a^n b^n c^n\) for \(n > 63\).

Figure 1a plots the activations of the 10 dimensions of the \(a^n b^n\)-LSTM for the input \(a^{1000} b^{1000}\). While the LSTM misclassifies this example, the use of the counting mechanism is clear. Figure 1b plots the activation for the \(a^n b^n c^n\) LSTM on \(a^{1000} b^{1000} c^{100}\). Here, again, the two counting dimensions are clearly identified—indicating the LSTM learned the canonical 2-counter solution—although the slightly-imprecise counting also starts to show. In contrast, Figures 1c and 1d show the state values of the GRU-networks. The GRU behavior is much less interpretable than the LSTM. In the \(a^n b^n\) case, some dimensions may be performing counting within a bounded range, but move to erratic behavior at around \(t = 1750\) (the network starts to misclassify on sequences much shorter than that). The \(a^n b^n c^n\) state dynamics are even less interpretable.

Finally, we created 1000-sample test sets for each of the languages. For \(a^n b^n\) we used words with the form \(a^{n+i} b^{n+j}\) where \(n \in \text{rand}(0, 200)\) and \(i, j \in \text{rand}(-2, 2)\), and for \(a^n b^n c^n\) we use words of the form \(a^{n+i} b^{n+j} c^{n+k}\) where \(n \in \text{rand}(0, 150)\) and \(i, j, k \in \text{rand}(-2, 2)\). The LSTM’s accuracy was 100\% and 98.6\% on \(a^n b^n\) and \(a^n b^n c^n\) respectively, as opposed to the GRU’s 87.0\% and 86.9\%, also respectively.

All of this empirically supports our result, showing that IBFP-LSTMs can not only theoretically implement “unbounded” counters, but also learn to do so in practice (although not perfectly), while IBFP-GRUs do not manage to learn proper counting behavior, even when allowing floating point computations.

6 Conclusions

We show that the IBFP-LSTM can model a real-time SKCM, both in theory and in practice. This makes it more powerful than the IBFP-SRNN and the IBFP-GRU, which cannot implement unbounded counting and are hence restricted to recognizing regular languages. The IBFP-IRNN can also perform input-dependent counting, and is thus more powerful than the IBFP-SRNN.

We note that in addition to theoretical distinctions between architectures, it is important to consider also the practicality of different solutions: how easy it is for a given architecture to discover and maintain a stable behavior in practice. We leave further exploration of this question for future work.
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Abstract

Multi-choice reading comprehension is a challenging task, which involves the matching between a passage and a question-answer pair. This paper proposes a new co-matching approach to this problem, which jointly models whether a passage can match both a question and a candidate answer. Experimental results on the RACE dataset demonstrate that our approach achieves state-of-the-art performance.

1 Introduction

Enabling machines to understand natural language text is arguably the ultimate goal of natural language processing, and the task of machine reading comprehension is an intermediate step towards this ultimate goal (Richardson et al., 2013; Hermann et al., 2015; Hill et al., 2015; Rajpurkar et al., 2016; Nguyen et al., 2016). Recently, Lai et al. (2017) released a new multi-choice machine comprehension dataset called RACE that was extracted from middle and high school English examinations in China. Figure 1 shows an example passage and two related questions from RACE. The key difference between RACE and previously released machine comprehension datasets (e.g., the CNN/Daily Mail dataset (Hermann et al., 2015) and SQuAD (Rajpurkar et al., 2016)) is that the answers in RACE often cannot be directly extracted from the given passages, as illustrated by the two example questions (Q1 & Q2) in Figure 1. Thus, answering these questions is more challenging and requires more inferences.

Previous approaches to machine comprehension are usually based on pairwise sequence matching, where either the passage is matched against the sequence that concatenates both the question and a candidate answer (Yin et al., 2016), or the passage is matched against the question alone followed by a second step of selecting an answer using the matching result of the first step (Lai et al., 2017; Zhou et al., 2018). However, these approaches may not be suitable for multi-choice reading comprehension since questions and answers are often equally important. Matching the passage only against the question may not be meaningful and may lead to loss of information from the original passage, as we can see from the first example question in Figure 1. On the other hand, concatenating the question and the answer into a single sequence for matching may not work, either, due to the loss of interaction information between a question and an answer. As illustrated by Q2 in Figure 1, the model may need to recognize what “he” and “it” in candidate answer (c) refer to in the question, in order to select (c) as the correct answer. This observation of the RACE dataset shows that we face a new challenge of matching sequence triplets (i.e., passage, question and answer) instead of pairwise matching.

In this paper, we propose a new model to match a question-answer pair to a given passage. Our co-matching approach explicitly treats the question and the candidate answer as two sequences and jointly matches them to the given passage. Specifically, for each position in the passage, we compute two attention-weighted vectors, where one is from the question and the other from the candidate answer. Then, two matching representations are constructed: the first one matches the passage with the question while the second one matches the passage with the candidate answer. These two newly constructed matching representations together form a co-matching state. Intuitively, it encodes the locational information of the question and the candidate answer matched to a specific context of the passage. Finally, we apply a hierar-
Passage: My father wasn’t a king, he was a taxi driver, but I am a prince—Prince Renato II, of the country Pontinha, an island fort on Funchal harbour. In 1903, the king of Portugal sold the land to a wealthy British family, the Blandys, who make Madeira wine. Fourteen years ago the family decided to sell it for just EUR25,000, but nobody wanted to buy it either. I met Blandy at a party and he asked if I’d like to buy the island. Of course I said yes, but I had no money—I was just an art teacher. I tried to find some business partners, who all thought I was crazy. So I sold some of my possessions, put my savings together and bought it. Of course, my family and my friends—all thought I was mad ... If I want to have a national flag, it could be blue today, red tomorrow. ... My family sometimes drops by, and other people come every day because the country is free for tourists to visit ...

Table 1: An example passage and two related multi-choice questions. The ground-truth answers are in bold.

Q1: Which statement of the following is true?  
a. The author made his living by driving.  
b. The author’s wife supported to buy the island.  
c. Blue and red are the main colors of his national flag.  
d. People can travel around the island free of charge. 

Q2: How did the author get the island?  
a. It was a present from Blandy.  
b. The king sold it to him.  
c. He bought it from Blandy.  
d. He inherited from his father.

2 Model

For the task of multi-choice reading comprehension, the machine is given a passage, a question and a set of candidate answers. The goal is to select the correct answer from the candidates. Let us use \( P \in \mathbb{R}^{d \times P} \), \( Q \in \mathbb{R}^{d \times Q} \) and \( A \in \mathbb{R}^{d \times A} \) to represent the passage, the question and a candidate answer, respectively, where each word in each sequence is represented by an embedding vector. \( d \) is the dimensionality of the embeddings, and \( P \), \( Q \), and \( A \) are the lengths of these sequences.

Overall our model works as follows. For each candidate answer, our model constructs a vector that represents the matching of \( P \) with both \( Q \) and \( A \). The vectors of all candidate answers are then used for answer selection. Because we simultaneously match \( P \) with \( Q \) and \( A \), we call this a co-matching model. In Section 2.1 we introduce the word-level co-matching mechanism. Then in Section 2.2 we introduce a hierarchical aggregation process. Finally in Section 2.3 we present the objective function. An overview of our co-matching model is shown in Figure 2.

2.1 Co-matching

The co-matching part of our model aims to match the passage with the question and the candidate answer at the word-level. Inspired by some previous work (Wang and Jiang, 2016; Trischler et al., 2016), we first use bi-directional LSTMs (Hochreiter and Schmidhuber, 1997) to pre-process the sequences as follows:

\[
\mathbf{H}^P = \text{Bi-LSTM}(P), \quad \mathbf{H}^Q = \text{Bi-LSTM}(Q), \quad \mathbf{H}^A = \text{Bi-LSTM}(A),
\]

where \( \mathbf{H}^P \in \mathbb{R}^{l \times P} \), \( \mathbf{H}^Q \in \mathbb{R}^{l \times Q} \) and \( \mathbf{H}^A \in \mathbb{R}^{l \times A} \) are the sequences of hidden states generated by the bi-directional LSTMs. We then make use of the attention mechanism to match each state in the passage to an aggregated representation of the question and the candidate answer. The attention vectors are computed as follows:

\[
\begin{align*}
\mathbf{G}^q &= \text{SoftMax}((\mathbf{W}^q \mathbf{H}^Q + \mathbf{b}^q \otimes \mathbf{e}_Q)^T \mathbf{H}^P), \\
\mathbf{G}^a &= \text{SoftMax}((\mathbf{W}^q \mathbf{H}^A + \mathbf{b}^q \otimes \mathbf{e}_Q)^T \mathbf{H}^P), \\
\mathbf{H}^q &= \mathbf{H}^Q \mathbf{G}^q, \\
\mathbf{H}^a &= \mathbf{H}^A \mathbf{G}^a,
\end{align*}
\]

where \( \mathbf{W}^q \in \mathbb{R}^{l \times l} \) and \( \mathbf{b}^q \in \mathbb{R}^l \) are the parameters to learn. \( \mathbf{e}_Q \in \mathbb{R}^Q \) is a vector of all 1s and it is used to repeat the bias vector into the matrix. \( \mathbf{G}^q \in \mathbb{R}^{Q \times P} \) and \( \mathbf{G}^a \in \mathbb{R}^{A \times P} \) are the attention
weights assigned to the different hidden states in the question and the candidate answer sequences, respectively. $H^q \in \mathbb{R}^{l \times P}$ is the weighted sum of all the question hidden states and it represents how the question can be aligned to each hidden state in the passage. So is $H^a \in \mathbb{R}^{l \times P}$. Finally we can co-match the passage states with the question and the candidate answer as follows:

$$M^q = \text{ReLU} \left( W^m \left[ H^q \ominus H^p \right] + b^m \right),$$

$$M^a = \text{ReLU} \left( W^m \left[ H^a \ominus H^p \right] + b^m \right),$$

$$C = \begin{bmatrix} M^q \\ M^a \end{bmatrix},$$

where $W^m \in \mathbb{R}^{l \times 2l}$ and $b^m \in \mathbb{R}^{l}$ are the parameters to learn. $\left[ \cdot \right]$ is the column-wise concatenation of two matrices, and $\cdot \ominus \cdot$ and $\cdot \otimes \cdot$ are the element-wise subtraction and multiplication between two matrices, which are used to build better matching representations (Tai et al., 2015; Wang and Jiang, 2017). $M^q \in \mathbb{R}^{l \times P}$ represents the matching between the hidden states of the passage and the corresponding attention-weighted representations of the question. Similarly, we match the passage with the candidate answer and represent the matching results using $M^a \in \mathbb{R}^{l \times P}$ and $M^c \in \mathbb{R}^{l \times P}$ and represents how each passage state can be matched with the question and the candidate answer. We refer to $c \in \mathbb{R}^{2l}$, which is a single column of $C$, as a co-matching state that concurrently matches a passage state with both the question and the candidate answer.

### 2.2 Hierarchical Aggregation

In order to capture the sentence structure of the passage, we further modify the model presented earlier and build a hierarchical LSTM (Tang et al., 2015) on top of the co-matching states. Specifically, we first split the passage into sentences and we use $P_1, P_2, \ldots, P_N$ to represent these sentences, where $N$ is the number of sentences in the passage. For each triplet $\{P_n, Q, A\}$, $n \in [1, N]$, we can get the co-matching states $C_n$ through Eqn. (1-3). Then we build a bi-directional LSTM followed by max pooling on top of the co-matching states of each sentence as follows:

$$h_s^n = \text{MaxPooling} (\text{Bi-LSTM} (C_n)), \quad (4)$$

where the function MaxPooling(·) is the row-wise max pooling operation. $h_s^n \in \mathbb{R}^{l}, n \in [1, N]$ is the sentence-level aggregation of the co-matching states. All these representations will be further integrated by another Bi-LSTM to get the final triplet matching representation.

$$H^c = [h^c_1; h^c_2; \ldots; h^c_N],$$

$$h^t = \text{MaxPooling} (\text{Bi-LSTM} (H^c)), \quad (5)$$

Figure 1: An overview of the model that builds a matching representation for a triplet $\{P, Q, A\}$ (i.e., passage, question and candidate answer).
Comparison with Baselines

- Stanford Attentive Reader (AR) (Chen et al., 2016) first builds a question-related passage representation through attention mechanism and then compares it with each candidate answer representation to get the answer probabilities.
- GA (Dhingra et al., 2017) uses gated attention mechanism with multiple hops to extract the question-related information of the passage and compares it with candidate answers.
- ElimNet (Soham et al., 2017) tries to first eliminate the most irrelevant choices and then select the best answer.
- HAF (Zhou et al., 2018) considers not only the matching between the three sequences, namely, passage, question and candidate answer, but also the matching between the candidate answers.
- MUSIC (Xu et al., 2017) integrates different sequence matching strategies into the model and also adds a unit of multi-step reasoning for selecting the answer.

Moreover, we conduct an ablation study of our model architecture. In this study, we are mainly interested in the contribution of each component introduced in this work to our final results. We studied two key factors: (1) the co-matching module and (2) the hierarchical aggregation approach. We observed a 4 percentage performance decrease by replacing the co-matching module with a single matching state (i.e., only $M^q$ in Eqn (3)) by directly concatenating the question with each candidate answer (Yin et al., 2016). We also observe about 2 percentage decrease when we treat the passage as a plain sequence, and run a two-layer LSTM (to ensure the numbers of parameters are comparable) over the whole passage instead of the hierarchical LSTM.

Table 2: Experiment Results. * means it’s significantly better than the models ablating either the hierarchical aggregation or co-matching state.

<table>
<thead>
<tr>
<th></th>
<th>RACE-M</th>
<th>RACE-H</th>
<th>RACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>24.6</td>
<td>25.0</td>
<td>24.9</td>
</tr>
<tr>
<td>Sliding Window</td>
<td>37.3</td>
<td>30.4</td>
<td>32.2</td>
</tr>
<tr>
<td>Stanford AR</td>
<td>44.2</td>
<td>43.0</td>
<td>43.3</td>
</tr>
<tr>
<td>GA</td>
<td>43.7</td>
<td>44.2</td>
<td>44.1</td>
</tr>
<tr>
<td>ElimNet</td>
<td>45.3</td>
<td>47.9</td>
<td>47.2</td>
</tr>
<tr>
<td>HAF</td>
<td>51.5</td>
<td>45.7</td>
<td>47.4</td>
</tr>
<tr>
<td>MUSIC</td>
<td>55.8*</td>
<td>48.2*</td>
<td>50.4*</td>
</tr>
<tr>
<td>- Hier-Co-Matching</td>
<td>54.2</td>
<td>46.2</td>
<td>48.5</td>
</tr>
<tr>
<td>- Hier-Aggregation</td>
<td>50.7</td>
<td>45.6</td>
<td>46.4</td>
</tr>
<tr>
<td>Turkers</td>
<td>85.1</td>
<td>69.4</td>
<td>73.3</td>
</tr>
<tr>
<td>Ceiling</td>
<td>95.4</td>
<td>94.2</td>
<td>94.5</td>
</tr>
</tbody>
</table>

where $H^p \in \mathbb{R}^{I \times N}$ is the concatenation of all the sentence-level representations and it is the input of a higher level LSTM. $h^l \in \mathbb{R}^l$ is the final output of the matching between the sequences of the passage, the question and the candidate answer.

2.3 Objective function

For each candidate answer $A_i$, we can build its matching representation $h^l_i \in \mathbb{R}^l$ with the question and the passage through Eqn. (5). Our loss function is computed as follows:

$$L(A_i|P, Q) = -\log \frac{\exp(w^T h^l_i)}{\sum_{j=1}^I \exp(w^T h^l_j)}, \quad (6)$$

where $w \in \mathbb{R}^l$ is a parameter to learn.

3 Experiment

To evaluate the effectiveness of our hierarchical co-matching model, we use the RACE dataset (Lai et al., 2017), which consists of two subsets: RACE-M comes from middle school examinations while RACE-H comes from high school examinations. RACE is the combination of the two.

We compare our model with a number of baseline models. We also compare with two variants of our model for an ablation study.

Ablation Study  Moreover, we conduct an ablation study of our model architecture. In this study, we are mainly interested in the contribution of each component introduced in this work to our final results. We studied two key factors: (1) the co-matching module and (2) the hierarchical aggregation approach. We observed a 4 percentage performance decrease by replacing the co-matching module with a single matching state (i.e., only $M^q$ in Eqn (3)) by directly concatenating the question with each candidate answer (Yin et al., 2016). We also observe about 2 percentage decrease when we treat the passage as a plain sequence, and run a two-layer LSTM (to ensure the numbers of parameters are comparable) over the whole passage instead of the hierarchical LSTM.
Question Type Analysis  We also conducted an analysis on what types of questions our model can handle better. We find that our model obtains similar performance on the “wh” questions such as “why,” “what,” “when” and “where” questions, on which the performance is usually around 50%. We also check statement-justification questions with the keyword “true” (e.g., “Which of the following statements is true”), negation questions with the keyword “not” (e.g., “which of the following is not true”), and summarization questions with the keyword “title” (e.g., “what is the best title for the passage?”), and their performance is 51%, 52% and 48%, respectively. We can see that the performance of our model on different types of questions in the RACE dataset is quite similar. However, our model is only based on word-level matching and may not have the ability of reasoning. In order to answer questions that require summarization, inference or reasoning, we still need to further explore the dataset and improve the model. Finally, we further compared our model to the baseline, which concatenates the question with each candidate answer, and our model can achieve better performance on different types of questions. For example, on the subset of the questions with pronouns, our model can achieve better accuracy of 49.8% than 47.9%. Similarly, on statement-justification questions with the keyword “true”, our model could achieve better accuracy of 51% than 47%.

4 Conclusions

In this paper, we proposed a co-matching model for multi-choice reading comprehension. The model consists of a co-matching component and a hierarchical aggregation component. We showed that our model could achieve state-of-the-art performance on the RACE dataset. In the future, we will adapt the idea of co-matching and hierarchical aggregation to the standard open-domain QA setting for answer candidate reranking (Wang et al., 2017). We will also further study how to explicitly model inference and reasoning on the RACE dataset.
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Abstract

The Story Cloze Test (SCT) is a recent framework for evaluating story comprehension and script learning. There have been a variety of models tackling the SCT so far. Although the original goal behind the SCT was to require systems to perform deep language understanding and commonsense reasoning for successful narrative understanding, some recent models could perform significantly better than the initial baselines by leveraging human-authorship biases discovered in the SCT dataset. In order to shed some light on this issue, we have performed various data analysis and analyzed a variety of top performing models presented for this task. Given the statistics we have aggregated, we have designed a new crowd-sourcing scheme that creates a new SCT dataset, which overcomes some of the biases. We benchmark a few models on the new dataset and show that the top-performing model on the original SCT dataset fails to keep up its performance. Our findings further signify the importance of benchmarking NLP systems on various evolving test sets.

1 Introduction

Story comprehension has been one of the longest-running ambitions in artificial intelligence (Dijk, 1980; Charniak, 1972). One of the challenges in expanding the field had been the lack of a solid evaluation framework and datasets on which comprehension models can be trained and tested. Mostafazadeh et al. (2016) introduced the Story Cloze Test (SCT) evaluation framework to address this issue. This test evaluates a story comprehension system where the system is given a four-sentence short story as the ‘context’ and two alternative endings and to the story, labeled ‘right ending’ and ‘wrong ending.’ Then, the system’s task is to choose the right ending. In order to support this task, Mostafazadeh et al. also provide the ROC Stories dataset, which is a collection of crowd-sourced complete five sentence stories through Amazon Mechanical Turk (MTurk). Each story follows a character through a fairly simple series of events to a conclusion.

Several shallow and neural models, including the state-of-the-art script learning approaches, were presented as baselines (Mostafazadeh et al., 2016) for tackling the task, where they show that all their models perform only slightly better than a random baseline suggesting that richer models are required for tackling this task. A variety of new systems were proposed (Mihaylov and Frank, 2017; Schenk and Chiarco, 2017; Schwartz et al., 2017b; Roemmele et al., 2017) as a part of the first shared task on SCT at LSDSem’17 workshop (Mostafazadeh et al., 2017). Surprisingly, one of the models made a staggering improvement of 15% to the accuracy, partially due to using stylistic features isolated in the ending choices (Schwartz et al., 2017b), discarding the narrative context. Clearly, this success does not seem to reflect the intent of the original task, where the systems should leverage narrative understanding as opposed to the statistical biases in the data. In this paper, we study the effect of such biases between the ending choices and present a new scheme to reduce such stylistic artifacts.

The contribution of this paper is threefold: (1) we provide an extensive analysis of the SCT dataset to shed some light on the ending data characteristics (Section 3) (2) we develop a new strong classifier for tackling the SCT that uses a variety

*_This work was performed at University of Rochester._
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of features inspired by all the top-performing systems on the task (Section 4) (3) we design a new crowd-sourcing scheme that yields a new SCT dataset; we benchmark various models on the new dataset (Section 5). The results show that the top-performing SCT system on the the leaderboard\(^\text{1}\) (Chaturvedi et al., 2017) fails to keep up the performance on our new dataset. We discuss the implications of this experiment to the greater research community in terms of data collection and benchmarking practices in Section 6. All the code and datasets for this paper will be released to the public. We hope that the availability of the new evaluation set can further support the continued research on story understanding.

### 2 Related Work

This paper mainly extends the work on creating the Story Cloze Test set (Mostafazadeh et al., 2016), hereinafter SCT-v1.0. The SCT-v1.0 dataset was created as follows: full five-sentence stories from the ROC Stories corpus were sampled, then, the initial four sentences were shown to a set of MTurk\(^\text{2}\) crowd workers who were prompted to author ‘right’ and ‘wrong’ endings. Mostafazadeh et al. (Mostafazadeh et al., 2016) give special care to make sure there were no boundary cases for ‘right’ and ‘wrong’ endings by implementing extra rounds of data filtering. The resulting SCT-v1.0 dataset had a validation (hereinafter, SCT-v1.0 Val) and a test set (SCT-v1.0 test), each with 1,871 cases. Table 1 shows two example story cloze test cases from SCT-v1.0 corpus. As for positive training data, they had provided a collection of 100K five sentence stories. Human performance is reported to be 100% on SCT-v1.0.

Mostafazadeh et al. (2016) provide a variety of baseline models for SCT-v1.0, with the best model performing with an accuracy of 59%. The first shared task on SCT-v1.0 was conducted at the LSSem’17 workshop (Mostafazadeh et al., 2017), where most of the models performed with 60-70% accuracy. One of the top-performing models, msap (Schwartz et al., 2017b,a), built a classifier using linguistic features that have been previously useful in authorship style detection, using only the ending sentences. They used stylistic features such as sentence length, word, and character level n-grams for each ending (fully discarding the context), achieving an accuracy of 72%. In conjunction with their work, Cai et al., (Cai et al., 2017) reported similar observations separately, exposing that features such as sentiment, negation, and length are different between the right and wrong endings. The best model on SCT-v1.0 to this date is cogcomp, which is a linear model that uses event sequences, sentiment trajectory, and topical consistency as features, and performs with an accuracy of 77.6%.

This paper takes all their analysis further and introduces a model aggregating all the pinpointed features to shed more light into the stylistic biases isolated in SCT-v1.0 endings.

### 3 Stylistic Feature Analysis

Despite all the efforts made in the original SCT paper, there was never an extensive analysis of the features isolated in the endings of the stories. We explored the differences among stylistic features such as word-token count, sentiment, and the sentence complexity between the endings, to determine a composite score for identifying sources of bias. For determining the sentiment, we used Stanford CoreNLP (Manning et al., 2014) and the VADER sentiment analyzer (Hutto and Gilbert, 2014). For measuring the syntactic complexity, we used Yngve and Frazier metrics (Yngve, 1960; Frazier, 1985). Table 2 compares these statistics between the right and wrong endings in the SCT-v1.0 dataset. The feature distribution plots can be found in the supplementary material.

---

\(^{1}\)As of 15th February 2018.

\(^{2}\)http://mturk.com
Furthermore, we conducted an extensive n-gram analysis, using word tokens, characters, part-of-speech, and token-POS (similar to Schwartz et al. (Schwartz et al., 2017b)) as features. We see char-grams such as “sn’t” and “not” appear more commonly in the ‘wrong endings’, suggesting heavy negation. In ‘right endings’, pronouns are used more frequently versus proper nouns used in ‘wrong endings’. Artifacts such as ‘pizza’ are common in ‘wrong endings,’ which could suggest that for a given topic, the authors may replace an object in a right ending with a wrong one and quickly think up a common item such as pizza to create a ‘wrong’ one. An extensive analysis of these features, including the n-gram analysis, can be found in the supplementary material.

4 Model

Following the analysis above, we developed a Story Cloze model, hereinafter EndingReg, that only uses the ending features while disregarding the story context for choosing the right ending. We expanded each Story Cloze Test case’s ending options into a set of two single sentences. Then, for each sentence, we created the following features:

1. Number of tokens
2. VADER composite sentiment score
3. Yngve complexity score
4. Token-POS n-grams
5. POS n-grams
6. Four length character-grams

All n-gram features needed to appear at least five times throughout the dataset. The features were collected for each five-sentence story and then fed into a logistic regression classifier. As an initial experiment, we trained this model using the SCT-v1.0 validation set and tested on the SCT-v1.0 test set. An L2 regularization penalty was used to enforce a Gaussian prior on the feature-space, where a grid search was conducted for hyper-parameter tuning. This model achieves an accuracy of 71.5% on the SCT-v1.0 dataset which is on par with the highest score achieved by any model using only the endings. Table 3 shows the accuracies obtained by models using only those particular features. We achieve minimal but sometimes important classification using token count, VADER, and Yngve in combination alone, better classification using POS or char-grams alone, and best classification using n-grams alone. By combining all of them we achieve the overall best results.

5 Data Collection

Based on the findings above, a new test set for the SCT was deemed necessary. The premise of predicting an ending to a short story, as opposed to predicting say a middle sentence, enables a more systematic evaluation where human can agree on the cases 100%. Hence, our goal was to come up with a data collection scheme that overcomes the data collection biases, while keeping the original evaluation format. As the data analysis revealed, the token count, sentiment, and the complexity are not as important features for classification as the ending n-grams are. We set the following goals for sourcing the new ‘right’ and ‘wrong’ endings. They both should:

1. Contain a similar number of tokens
2. Have similar distributions of token n-grams and char-grams
3. Occur as standalone events with the same likelihood to occur, with topical, sentimental, or emotion consistencies when applicable.

First, we crowdsourced 5,000 new five-sentence stories through Amazon Mechanical Turk. We prompted the users in the same manner described in Mostafazadeh et al. (2016). In order to source new ‘wrong’ endings, we tried two different methods. In Method #1, we kept the original ending sourcing format of Mostafazadeh et al., but imposed some further restrictions. This was done

<table>
<thead>
<tr>
<th># of Tokens</th>
<th>Stanford Sentiment</th>
<th>VADER Sentiment</th>
<th>Frazier</th>
<th>Yngve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right ending</td>
<td>8.705</td>
<td>2.04</td>
<td>0.146</td>
<td>1.09</td>
</tr>
<tr>
<td>Wrong ending</td>
<td>8.466</td>
<td>2.02</td>
<td>0.011</td>
<td>1.08</td>
</tr>
<tr>
<td>p-value</td>
<td>$6 \times 10^{-5}$</td>
<td>0.526</td>
<td>$3.48 \times 10^{-54}$</td>
<td>0.135</td>
</tr>
</tbody>
</table>

Table 2: The mean value for the ‘right endings’ and the ‘wrong endings’ for the two sample T-tests conducted for each feature.

<table>
<thead>
<tr>
<th>token-count+VADER+yngve</th>
<th>ngram</th>
<th>pos</th>
<th>char-grams</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.3%</td>
<td>69.7%</td>
<td>68.7%</td>
<td>63.4%</td>
<td>71.5%</td>
</tr>
</tbody>
</table>

Table 3: Classification results on SCT-v1.0 using each of the feature sets designated in the columns.
by taking the first four sentences of the newly collected stories and asking an MTurker to write a ‘right’ and ‘wrong’ ending for each. The new restrictions were: ‘Each sentence should stay within the same subject area of the story,’ and ‘The number of words in the Right and Wrong sentences should not differ by more than 2 words,’ and ‘When possible, the Right and Wrong sentences should try to keep a similar tone/sentiment as one another.’ The motivation behind this technique was to reduce the statistical differences by asking the user to be mindful of considerations.

In Method #2, we took the five sentences stories and prompted a second set of MTurk workers to modify the fifth sentence in order to make a resulting five-sentence story non-sensible. Here, the prompt instructs the workers to make sure the new ‘wrong ending’ sentence makes sense standalone, that it does not differ in the number of words from the original sentence by more than three words, and that the changes cannot be as simple as e.g., putting the word ‘not’ in front of a description or a verb. As a result, the workers had much less flexibility for changing the underlying linguistic structures which can help tackle the authorship style differences between the ‘right’ and ‘wrong’ endings.

The results in Table 4, which show classification accuracy when using EndingReg on the two new data sources, show that Method #2 is a slightly better data sourcing scheme in reducing the bias, since the EndingReg model’s performance is slightly worse. The set was further filtered through human verification similar to Mostafazadeh et al. (2016). The filtering was done by splitting each SCT-v1.0’s two alternative endings into two independent five-sentence stories and asking three different MTurk users to categorize the story as either: one where the story made complete sense, one where the story made sense until the last sentence and one where the story does not make sense for another reason. Stories were only selected if all the three MTurk users verified that the story with the ‘right ending’ and the corresponding story with the ‘wrong ending’ were verified to be indeed right and wrong respectively. This ensured a higher quality of data and eliminating boundary cases. This entire process resulted in creating the Story Cloze Test v1.5 (SCT-v1.5) dataset, consisting of 1,571 stories for each validation and test sets.

<table>
<thead>
<tr>
<th>Method #1</th>
<th>Method #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>EndingReg</td>
<td>0.709</td>
</tr>
<tr>
<td>cogcomp</td>
<td>0.649</td>
</tr>
</tbody>
</table>

Table 4: Comparison of initial data sourcing methods

<table>
<thead>
<tr>
<th>n-gram</th>
<th>char-gram</th>
<th>POS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCT-v1.0</td>
<td>13.9</td>
<td>12.4</td>
</tr>
<tr>
<td>SCT-v1.5</td>
<td>7.0</td>
<td>6.3</td>
</tr>
</tbody>
</table>

Table 5: Standard deviation of the word and character n-gram counts, as well as the part of speech (POS) counts, between the right and wrong endings.

6 Results

In order to test the decrease in n-gram bias, which was the most salient feature for the classification task using only the endings, we compare the variance between the n-gram counts from SCT-v1.0 to SCT-v1.5. The results are presented in Table 5, which indicates the drop in the standard deviations in our new dataset. Table 6 shows the classification results of various models on SCT-v1.5. The drop in accuracy of the EndingReg model between the SCT-v1.0 and SCT-v1.5 shows a significant improvement on the statistical weight of the stylistic features generated by the model.

Since the main features used are the token length and the various n-grams, this suggests that the new ‘right endings’ and ‘wrong endings’ have much more similar token n-gram, pos n-gram, postoken n-gram and char-gram overlap. Furthermore, the CogComp model’s performance has significantly dropped on SCT-v1.5. Although this model seems to be using story comprehension features such as event sequencing, since the endings are included in the sequences, the biases within the endings have influenced the predictions and the weak performance of the model in SCT-v1.5 suggest that this model had picked up on the biases of SCT-v1.0 as opposed to really understanding the context. In particular, the posterior probabilities for each ending choice using their features are quite similar on the SCT-v1.5. These results place the classification accuracy of this top performing model on par with or worse than the models that did not use the ending features of the old SCT-v1.0 dataset (Mostafazadeh et al., 2017), which suggest that the gap that once was held by models using the ending biases seems to be corrected for. Al-
Table 6: Classification accuracy for various models on the SCT-v1.0 and SCT-v1.5 datasets.

<table>
<thead>
<tr>
<th>Model</th>
<th>SCT-v1.0 Val</th>
<th>SCT-v1.0 Test</th>
<th>SCT-v1.5 Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>cogcomp</td>
<td>0.751</td>
<td>0.776</td>
<td>0.668</td>
</tr>
<tr>
<td>EndingReg</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>average</td>
<td>0.489</td>
<td>0.492</td>
<td>0.496</td>
</tr>
<tr>
<td>sentiment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>last sentiment</td>
<td>0.514</td>
<td>0.522</td>
<td>0.525</td>
</tr>
<tr>
<td>word2vec</td>
<td>0.545</td>
<td>0.539</td>
<td>0.594</td>
</tr>
<tr>
<td>human</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

though we did not get to test all the other models published on SCT-v1.0 directly, we predict similar trends.

It is important to point out that the 64.4% performance attained by our EndingReg model is still high for a model which completely discards the context. This indicates that although we could correct for some of the stylistic biases, there are some other hidden patterns in the new endings that would not have been accounted for without having the EndingReg baseline. This showcases the importance of maintaining benchmarks that evolve and improve over time, where systems should not be optimized for particular narrow test sets. We propose the community to report accuracies on both SCT-v1.0 and SCT-v1.5, both of which still have a huge gap between the best system and the human performance.

7 Conclusion

In this paper, we presented a comprehensive analysis of the stylistic features isolated in the endings of the original Story Cloze Test (SCT-v1.0). Using that analysis, along with a classifier we developed for testing new data collection schemes, we created a new SCT dataset, SCT-v1.5, which overcomes some of the biases. Based on the results presented in this paper, we believe that our SCT-v1.5 is a better benchmark for story comprehension. However, as shown in multiple AI tasks (Ettinger et al., 2017; Antol et al., 2015; Jabri et al., 2016; Poliak et al., 2018), no collected dataset is entirely without its inherent biases and often the biases in datasets go undiscovered. We believe that evaluation benchmarks should evolve and improve over time and we are planning to incrementally update the Story Cloze Test benchmark. All the new versions, along with a leader-board showcasing the state-of-the-art results, will be tracked via CodaLab


The success of our modified data collection method shows how extreme care must be given for sourcing new datasets. We suggest the next SCT challenges to be completely blind, where the participants cannot deliberately leverage any particular data biases. Along with this paper, we are releasing the datasets and the developed models to the community. All the announcements, new supplementary material, and datasets can be accessed through http://cs.rochester.edu/nlp/rocstories/. We hope that this work ignites further interest in the community for making progress on story understanding.
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Abstract

Deep learning approaches for sentiment classification do not fully exploit sentiment linguistic knowledge. In this paper, we propose a Multi-sentiment-resource Enhanced Attention Network (MEAN) to alleviate the problem by integrating three kinds of sentiment linguistic knowledge (e.g., sentiment lexicon, negation words, intensity words) into the deep neural network via attention mechanisms. By using various types of sentiment resources, MEAN utilizes sentiment-relevant information from different representation subspaces, which makes it more effective to capture the overall semantics of the sentiment, negation and intensity words for sentiment prediction. The experimental results demonstrate that MEAN has robust superiority over strong competitors.

1 Introduction

Sentiment classification is an important task of natural language processing (NLP), aiming to classify the sentiment polarity of a given text as positive, negative, or more fine-grained classes. It has obtained considerable attention due to its broad applications in natural language processing (Hao et al., 2012; Gui et al., 2017). Most existing studies set up sentiment classifiers using supervised machine learning approaches, such as support vector machine (SVM) (Pang et al., 2002), convolutional neural network (CNN) (Kim, 2014; Bonggun et al., 2017), long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997; Qian et al., 2017), Tree-LSTM (Tai et al., 2015), and attention-based methods (Zhou et al., 2016; Yang et al., 2016; Lin et al., 2017; Du et al., 2017).

Despite the remarkable progress made by the previous work, we argue that sentiment analysis still remains a challenge. Sentiment resources including sentiment lexicon, negation words, intensity words play a crucial role in traditional sentiment classification approaches (Maks and Vossen, 2012; Duyu et al., 2014). Despite its usefulness, to date, the sentiment linguistic knowledge has been underutilized in most recent deep neural network models (e.g., CNNs and LSTMs).

In this work, we propose a Multi-sentiment-resource Enhanced Attention Network (MEAN) for sentence-level sentiment classification to integrate many kinds of sentiment linguistic knowledge into deep neural networks via multi-path attention mechanism. Specifically, we first design a coupled word embedding module to model the word representation from character-level and word-level semantics. Then, we propose a multi-sentiment-resource attention module to learn more comprehensive sentiment-specific sentence representation by using the three types of sentiment resource words as attention sources attending to the context words respectively. In this way, we can attend to different sentiment-relevant information from different representation subspaces implied by different types of sentiment sources and capture the overall semantics of the sentiment, negation and intensity words for sentiment prediction.

The main contributions of this paper are summarized as follows. First, we design a coupled word embedding obtained from character-level embedding and word-level embedding to capture both the character-level morphological information and word-level semantics. Second, we propose a multi-sentiment-resource attention module to learn more comprehensive sentiment-specific sentence representation from multiply subspaces
implied by three kinds of sentiment resources including sentiment lexicon, intensity words, negation words. Finally, the experimental results show that MEAN consistently outperforms competitive methods.

2 Model

Our proposed MEAN model consists of three key components: coupled word embedding module, multi-sentiment-resource attention module, sentence classifier module. In the rest of this section, we will elaborate these three parts in details.

2.1 Coupled Word Embedding

To exploit the sentiment-related morphological information implied by some prefixes and suffixes of words (such as “Non-”, “In-”, “Im-”), we design a coupled word embedding learned from character-level embedding and word-level embedding. We first design a character-level convolution neural network (Char-CNN) to obtain character-level embedding (Zhang et al., 2015). Different from (Zhang et al., 2015), the designed Char-CNN is a fully convolutional network without max-pooling layer to capture better semantic information in character chunk. Specifically, we first input one-hot-encoding character sequences to a $1 \times 1$ convolution layer to enhance the semantic nonlinear representation ability of our model (Long et al., 2015), and the output is then fed into a multi-gram (i.e. different window sizes) convolution layer to capture different local character chunk information. For word-level embedding, we use pre-trained word vectors, GloVe (Pennington et al., 2014), to map each word to a low-dimensional vector space. Finally, each word is represented as a concatenation of the character-level embedding and word-level embedding. This is performed on the context words and the three types of sentiment resource words $^1$, resulting in four final coupled word embedding matrices: the $W^c = [w^c_1, ..., w^c_T] \in \mathbb{R}^{d \times T}$ for context words, the $W^s = [w^s_1, ..., w^s_m] \in \mathbb{R}^{d \times m}$ for sentiment words, the $W^i = [w^i_1, ..., w^i_k] \in \mathbb{R}^{d \times k}$ for intensity words, and the $W^n = [w^n_1, ..., w^n_p] \in \mathbb{R}^{d \times p}$ for negation words. Here, $T, m, k, p$ are the length of the corresponding items respectively, and $d$ is the embedding dimension. Each $W$ is normalized to better calculate the following word correlation.

2.2 Multi-sentiment-resource Attention Module

After obtaining the coupled word embedding, we propose a multi-sentiment-resource attention mechanism to help select the crucial sentiment-resource-relevant context words to build the sentiment-specific sentence representation. Concretely, we use the three kinds of sentiment resource words as attention sources to attend to the context words respectively, which is beneficial to capture different sentiment-relevant context words corresponding to different types of sentiment sources. For example, using sentiment words as attention source attending to the context words helps form the sentiment-word-enhanced sentence representation. Then, we combine the three kinds of sentiment-resource-enhanced sentence representations to learn the final sentiment-specific sentence representation. We design three types of attention mechanisms: sentiment attention, intensity attention, negation attention to model the three kinds of sentiment resources, respectively. In the following, we will elaborate the three types of attention mechanisms in details.

First, inspired by (Xiong et al.), we expect to establish the word-level relationship between the context words and different kinds of sentiment resource words. To be specific, we define the dot products among the context words and the three kinds of sentiment resource words as correlation matrices. Mathematically, the detailed formulation is described as follows.

$$M^s = (W^c)^T \cdot W^s \in \mathbb{R}^{T \times m}$$ (1)
$$M^i = (W^c)^T \cdot W^i \in \mathbb{R}^{T \times k}$$ (2)
$$M^n = (W^c)^T \cdot W^n \in \mathbb{R}^{T \times p}$$ (3)

where $M^s, M^i, M^n$ are the correlation matrices to measure the relationship among the context words and the three kinds of sentiment resource words, representing the relevance between the context words and the sentiment resource words.

After obtaining the correlation matrices, we can compute the sentiment-resource-relevant context word representations $X^s_c, X^i_c, X^n_c$ by the dot product among the context words and different types of corresponding correlation matrices. Meanwhile, we can also obtain the context-word-relevant sentiment word representation matrix $X^s$ by the dot product between the correlation matrix $M^s$ and the sentiment words $W^s$, the context-
word-relevant intensity word representation matrix \( X^i \) by the dot product between the intensity words \( W^i \) and the context-word-relevant negation word representation matrix \( X^o \) by the dot product between the negation words \( W^o \) and the correlation matrix \( M^o \). The detailed formulas are presented as follows:

\[
X^c = W^c M^s, X^s = W^s (M^s)^T \tag{4}
\]
\[
X^c_i = W^c M^i, X^i = W^i (M^i)^T \tag{5}
\]
\[
X^c_n = W^c M^n, X^n = W^n (M^n)^T \tag{6}
\]

The final enhanced context word representation matrix is computed as:

\[
X^c = X^c_s + X^c_i + X^c_n. \tag{7}
\]

Next, we employ four independent GRU networks (Chung et al., 2015) to encode hidden states of the context words and the three types of sentiment-resource attention. Specifically, the final loss function is presented as follows:

\[
L(\hat{y}, y) = -\sum_{i=1}^{N} \sum_{j=1}^{C} y^j_o \log(\hat{y}_o) + \lambda \sum_{\theta \in \Theta} \theta^2 \tag{17}
\]

where \( \hat{y}_o \) is the target sentiment distribution of the sentence, \( y_o \) is the prediction probabilities, \( \lambda \) is the coefficient for \( L_2 \) regularization, \( \Theta \) denotes each parameter to be regularized, \( \theta \) denotes parameter set, \( \mu \) is a hyper-parameter to balance the three terms, \( \psi \) is the weight parameter, \( I \) denotes the identity matrix and \(|.|_F \) denotes the Frobenius norm of a matrix. Here, the first two terms of the loss function are cross-entropy function of the predicted and true distributions and \( L_2 \) regularization respectively, and the final term is a penalization term to encourage the diversity of sentiment sources.

The final comprehensive sentiment-specific sentence representation \( \hat{o} \) is the composition of the above three sentiment-resource-specific sentence representations \( o_1, o_2, o_3 \):

\[
\hat{o} = [o_1, o_2, o_3] \tag{15}
\]

### 2.3 Sentence Classifier

After obtaining the final sentence representation \( \hat{o} \), we feed it to a softmax layer to predict the sentiment label distribution of a sentence:

\[
\hat{y} = \frac{\exp(W_o^T \hat{o} + b_o)}{\sum_{i=1}^{C} \exp(W_o^T \hat{o} + b_o)} \tag{16}
\]

where \( \hat{y} \) is the predicted sentiment distribution of the sentence, \( C \) is the number of sentiment labels, \( W_o \) and \( b_o \) are parameters to be learned.

For model training, our goal is to minimize the cross-entropy between the ground truth and predicted results for all sentences. Meanwhile, in order to avoid overfitting, we use dropout strategy to randomly omit parts of the parameters on each training case. Inspired by (Lin et al., 2017), we also design a penalization term to ensure the diversity of semantics from different sentiment-resource-specific sentence representations, which reduces information redundancy from different sentiment-resource attention. Specifically, the final loss function is presented as follows:

\[
L(\hat{y}, y) = -\sum_{i=1}^{N} \sum_{j=1}^{C} y^j_o \log(\hat{y}_o) + \lambda \sum_{\theta \in \Theta} \theta^2 \tag{17}
\]

where \( y^j_o \) is the target sentiment distribution of the sentence, \( \hat{y}_o \) is the prediction probabilities, \( \lambda \) is the coefficient for \( L_2 \) regularization, \( \Theta \) denotes each parameter to be regularized, \( \theta \) denotes parameter set, \( \mu \) is a hyper-parameter to balance the three terms, \( \psi \) is the weight parameter, \( I \) denotes the identity matrix and \(|.|_F \) denotes the Frobenius norm of a matrix. Here, the first two terms of the loss function are cross-entropy function of the predicted and true distributions and \( L_2 \) regularization respectively, and the final term is a penalization term to encourage the diversity of sentiment sources.
3 Experiments

3.1 Datasets and Sentiment Resources

Movie Review (MR) and Stanford Sentiment Treebank (SST) are used to evaluate our model. MR dataset has 5,331 positive samples and 5,331 negative samples. We adopt the same data split as in (Qian et al., 2017). SST consists of 8,545 training samples, 1,101 validation samples, 2,210 test samples. Each sample is marked as very negative, negative, neutral, positive, or very positive. Sentiment lexicon combines the sentiment words from both (Qian et al., 2017) and (Hu and Liu, 2004), resulting in 10,899 sentiment words in total. We collect negation and intensity words manually as the number of these words is limited.

3.2 Baselines

In order to comprehensively evaluate the performance of our model, we list several baselines for sentence-level sentiment classification.

**RNTN:** Recursive Tensor Neural Network (Socher et al., 2013) is used to model correlations between different dimensions of child nodes vectors.

**LSTM/Bi-LSTM:** Cho et al. (2014) employs Long Short-Term Memory and the bidirectional variant to capture sequential information.

**Tree-LSTM:** Memory cells was introduced by Tree-Structured Long Short-Term Memory (Tai et al., 2015) and gates into tree-structured neural network, which is beneficial to capture semantic relatedness by parsing syntax trees.

**CNN:** Convolutional Neural Networks (Kim, 2014) is applied to generate task-specific sentence representation.

**NCSL:** Teng et al. (2016) designs a Neural Context-Sensitive Lexicon (NSCL) to obtain prior or sentiment scores of words in the sentence.

**LR-Bi-LSTM:** Qian et al. (2017) imposes linguistic roles into neural networks by applying linguistic regularization on intermediate outputs with KL divergence.

**Self-attention:** Lin et al. (2017) proposes a self-attention mechanism to learn structured sentence embedding.

**ID-LSTM:** (Tianyang et al., 2018) uses reinforcement learning to learn structured sentence representation for sentiment classification.

3.3 Implementation Details

In our experiments, the dimensions of character-level embedding and word embedding (GloVe) are both set to 300. Kernel sizes of multi-gram convolution for Char-CNN are set to 2, 3, respectively. All the weight matrices are initialized as random orthogonal matrices, and we set all the bias vectors as zero vectors. We optimize the proposed model with RMSprop algorithm, using mini-batch training. The size of mini-batch is 60. The dropout rate is 0.5, and the coefficient $\lambda$ of $L_2$ normalization is set to $10^{-5}$. $\mu$ is set to $10^{-4}$. $\psi$ is set to 0.9. When there are not sentiment resource words in the sentences, all the context words are treated as sentiment resource words to implement the multi-path self-attention strategy.

3.4 Experiment Results

In our experiments, to be consistent with the recent baseline methods, we adopt classification accuracy as evaluation metric. We summarize the experimental results in Table 1. Our model has robust superiority over competitors and sets state-of-the-art on MR and SST datasets. First, our model brings a substantial improvement over the methods that do not leverage sentiment linguistic knowledge (e.g., RNTN, LSTM, BiLSTM, CNN and ID-LSTM) on both datasets. This verifies the effectiveness of leveraging sentiment linguistic resource with the deep learning algorithms. Second, our model also consistently outperforms LR-Bi-LSTM which integrates linguistic roles of sentiment, negation and intensity words into neural networks via the linguistic regularization. For example, our model achieves 2.4% improvements over the MR dataset and 0.8% improvements over the SST dataset compared to LR-Bi-LSTM. This is because that MEAN designs attention mechanisms to leverage sentiment resources efficiently, which utilizes the interactive information between context words and sentiment resource words.

In order to analyze the effectiveness of each component of MEAN, we also report the ablation test in terms of discarding character-level embedding (denoted as MEAN w/o CharCNN) and sentiment words/negation words/intensity words (denoted as MEAN w/o sentiment words/negation words/intensity words). All the tested factors con-
tribute greatly to the improvement of the MEAN. In particular, the accuracy decreases sharply when discarding the sentiment words. This is within our expectation since sentiment words are vital when classifying the polarity of the sentences.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MR</th>
<th>SST</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNTN</td>
<td>75.9%#</td>
<td>45.7%</td>
</tr>
<tr>
<td>LSTM</td>
<td>77.4%#</td>
<td>46.4%</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>79.3%#</td>
<td>49.1%</td>
</tr>
<tr>
<td>Tree-LSTM</td>
<td>80.7%#</td>
<td>51.0%</td>
</tr>
<tr>
<td>CNN</td>
<td>81.5%</td>
<td>50.0%</td>
</tr>
<tr>
<td>NSCL</td>
<td>82.9%</td>
<td>51.1%</td>
</tr>
<tr>
<td>LR-Bi-LSTM</td>
<td>82.1%</td>
<td>50.6%</td>
</tr>
<tr>
<td>Self-attention</td>
<td>81.7%*</td>
<td>48.9%*</td>
</tr>
<tr>
<td>ID-LSTM</td>
<td>81.6%</td>
<td>50.0%</td>
</tr>
<tr>
<td>MEAN(our model)</td>
<td>84.5%</td>
<td>51.4%</td>
</tr>
<tr>
<td>MEAN-CharCNN</td>
<td>83.2%</td>
<td>50.0%</td>
</tr>
<tr>
<td>MEAN-sentiment words</td>
<td>82.1%</td>
<td>48.4%</td>
</tr>
<tr>
<td>MEAN-negation words</td>
<td>82.9%</td>
<td>49.5%</td>
</tr>
<tr>
<td>MEAN-intensity words</td>
<td>83.5%</td>
<td>49.3%</td>
</tr>
</tbody>
</table>

Table 1: Evaluation results. The best result for each dataset is in bold. The result marked with # are retrieved from (Qian et al., 2017), and the results marked with * denote the results are obtained by our implementation.

4 Conclusion

In this paper, we propose a novel Multi-sentiment-resource Enhanced Attention Network (MEAN) to enhance the performance of sentence-level sentiment analysis, which integrates the sentiment linguistic knowledge into the deep neural network.
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Abstract

The huge cost of creating labeled training data is a common problem for supervised learning tasks such as sentiment classification. Recent studies showed that pretraining with unlabeled data via a language model can improve the performance of classification models. In this paper, we take the concept a step further by using a conditional language model, instead of a language model. Specifically, we address a sentiment classification task for a tweet analysis service as a case study and propose a pretraining strategy with unlabeled dialog data (tweet-reply pairs) via an encoder-decoder model. Experimental results show that our strategy can improve the performance of sentiment classifiers and outperform several state-of-the-art strategies including language model pretraining.

1 Introduction

Sentiment classification is a task to predict a sentiment label, such as positive/negative, for a given text and has been applied to many domains such as movie/product reviews, customer surveys, news comments, and social media. A common problem of this task is the lack of labeled training data due to costly annotation work, especially for social media without explicit sentiment feedback such as review scores.

To overcome this problem, Dai and Le (2015) recently proposed a semi-supervised sequence learning framework, where a sentiment classifier based on recurrent neural networks (RNNs) is trained with labeled data after initializing it with the parameters of an RNN-based language model pretrained with a large amount of unlabeled data.

The concept of their framework is simple but effective, and their work yielded many related studies of semi-supervised training based on sequence modeling, as described in Section 4.

In this paper, we take their concept a step further by using a conditional language model with unlabeled dialog data (i.e., tweet-reply pairs) instead of a language model with unpaired data. An important observation of the dialog data that underpins our strategy is that the sentiment or mood in a message often affects messages in reply to it. People tend to write angry responses to angry messages, empathetic replies to sad remarks, or congratulatory phrases to good news.

Our contributions are listed as follows.

- We propose a pretraining strategy with unlabeled dialog data (tweet-reply pairs) via an encoder-decoder model (Section 2). To the best of our knowledge, our proposal is the first such proposal, as clarified in Section 4.
- We report on a case study based on a costly labeled sentiment dataset of 99.5K items and a large-scale unlabeled dialog dataset of 22.3M, which were provided from a tweet analysis service (Section 3.1).
- Experimental results of sentiment classification show that our method outperforms the current semi-supervised methods based on a language model, autoencoder, and distant supervision, as well as linear classifiers (Section 3.4).

2 Proposed Method

Our pretraining strategy simply consists of the following two steps:

We use the term “conditional language model” in a narrow sense only for a model trained with explicit source-target pairs, although both RNN-based language and autoencoder models can generate a text from a real-valued context vector.
1. Training a dialog (encoder-decoder) model using unlabeled dialog data (tweet-reply pairs) as pretraining.

2. Training a sentiment classifier (encoder-labeler) model using labeled sentiment data (tweet-label pairs) after initializing its encoder part with the encoder parameters of the encoder-decoder model.

The encoder-decoder model is a conditional language model that predicts a correct output sequence from an input sequence (Sutskever et al., 2014). This model consists of two RNNs: an encoder and decoder. The encoder extracts a context of the input sequence as a real-valued vector, and the decoder predicts the output sequences from the context individually.

Our classifier forms an encoder-labeler structure, which consists of the above encoder and a labeler that predicts a sentiment label from the context. Note that the encoder of the classifier is fine-tuned with labeled data, as in (Dai and Le, 2015). The main difference between their approach and ours is that we examine paired (dialog) data for pretraining, while they only showed the usefulness of pretraining with unpaired data.

3 Experiments

3.1 Datasets

We used two datasets, a dialog dataset for pretraining the encoder-decoder model and a sentiment dataset for training (fine-tuning) the sentiment classifier, as shown in Table 1. Those datasets were provided by Yahoo! JAPAN, which is the largest portal site in Japan.

The dialog dataset contains about 22.3 million tweet-reply pairs extracted from Twitter Firehose data. In its preprocessing, we filtered out spam and bot posts by using user-level signals such as the follower count, the friend count, the favorite count, and whether a profile image is set or not. Also, we replaced all the URLs in the text with “[u]” and all the user mentions with “[m]”, considering them as noise. The rest of the text was used as it was. On average, source and target (or reply) tweets after preprocessing were 31.5 and 27.8 characters long, respectively. While redistribution of tweets is prohibited, we are planning to publicize tweet IDs of this dataset for reproducibility.2

The sentiment dataset includes about 100K tweets with manually annotated three-class sentiment labels: positive, negative, and neutral. The breakdown of positive, negative, and neutral in the training set was 15.0, 18.6, and 66.4%, respectively. Note that the tweets were sampled separately from those of the dialog dataset. The procedure for text preprocessing was the same with that of the dialog dataset. The average length of the tweets after preprocessing was 17 characters. Each tweet was judged by a majority vote of three experienced editors in the company providing the sentiment-analysis service. The inter-annotator agreement ratio assessed with Fleiss’ $\kappa$ was 0.495. The overall annotation work took roughly 300 person-days. This means that the cost is at least 24K dollars, 8 hours $\times$ 300 days $\times$ legal minimum wage in Japan 10 dollars/hour. Considering that the in-house annotators are well-educated, skilled proper employees, the actual cost would be much higher than this rough estimate and much more costly than collecting unlabeled dialog data. In addition, the annotators had gone through a few days of training to become able to appropriately judge the sentiment before they got down to actual annotation work, but the number, 300 person-days, does not include the time for this training.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Valid</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dialog</td>
<td>22,300,000</td>
<td>10,000</td>
<td>50,000</td>
</tr>
<tr>
<td>Sentiment</td>
<td>80,591</td>
<td>4,000</td>
<td>15,000</td>
</tr>
</tbody>
</table>

Table 1: Details of dialog and sentiment datasets

3.2 Model and Training

The settings of the dialog (encoder-decoder) model are as follows. In both the encoder and decoder, the size of the word-embedding layer is 256 and that of the LSTM-RNN hidden layer is 1024. The size of the output layer is 4000, which is the same as the (character-based) vocabulary size.3. The encoder and decoder share these hyper-parameters as well as the parameters themselves (that is, with regard to the embedding layer and

---

2 The tweet IDs will be provided from https://research-lab.yahoo.co.jp/en/software/.
3 We used a character-based model since it performed better than word-based models in our preliminary experiments. Existing morphological analyzers needed for word-based models have usually been trained by formal text such as that of newspapers and seem not suitable to highly colloquial text seen in tweets, which often includes emoticons and emoji.
The total number of parameters is 8.9 million.

The settings of the sentiment classifier (encoder-labeler) model are as follows. The encoder part has the same structure and hyperparameters as that of the dialog model, making them compatible for transferring learned parameters. We reused the dialog model’s dictionaries in the classifier model so that the two models could process tweet texts consistently. The labeler consists of a fully connected layer and soft max nonlinearity.

The models were trained with ADADELTA (Zeiler, 2012) with a mini-batch size of 64. The dialog model was trained in five epochs, and the classifier model was tuned with the early-stopping strategy, which stops training when the validation accuracy drops. For ADADELTA’s parameters, we fixed the learning rate to 1.0, decay rate $p$ to 0.95, and smoothing constant $\epsilon$ to $10^{-6}$ for all training sessions. We evaluated validation costs ten times per epoch and selected the model with the lowest validation cost. The training took 15.9 days on 1 GPU with 7 TFLOPS computational power.

### 3.3 Compared Models

We compared the following eight models: non-pretrained (Default), proposed dialog pretraining (Dial), current pretraining with unpaired data (Lang, SeqAE) and pseudo labeled data (Emo2M, Emo6M), and classical linear learners (LogReg, LinSVM). The details of these models are given below.

- **Default**: Trained without pretraining by executing only Step 2 in Section 2.
- **Dial**: Pretrained with the dialog model described in Section 2.
- **Lang, SeqAE**: Pretrained with the language model and autoencoder model proposed in (Dai and Le, 2015). The language model is the decoder part of the encoder-decoder model using a zero vector as the initial hidden layer value, and the autoencoder model is the same structure of the encoder-decoder model, where input and output are the same. To make the comparison as fair as possible, we used the reply-side of the dialog dataset for pretraining Lang and SeqAE so that the same supervision information on the basis of the same tweet-reply pairs would be applied to Lang, SeqAE, and Dial. The number of their pretraining epochs was also equal to that of Dial.

- **Emo2M, Emo6M**: Pretrained with pseudo labeled data (2M, 6M) based on manually collected emoticons, which consist of 120 positive emoticons and 116 negative ones. This technique is also known as distant-supervision. These pseudo labels were annotated by extracting tweets including one of those emoticons from our dialog data and another 92M tweets. Pretraining was conducted via a two-class sentiment classifier, which is a similar model to Default, since uncertain tweets without emoticons are not always neutral. We confirmed that this two-class classifier can reach more than 90% test accuracy on the emoticon-based test dataset. After pretraining, the parameters of the encoder part were transferred to the final classifier model.

- **LogReg, LinSVM**: Logistic regression and linear support vector machine (SVM) models of LIBLINEAR (Fan et al., 2008) with bag-of-words features, which consist of 50K unigrams (w/o stopwords), 50K bigrams, and 233 emoticons. These features are based on a state-of-the-art system (Mohammad et al., 2013) that performed best in the SEMEVAL competition (Nakov et al., 2013) and was actually used in the tweet analysis service of the data-providing company. The best parameters were found through a grid-search on the validation set.

### 3.4 Results

Table 2 shows the macro-average F-measure results of the compared models in Section 3.3 on the sentiment classification task when varying data size (5K to 80K). Each value is the average of five trials with different random seeds for each setting, and a value of a trial is the macro-average of F-measure values of three sentiment classes. The first row (Default) shows the default sentiment classifier model without pretraining. The second row block (Dial to Emo6M) shows the results of the same training as Default after pretraining via different models, while the third block shows those of linear classifiers (non-RNN models). The supplemental materials also include the results measured by accuracy.
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Comparing Dial with the other models, we can see that our pretraining strategy with dialog data consistently outperformed all the other models: state-of-the-art pretraining strategies with unpaired unlabeled data (Lang, SeqAE) and pseudo labeled data (Emo2M, Emo6M), as well as linear learners (LogReg, LinSVM). This indicates that unlabeled dialog data (tweet-reply pairs) have useful information for sentiment classifiers, as expected in Section 1. In fact, we observed that the pretrained encoder-decoder model seems to generate an appropriate reply, on which the sentiment on the input tweet is well reflected. For example, the reply “:(” was generated for the input tweet “I’m sorry to hear that” (see supplementary material for more examples).

Lang also outperformed well but did not overtake Dial. The differences between Dial and Lang are statistically significant$^4$ for all five training dataset sizes. Interestingly, SeqAE was not so effective like Dial, despite their model structures are basically the same. This implies that it is practically important to find appropriate data for pretraining, such as dialog data for sentiment classification.

As for the results of distant supervision with emoticons, both Emo2M and Emo6M performed worse than Default, and increasing the dataset size did not change the situation. The reason why these models did not perform as well as other pretraining-based models is considered to be noisy labels, especially in negative ones. We illustrate two instances in the Emo2M training data that include an emoticon that is usually negative emoticon but can be considered positive:

- “美人すぎるよ可愛い( : )．“She is so beautiful, cute (crying emoticon)”
- “うらやましいです．おめでとうございます orz， “I envy you. Congratulations (bow-the-knee emoticon)”

Comparing Default with LogReg and LinSVM, we can see that the linear models performed better than the default RNN model without pretraining, when the labeled data size is less than or equal to 20K. However, looking at the results of Dial, our method improved Default even for these cases (5K to 20K), and Dial clearly outperformed the linear models. This means that pretraining is useful especially on the situation where the labeled data size is limited.

### 4 Related Work

After Dai and Le (2015) proposed the framework of semi-supervised sequence learning, there have been several attempts to extend sequence learning models for different tasks to semi-supervised settings. Cheng et al. (2016) and Ramachandran et al. (2017) studied semi-supervised training of machine translation models via an autoencoder model and language model, respectively. They also used paired data (parallel corpora), but unsupervised training was conducted with reasonable monolingual corpora to compensate for costly parallel corpora, which is opposite to our setting. Zhou et al. (2016a,b) proposed to use parallel corpora for adapting the sentiment resources in a resource-rich language to a resource-poor language. Their purpose was completely different from ours, since making parallel corpora is also costly. The other studies include semi-supervised extensions for predicting the property values of Wikipedia (Hewlett et al., 2017), detecting medical conditions from heart rate data (Ballinger et al., 2018), and morphological reinflection of inflected words (e.g., “playing” to “played”). They did not use paired-text data to leverage their tasks.

Our method can be regarded as a general version of distant supervision since we assume that a reply includes the label information of the corresponding tweet. There have been many studies about distant supervision for sentiment analysis (Read, 2005; Go et al., 2009; Davidov et al., 2010; Purver and Battersby, 2012; Mohammad et al., 2013; Tang et al., 2014; dos Santos and Gatti, 2018).

<table>
<thead>
<tr>
<th></th>
<th>5K</th>
<th>10K</th>
<th>20K</th>
<th>40K</th>
<th>80K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>0.517</td>
<td>0.590</td>
<td>0.625</td>
<td>0.653</td>
<td>0.675</td>
</tr>
<tr>
<td>Dial</td>
<td>0.665†</td>
<td>0.685†</td>
<td>0.702†</td>
<td>0.717†</td>
<td>0.738†</td>
</tr>
<tr>
<td>Lang</td>
<td>0.653</td>
<td>0.674</td>
<td>0.692</td>
<td>0.707</td>
<td>0.726</td>
</tr>
<tr>
<td>SeqAE</td>
<td>0.568</td>
<td>0.598</td>
<td>0.626</td>
<td>0.649</td>
<td>0.677</td>
</tr>
<tr>
<td>Emo2M</td>
<td>0.482</td>
<td>0.532</td>
<td>0.579</td>
<td>0.626</td>
<td>0.664</td>
</tr>
<tr>
<td>Emo6M</td>
<td>0.484</td>
<td>0.517</td>
<td>0.565</td>
<td>0.613</td>
<td>0.650</td>
</tr>
<tr>
<td>LogReg</td>
<td>0.577</td>
<td>0.609</td>
<td>0.631</td>
<td>0.648</td>
<td>0.675</td>
</tr>
<tr>
<td>LinSVM</td>
<td>0.582</td>
<td>0.610</td>
<td>0.627</td>
<td>0.637</td>
<td>0.648</td>
</tr>
</tbody>
</table>

Table 2: Macro-average F-measure of sentiment classification of each model versus labeled data size. Dial is our proposed method, and † in its row indicates statistically significant difference from the corresponding value of Lang ($p < 0.05$).

$^4$Under the significance level of 0.05 with two-tailed t-test assuming unequal variances.
2014; Severyn and Moschitti, 2015; Deriu et al., 2016; Müller et al., 2017), but they basically focused on how to use emoticons and hashtags to leverage performance. One exception is the study by (Pool and Nissim, 2016), in which Facebook reactions were used for distant supervision. Their approach is similar to ours using tweet-reply pairs, but our method is more general since they only used six reply categories (i.e., like, love, haha, wow, sad, and angry), not text replies.

There have been a few studies on sentiment classification in dialogue data (Bertero and Fung, 2016; Bertero et al., 2016). These studies involved sentiment classification based on dialog contexts, which means that they used labeled dialog data, while we used unlabeled dialog data. For tweet data, several studies used reply-features for sentiment classification of tweets (Barbosa and Feng, 2010; Jiang et al., 2011; Vanzo et al., 2014; Bamman and Smith, 2015; Ren et al., 2016; Castellucci et al., 2016). However, they used replies as labeled data for sentiment classification, not unlabeled data for pretraining.

5 Conclusion

We proposed a pretraining strategy with dialog data for sentiment classifiers. The experimental results showed that our strategy clearly outperformed the existing pretraining with unpaired unlabeled data via language modeling and pseudo labeled data via distant supervision, as well as linear classifiers. In the future, we will investigate whether or not we can use other paired data for pretraining of classification tasks. For example, we expect that news article-comment pairs are useful for predicting fake news detection and that question-answer pairs of Q&A sites are useful for recommending questions for answering.
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Abstract
The reliability of self-labeled data is an important issue when the data are regarded as ground-truth for training and testing learning-based models. This paper addresses the issue of false-alarm hashtags in the self-labeled data for irony detection. We analyze the ambiguity of hashtag usages and propose a novel neural network-based model, which incorporates linguistic information from different aspects, to disambiguate the usage of three hashtags that are widely used to collect the training data for irony detection. Furthermore, we apply our model to prune the self-labeled training data. Experimental results show that the irony detection model trained on the less but cleaner training instances outperforms the models trained on all data.

1 Introduction
Self-labeled data available on the Internet are popular research materials in many NLP areas. Metadata such as tags and emoticons given by users are considered as labels for training and testing learning-based models, which usually benefit from large amount of data.

One of the sources of self-labeled data widely used in the research community is Twitter, where the short-text messages tweets written by the crowd are publicly shared. In a tweet, the author can tag the short text with some hashtags such as #excited, #happy, #UnbornLivesMatter, and #Hillary4President to express their emotion or opinion. The tweets with a certain types of hashtags are collected as self-label data in a variety of research works including sentiment analysis (Qadir and Riloff, 2014), stance detection (Mohammad et al., 2016; Sobhani et al., 2017), financial opinion mining (Cortis et al., 2017), and irony detection (Ghosh et al., 2015; Peled and Reichart, 2017; Hee et al., 2018). In the case of irony detection, it is impractical to manually annotate the ironic sentences from randomly sampled data due to the relatively low occurrences of irony (Davidov et al., 2010). Collecting the tweets with the hashtags like #sarcasm, #irony, and #not becomes the mainstream approach to dataset construction (Sulis et al., 2016). As shown in (S1), the tweet with the hashtag #not is treated as a positive (ironic) instance by removing #not from the text.

(S1) @Anonymous doing a great job...
#not What do I pay my extortionate council taxes for? #Disgrace #OngoingProblem http://t.co/FQZUUwKSoN

However, the reliability of the self-labeled data is an important issue. As pointed out in the pioneering work, not all tweet writers know the definition of irony (Van Hee et al., 2016b). For instance, (S2) is tagged with #irony by the writer, but it is just witty and amusing.

(S2) BestProAdvice @Anonymous More clean OR cleaner, never more cleaner. #irony

When the false-alarm instances like (S2) are collected and mixed in the training and test data, the models that learn from the unreliable data may be misled, and the evaluation is also suspicious.

The other kind of unreliable data comes from the hashtags not only functioning as metadata. That is, a hashtag in a tweet may also function as a content word in its word form. For example, the hashtag #irony in (S3) is a part of the sentence “the irony of taking a break...”, in contrast to the hashtag #not in (S1), which can be removed without a change of meaning.
The irony of taking a break from reading about #socialmedia to check my social media.

When the hashtag plays as a content word in a tweet, the tweet is not a good candidate of self-labeled ironic instances because the sentence will be incomplete once the hashtag is removed.

In this work, both kinds of unreliable data, the tweets with a misused hashtag and the tweets in which the hashtag serves as a content word, are our targets to remove from the training data. Manual data cleaning is labor-intensive and inefficient (Van Hee et al., 2016a). Compared to general training data cleaning approaches (Malik and Bhardwaj, 2011; Esuli and Sebastiani, 2013; Fukumoto and Suzuki, 2004) such as boosting-based learning, this work leverages the characteristics of hashtag usages in tweets. With small amount of golden labeled data, we propose a neural network classifier for pruning the self-labeled tweets, and train an ironic detector on the less but cleaner instances. This approach is easily to apply to other NLP tasks that rely on self-labeled data.

The contributions of this work are three-fold: (1) We make an empirically study on an issue that is potentially inherited in a number of research topics based on self-labeled data. (2) We propose a model for hashtag disambiguation. For this task, the human-verified ground-truth is quite limited. To address the issue of sparsity, a novel neural network model for hashtag disambiguation is proposed. (3) The data pruning method, in which our model is applied to select reliable self-labeled data, is capable of improving the performance of irony detection.

The rest of this paper is organized as follows. Section 2 describes how we construct a dataset for disambiguating false-alarm hashtag usages based on Tweets. In Section 3, our model for hashtag disambiguation is proposed. Experimental results of hashtag disambiguation are shown in Section 4. In addition, we apply our method to prune training data for irony detection. The results are shown in Section 5. Section 6 concludes this paper.

2 Dataset

The tweets with indication hashtags such as #irony are usually collected as a dataset in previous works on irony detection. As pointed out in Section 1, the hashtags are treated as ground-truth for training and testing. To investigate the issue of false-alarm self-labeled tweets, the tweets with human verification are indispensable. In this study, we build the ground-truth based on the dataset released for SemEval 2018 Task 3,\(^1\) which is targeted for fine-grained irony detection (Hee et al., 2018).

In the SemEval dataset, the tweets with one of the three indication hashtags #not, #sarcasm, and #irony, are collected and human-annotated as one of four types: verbal irony by means of a polarity contrast, other verbal irony, situational irony, and non-ironic. In other words, the false-alarm tweets, i.e., the non-ironic tweets with indication hashtags, are distinguished from the real ironic tweets in this dataset. However, the hashtag itself has been removed in the SemEval dataset. For example, the original tweet (S1) has been modified to (S4), where the hashtag #not disappears. As a result, the hashtag information, the position and the word form of the hashtag (i.e., not, irony, or sarcasm), is missing from the SemEval dataset.

(S4) @Anonymous doing a great job... What do I pay my extortionate council taxes for? #Disgrace #OngoingProblem http://t.co/FQZUUwKSoN

For hashtag disambiguation, the information of the hashtag in each tweet is mandatory. Thus, we recover the original tweets by using Twitter search. As shown in Table 1, a total of 1,359 tweets with hashtags information are adopted as the ground-truth. Note that more than 20% of self-labeled data are false-alarm, and this can be an issue when they are adopted as training or test data. For performing the experiment of irony detection in Section 5, we reserve the other 1,072 tweets in the SemEval dataset that are annotated as real ironic as the test data.

In addition to the issue of hashtag disambiguation, the irony tweets without an indication hashtag, which are regarded as non-irony instances in previous work, are another kind of misleading data for irony detection. Fortunately, the occurrence of such “false-negative” instances is insignificant due

<table>
<thead>
<tr>
<th>Hashtag</th>
<th>False-Alarm</th>
<th>Irony</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>#not</td>
<td>196</td>
<td>346</td>
<td>542</td>
</tr>
<tr>
<td>#sarcasm</td>
<td>46</td>
<td>449</td>
<td>495</td>
</tr>
<tr>
<td>#irony</td>
<td>34</td>
<td>288</td>
<td>322</td>
</tr>
<tr>
<td>Total</td>
<td>276</td>
<td>1,083</td>
<td>1,359</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the Ground-Truth Data.

\(^{1}\)https://competitions.codalab.org/competitions/17468
Figure 1: Overview of Our Model for Hashtag Disambiguation.

to the relatively low occurrence of irony (Davidov et al., 2010).

3 Disambiguation of Hashtags

Figure 1 shows our model for distinguishing the real ironic tweets from the false-alarm ones. Given an instance with the hashtag `#irony` is given, the preceding and the following word sequences of the hashtag are encoded by separate sub-networks, and both embeddings are concatenated with the handcrafted features and the probabilities of three kinds of part-of-speech (POS) tag sequences. Finally, the sigmoid activation function decides whether the instance is real ironic or false-alarm. The details of each component will be presented in the rest of this section.

Word Sequences: The word sequences of the context preceding and following the targeting hashtag are separately encoded by neural network sentence encoders. The Penn Treebank Tokenizer provided by NLTK (Bird et al., 2009) is used for tokenization. As a result, each of the left and the right word sequences is encoded as a embedding with a length of 50.

We experiments with convolution neural network (CNN) (Kim, 2014), gated recurrent unit (GRU) (Cho et al., 2014), and attentive-GRU for sentence encoding. CNN for sentence classification has been shown effective in NLP applications such as sentiment analysis (Kim, 2014). Classifiers based on recurrent neural network (RNN) have also been applied to NLP, especially for sequential modeling. For irony detection, one of the state-of-the-art models is based on the attentive RNN (Huang et al., 2017). The first layer of the CNN, the GRU, and the attentive-GRU model is the 300-dimensional word embedding that is initialized by using the vectors pre-trained on Google News dataset.2

Handcrafted Features: We add the handcrafted features of the tweet in the one-hot representation. The features taken into account are listed as follows. (1) Lengths of the tweet in words and characters. (2) Type of the target hashtag (i.e. `#not`, `#sarcasm`, or `#irony`). (3) Number of all hashtags in the tweet. (4) Whether the targeting hashtag is the first token in the tweet. (5) Whether the targeting hashtag is the last token in the tweet. (6) Whether the targeting hashtag is the first hashtag in the tweet since a tweet may contain more than one hashtag. (7) Whether the targeting hashtag is the last hashtag in the tweet. (8) Position of the targeting hashtag in terms of tokens. If the targeting hashtag is the $i$th token of the tweet with $|w|$ tokens, and this feature is $i/|w|$. (9) Position of the targeting hashtag in all hashtags in the tweet. It is computed as $j/|h|$ where the targeting hashtag is the $j$th hashtag in the tweet that contains $|h|$ hashtags.

Language Modeling of POS Sequences: As mentioned in Section 1, a kind of false-alarm hashtag usages is the case that the hashtag also functions as a content word. In this paper, we attempt to measure the grammatical completeness of the tweet with and without the hashtag. Therefore, language model on the level of POS tagging is used. As shown in Figure 1, POS tagging is performed on three versions of the tweet, and based on that three probabilities are measured and taken into account: 1) $p_{\bar{h}}$: the tweet with the whole hashtag removed. 2) $p_{\bar{#}}$: the tweet with the hash symbol `#` removed only. 3) $p_t$: the original tweet. Our idea is that a tweet will be more grammatical complete with only the hash symbol removed if the hashtag is also a content word. On the other hand, the tweet will be more grammatical complete with the whole hashtag removed since the hashtag is a metadata.

To measure the probability of the POS tag sequence, we integrate a neural network-based language model of POS sequence into our model. RNN-based language models are reportedly capa-

https://code.google.com/archive/p/word2vec/
able of modeling the longer dependencies among the sequential tokens (Mikolov et al., 2011). Two millions of English tweets that are entirely different from those in the training and test data described in Section 2 are collected and tagged with POS tags. We train a GRU language model on the level of POS tags. In this work, all the POS tagging is performed with the Stanford CoreNLP toolkit (Manning et al., 2014).

4 Experiments

We compare our model with popular neural network-based sentence classifiers including CNN, GRU, and attentive GRU. We also train a logistic regression (LR) classifier with the handcrafted features introduced in Section 3. For the imbalance data, we assign class-weights inversely proportional to class frequencies. Five-fold cross-validation is performed. Early-stop is employed with a patience of 5 epochs. In each fold, we further keep 10% of training data for tuning the model. The hidden dimension is 50, the batch size is 32, and the Adam optimizer is employed (Kingma and Ba, 2014).

Table 2 shows the experimental results reported in Precision (P), Recall (R), and F-score (F). Our goal is to select the real ironic tweets for training the irony detection model. Thus, the real ironic tweets are regarded as positive, and the false-alarm ones are negative. We apply t-test for significance testing. The vanilla GRU and attentive GRU are slightly superior to the logistic regression model. The CNN model performs the worst in this task because it suffers from over-fitting problem. We explored a number of layouts and hyper-parameters for the CNN model, and consistent results are observed.

Our method is evaluated with either CNN, GRU, or attentive GRU for encoding the context preceding and following the targeting hashtag. By integrating various kinds of information, our method outperforms all baseline models no matter which encoder is used. The best model is the one integrating the attentive GRU encoder, which is significantly superior to all baseline models ($p < 0.05$), achieves an F-score of 88.49%.

To confirm the effectiveness of the language modeling of POS sequence, we also try to exclude the GRU language model from our best model. Experimental results show that the addition of language model significantly improves the performance ($p < 0.05$). As shown in the last row of Table 2, the F-score is dropped to 84.17%.

From the data, we observe that the instances whose $p_h \gg p_i$ usually contain a indication hashtag function as a content word, and vice versa. For instances, (S5) and (S6) show the instances with the highest and the lowest $\frac{p_h}{p_i}$, respectively.

(S5) when your #sarcasm is so advanced people actually think you are #stupid..

(S6) #mtvstars justin bieber #net #not #fast

5 Irony Detection

We employ our model to prune self-labeled data for irony detection. As prior work did, we collect a set of tweets that contain indication hashtags as (pseudo) positive instances and also collect a set of tweets that do not contain indication hashtags as negative instances. For each positive instance, our model is performed to predict whether it is a real ironic tweet or false-alarm ones, and the false-alarm ones are discarded.

After pruning, a set of 14,055 tweets containing indication hashtags have been reduced to 4,617 reliable positive instances according to our model. We add an equal amount of negative instances randomly selected from the collection of the tweets that do not contain indication hashtags. As a result, the prior- and the post-pruning training data, in the sizes of 28,110 and 9,234, respectively, are prepared for experiments. The dataflow of the training data pruning is shown in Figure 2.

For evaluating the effectiveness of our pruning method, we implement a state-of-the-art irony detector (Huang et al., 2017), which is based on attentive-RNN classifier, and train it on the prior- and the post-pruned training data.

The test data is made by the procedure as follows. The positive instances in the test data are taken from the 1,072 human-verified ironic tweets

<table>
<thead>
<tr>
<th>Model</th>
<th>Encoder</th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>N/A</td>
<td>91.43%</td>
<td>78.81%</td>
<td>82.89%</td>
</tr>
<tr>
<td>CNN</td>
<td>N/A</td>
<td>89.16%</td>
<td>56.97%</td>
<td>69.52%</td>
</tr>
<tr>
<td>GRU</td>
<td>N/A</td>
<td>90.75%</td>
<td>77.01%</td>
<td>83.32%</td>
</tr>
<tr>
<td>Att.GRU</td>
<td>N/A</td>
<td>87.97%</td>
<td>79.69%</td>
<td>83.62%</td>
</tr>
<tr>
<td>Our Method</td>
<td>CNN</td>
<td>90.35%</td>
<td>83.84%</td>
<td>86.97%</td>
</tr>
<tr>
<td>Our Method</td>
<td>GRU</td>
<td>90.90%</td>
<td>78.39%</td>
<td>84.18%</td>
</tr>
<tr>
<td>Our Method</td>
<td>Att.GRU</td>
<td>90.86%</td>
<td>86.24%</td>
<td>88.49%</td>
</tr>
<tr>
<td>w/o LM</td>
<td>Att.GRU</td>
<td>88.17%</td>
<td>80.32%</td>
<td>84.17%</td>
</tr>
</tbody>
</table>

Table 2: Results of Hashtag Disambiguation.
Figure 2: Dataflow of the Training Data Pruning for Irony Detection.

<table>
<thead>
<tr>
<th>Training Data</th>
<th>Size</th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior-Pruning</td>
<td>28,110</td>
<td>79.04%</td>
<td>84.05%</td>
<td>81.46%</td>
</tr>
<tr>
<td>Post-Pruning</td>
<td>9,234</td>
<td>80.83%</td>
<td>85.35%</td>
<td>83.03%</td>
</tr>
<tr>
<td>Human Verified</td>
<td>2,166</td>
<td>86.35%</td>
<td>66.70%</td>
<td>75.26%</td>
</tr>
</tbody>
</table>

Table 3: Performance of Irony Detection.

Figure 3: Performance of Irony Detection with Different Threshold Values for Data Pruning.

that are reserved for irony detection as mentioned in Section 2. The negative instances in the test data are obtained from the tweets that do not contain indication hashtags. Note that the negative instances in the test data are isolated from those in the training data. Experimental results confirm the benefit of pruning. As shown in Table 3, the irony detection model trained on the less, but cleaner data significantly outperforms the model that is trained on all data ($p < 0.05$).

We compare our pruning method with an alternative approach that trains the irony detector on the human-verified data directly. Under this circumstances, the 1,083 ironic instances for training our hashtag disambiguation model are currently mixed with an equal amount of randomly sampled negative instances, and employed to train the irony detector. As shown in the last row of Table 3, the irony detection model trained on the small data does not compete with the models that are trained on larger amount of self-labeled data. In other words, our data pruning strategy forms a semi-supervised learning that benefits from both self-labeled data and human annotation. Note that this task and the dataset are different from those of the official evaluation of SemEval 2018 Task 3, so the experimental results cannot be directly compared.

The calibrated confidence output by the sigmoid layer of our hashtag disambiguation model can be regarded as a measurement of the reliability of an instance (Niculescu-Mizil and Caruana, 2005; Guo et al., 2017). Thus, we can sort all self-labeled data by their calibrated confidence and control the size of training set by adjusting the threshold. The higher the threshold value is set, the less the training instances remain. Figure 3 shows the performances of the irony detector trained on the data filtered with different threshold values. For each threshold value, the bullet symbol (●) indicates the size of training data, and the bar indicates the F-score achieved by the irony detector trained on those data. The best result achieved by the irony detector trained on the 9,234 data filtered by our model with the default threshold value (0.5). This confirms that our model is able to select useful training instances in a strict manner.

6 Conclusion

Self-labeled data is an accessible and economical resource for a variety of learning-based applications. However, directly using the labels made by the crowd as ground-truth for training and testing may lead to inaccurate performance due to the reliability issue. This paper addresses this issue in the case of irony detection by proposing a model to remove two kinds of false-alarm tweets from the training data. Experimental results confirm that the irony detection model benefits from the less, but cleaner training data. Our approach can be applied to other topics that rely on self-labeled data.
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Abstract

In stance classification, the target on which the stance is made defines the boundary of the task, and a classifier is usually trained for prediction on the same target. In this work, we explore the potential for generalizing classifiers between different targets, and propose a neural model that can apply what has been learned from a source target to a destination target. We show that our model can find useful information shared between relevant targets which improves generalization in certain scenarios.

1 Introduction

Stance classification is the task of automatically identifying users’ positions about a specific target from text (Mohammad et al., 2017). Table 1 shows an example of this task, where the stance of the sentence is recognized as favorable on the target "climate change is concern". Traditionally, this task is approached by learning a target-specific classifier that is trained for prediction on the same target of interest (Hasan and Ng, 2013; Mohammad et al., 2016; Ebrahimi et al., 2016). This implies that a new classifier has to be built from scratch on a well-prepared set of ground-truth data whenever predictions are needed for an unseen target.

An alternative to this approach is to conduct a cross-target classification, where the classifier is adapted from different but related targets (Augenstein et al., 2016), which allows benefiting from the knowledge of existing targets. For example, in our project we are interested in online users’ stances on the approvals of particular mining projects in the country. It might be useful to start with a classifier that is adapted from a related target such as "climate change is concern" (presumably available and annotated), as in both cases users could discuss the impacts from the targets to some common issues, such as the environment or communities.

Cross-target stance classification is a more challenging task simply because the language models may not be compatible between different targets. However, for some targets that can be recognized as being related to the same and more general domains, it could be possible to generalize through certain aspects of the domains that reflect users’ major concerns. For example, from the following sentence, whose stance is against the approval of a mining project, “Environmentalists warn the $16 billion coal facility will damage the Great Barrier Reef”, it can be seen that both this sentence and the one in Table 1 mention the same aspect “reef destruction/damage”, which is closely related to the “environment” domain.

In this paper, we focus on cross-target stance classification and explore the limits of generalizing models between different but domain-related targets\. The basic idea is to learn a set of domain-specific aspects from a source target, and then apply them to prediction on a destination target. To this end, we propose CrossNet, a novel neural model that implements the above idea based on the self-attention mechanism. Our preliminary analysis shows that the proposed model can find useful domain-specific information from a stance-bearing sentence and that the classification performance is improved in certain domains.

\[^1\] In this work, the source target is chosen based on common sense. Exploring more sophisticated source target selection methods will be our future work.

---

| Sentence: | We need to protect our islands and stop the destruction of coral reef. |
| Target: | Climate Change is Concern |
| Stance: | Favor |

Table 1: An example of stance classification task.
2 Model

In this section, we introduce the proposed model, CrossNet, for cross-target stance classification. Figure 1 shows the architecture of CrossNet. It consists of four layers from the Embedding Layer (bottom) to the Prediction Layer (top). It works by taking a stance-bearing sentence and a target as input and yielding the predicted stance label as output. In the following, we present the implementation of each layer in CrossNet.

2.1 Embedding Layer

There are two inputs in CrossNet: a stance-bearing sentence \( P \) and a descriptive target \( T \) (e.g., "climate change is concern") in Table 1. We use word embeddings (Mikolov et al., 2013) to represent each word in the input as a dense vector. The output of this layer are two sequences of vectors \( P = \{p_1, \ldots, p_{|P|}\} \) and \( T = \{t_1, \ldots, t_{|T|}\} \), where \( p, t \) are word vectors.

2.2 Context Encoding Layer

In this layer, we encode the contextual information in the input sentence and target. We use a bi-directional Long Short-Term Memory Network (BiLSTM) (Hochreiter and Schmidhuber, 1997) to capture the left and right contexts of each word in the input. Moreover, to account for the impact of the target on stance inference, we borrow the idea of bi-directional self-attention (Augenstein et al., 2016) to model the dependency of the sentence on the target. Formally, we first use a BiLSTM\(_T\) to encode the target:

\[
\begin{align*}
[\vec{h}_i^T, \vec{c}_i^T] &= \text{BiLSTM}^T(t_i, \vec{h}_{i-1}^T, \vec{c}_{i-1}^T) \\
[\vec{h}_i^T, \vec{c}_i^T] &= \text{BiLSTM}^T(t_i, \vec{h}_{i+1}^T, \vec{c}_{i+1}^T)
\end{align*}
\]  

where \( h \in \mathbb{R}^h \) and \( c \in \mathbb{R}^h \) are the hidden state and cell state of LSTM. The symbol \( \rightarrow (\leftarrow) \) indicates the forward (backward) pass. \( t_i \) is the input word vector at time step \( i \).

Then, we learn a conditional encoding of the sentence \( P \), by initializing BiLSTM\(_P\) (a different BiLSTM) with the final states of BiLSTM\(_T\):

\[
\begin{align*}
[\vec{h}_1^P, \vec{c}_1^P] &= \text{BiLSTM}_P(p_1, \vec{h}_{|T|}^T, \vec{c}_{|T|}^T) \\
[\vec{h}_1^P, \vec{c}_1^P] &= \text{BiLSTM}_P(p_{|P|}, \vec{h}_{|T|}^T, \vec{c}_{|T|}^T)
\end{align*}
\]

It can be seen that the initialization is done by aligning the forward (backward) pass of the two BiLSTMs. The output is a contextually-encoded sequence, \( H^P = \{h^P_1, \ldots, h^P_{|P|}\} \), where \( h = [\vec{h}; \vec{c}] \in \mathbb{R}^{2h} \) with [;] as the vector concatenation operation.

2.3 Aspect Attention Layer

In this layer, we implement the idea of discovering domain-specific aspects for cross-target stance inference. In particular, the key observation we make is that the domain aspects that reflect users’ major concerns are usually the core of understanding their stances, and could be mentioned by multiple users in a discussion. For example, we find that many users in our corpus mention the aspect “reef” to express their concerns about the impact of a mining project on the Great Barrier Reef. Based on this observation, the perception of the domain aspects can be boiled down to finding the sentence parts that not only carry the core idea of a stance-bearing sentence but also tend to be recurring in the corpus.

First, to capture the recurrences of the domain aspects, a simple way is to make every input sentence be consumed by this layer (see Figure 1), so that the layer parameters are shared across the corpus for being stimulated by all appearances of the domain aspects.

Then, we utilize self-attention to signal the core parts of a stance-bearing sentence. Self-attention is an attention mechanism for selecting specific parts of a sequence by relating its elements at different positions (Vaswani et al., 2017; Cheng et al., 2016). In our case, the self-attention process is based on the assumption that the core parts of a sentence are those that are compatible with the semantics of the entire sentence. To this end, we introduce a compatibility function to score the semantic compatibility between the encoded se-
sequence $H^P$ and each of its hidden states $h^P$:

$$c_i = w_2^\top \sigma(W_1 h^P_i + b_1) + b_2$$  \hspace{1cm} (3)

where $W_1 \in \mathbb{R}^{d \times 2h}$, $w_2 \in \mathbb{R}^d$, $b_1 \in \mathbb{R}^d$, and $b_2 \in \mathbb{R}$ are trainable parameters, and $\sigma$ is the activation function. Note that all the above parameters are shared by every hidden state in $H^P$. Next, we compute the attention weight $a_i$ for each $h^P_i$ based on its compatibility score via softmax operation:

$$a_i = \frac{\exp(c_i)}{\sum_{j=1}^{|P|} \exp(c_j)}$$  \hspace{1cm} (4)

Finally, we can obtain the domain aspect encoded representation based on the attention weights:

$$A^P = \sum_{i=1}^{|P|} a_i h^P_i$$  \hspace{1cm} (5)

where $A^P \in \mathbb{R}^{d \times h}$ is the domain aspect encoding for sentence $P$ and also the output of this layer.

### 2.4 Prediction Layer

We predict the stance label of the sentence based on its domain aspect encoding:

$$\hat{y} = \text{softmax}(\text{MLP}(A^P))$$  \hspace{1cm} (6)

where we use a multilayer perceptron (MLP) to consume the domain aspect encoding $A^P$ and apply the softmax to get the predicted probability for each of the $C$ classes, $\hat{y} = \{y_1, \ldots, y_C\}$.

### 2.5 Model Training

For model training, we use multi-class cross-entropy loss,

$$\mathcal{J}(\theta) = -\frac{1}{N} \sum_i \sum_j y_j^{(i)} \log \hat{y}_j^{(i)} + \lambda \| \Theta \|$$  \hspace{1cm} (7)

where $N$ is the size of training set. $y$ is the ground-truth label indicator for each class, and $\hat{y}$ is the predicted probability. $\lambda$ is the coefficient for $L_2$-regularization. $\Theta$ denotes the set of all trainable parameters in our model.

### 3 Experiments

This section reports the results of quantitative and qualitative evaluations of the proposed model.
3.3 Training setup

The word embeddings are initialized with the pre-trained 200d GloVe word vectors on the 27B Twitter corpus (Pennington et al., 2014), and fixed during training. The model is trained (90%) and validated (10%) on a source target, and tested on a destination target. The following model settings are selected based on a small grid search on the validation set: the LSTM hidden size of 60, the MLP layer size of 60, and dropout 0.1. The L2-regularization coefficient $\lambda$ in the loss is 0.01. ADAM (Kingma and Ba, 2014) is used as the optimizer, with a learning rate of $10^{-3}$. Stratified 10-fold cross-validation is conducted to produce averaged results.

3.4 Classification Performance

This section reports the results of our model and two baseline approaches on cross-target stance classification.

**BiLSTM**: this is a base model for our task. It has two BiLSTMs for encoding the sentence and target separately. Then, the concatenation of the resulting encodings is fed into the final Prediction Layer to generate predicted stance labels. In our evaluation, this model is treated as the baseline model for deriving the in-target performance calibration $F_k(D, D)$.

**MITRE** (Augenstein et al., 2016): this is the best system in SemEval-2016 Task 6. It utilizes the conditional encoding to learn a target-dependent representation for the input sentence. The conditional encoding is realized in the same way as the Context Encoding Layer does in our model, namely by using the hidden states of the target-encoding BiLSTM to initialize the sentence-encoding BiLSTM.

Table 3 shows the results (in-target and cross-target) on the two domains: Women’s Rights and American Politics. First, it is observed that MITRE outperforms BiLSTM over all target configurations, suggesting that, compared to simple concatenation, the conditional encoding of the target information could be more helpful to capture the dependency of the sentence on the target.

Second, our model is shown to achieve better results than the two baselines in almost all cases (only slightly worse than MITRE on LA under the in-target setting, and the difference is not statistically significant), which implies that the aspect attention mechanism adopted in our model could benefit target-level generalization while it does not hurt the in-target performance. Moreover, by comparing the performance of our model under different target configurations, we see that the improvements brought by our model are more significant on the cross-target task than they are on the in-target task, with an average improvement of 6.6% (cross-target) vs. 3.0% (in-target) over MITRE in F1-score, which demonstrates a greater advantage of our model in the cross-target task.

Finally, according to the transfer ratio results, the general drop from the in-target to cross-target performance (26% averaged over all cases) could imply that while the target-independent information (i.e., the domain-specific aspects) is shown to benefit generalization, it could be important to also consider the information that is specific to the destination target for model building (which has not yet been explored in this work).

3.5 Visualization of Attention

To show that our model can select sentence parts that are related to domain aspects, we visualize the self-attention results on some tweet examples that are correctly classified by our model in Table 4.

We can see that the most highlighted parts in each example are relevant to the respective domain. For example, “feminist”, “rights”, and “equality” are commonly used when talking about women’s rights, and “president” and “dreams” of-
Abortion has nothing to do with feminism. It’s about the baby’s body, not yours. (A)

All humans, male and female, should have equal political, economic and social rights. Equality. (F)

Trumps presidential dreams about as real as Kim Jong Un’s unicorns. (A)

Maybe a woman should be President. (F)

[N] still will destroy the reef. It is criminal that QLD federal govs are promoting it. (A)

[N], who are trying to change our laws, ‘forgot’ to tell us about their CEO’s environmental disaster! (A)

Table 4: The heatmap of the attention weights assigned by the Aspect Attention Layer to the tweets with stance labels favor (F) and against (A). “[N]” denotes the mining project’s name of interest.

Table 5: Samples of the learned domain aspects.

Table 5: Samples of the learned domain aspects.

Ten appear in text about politics. It is also interesting to note that words which are specific to the destination target may not be captured by the model learned from the source target, such as “abortion” in sentence 1 and “trumps” in sentence 3. This makes sense because those words are rare in the source target corpus and thus not well noticed by the model.

Finally, for our project, we can see from the last two sentences that the model learned from climate change is concern is able to concentrate on words that are central to understanding the authors’ stances on the approval of the mining project, such as “reef”, “destroy”, “environmental”, and “disaster”. Overall, the above visualization demonstrates that our model could benefit stance inference across related targets through capturing domain-specific information.

3.6 Learned Domain-Specific Aspects

Finally, it is also possible to show the learned domain aspects by extracting all sentence parts in a corpus that are highly attended by our model. Table 5 presents a number of samples from the intersections between the sets of highly-attended words on the respective targets in the three domains. Again, we see that these highly-attended words are specific to the respective domains. We also notice that besides the domain-aspect words, our model can find words that carry sentiments as well, such as “great”, “crazy”, and “beautiful”, which contribute to stance prediction.

4 Conclusion and Future Work

In this work, we study cross-target stance classification and propose a novel self-attention neural model that can extract target-independent information for model generalization. Experimental results show that the proposed model can perceive high-level domain-specific information in a sentence and achieves superior results over a number of baselines in certain domains. In the future, there are several ways of extending our model.

First, selecting the effective source targets to generalize from is crucial for achieving satisfying results on the destination targets. One possibility could be to learn certain correlations between target closeness and generalization performance, which could further be used for guiding the target selection process. Second, our current model for identifying users’ stances on mining projects only generalizes from one source target (i.e., Climate Change is Concern). However, a mining project in general could affect other aspects of our society such as community and economics. It could be useful to also consider other related sources for knowledge transfer. Finally, it would be interesting to evaluate our model in a multilingual scenario (Taulé et al., 2017), in order to examine its generalization ability (whether it can attend to useful domain-specific information in a new language) and multilingual scope.
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Abstract

Extractive reading comprehension systems can often locate the correct answer to a question in a context document, but they also tend to make unreliable guesses on questions for which the correct answer is not stated in the context. Existing datasets either focus exclusively on answerable questions, or use automatically generated unanswerable questions that are easy to identify. To address these weaknesses, we present SQUADRUN, a new dataset that combines the existing Stanford Question Answering Dataset (SQuAD) with over 50,000 unanswerable questions written adversarially by crowdworkers to look similar to answerable ones. To do well on SQUADRUN, systems must not only answer questions when possible, but also determine when no answer is supported by the paragraph and abstain from answering. SQUADRUN is a challenging natural language understanding task for existing models: a strong neural system that gets 86% F1 on SQuAD achieves only 66% F1 on SQUADRUN. We release SQUADRUN to the community as the successor to SQuAD.

1 Introduction

Machine reading comprehension has become a central task in natural language understanding, fueled by the creation of many large-scale datasets (Hermann et al., 2015; Hewlett et al., 2016; Rajpurkar et al., 2016; Nguyen et al., 2016; Trischler et al., 2017; Joshi et al., 2017). In turn, these datasets have spurred a diverse array of model architecture improvements (Seo et al., 2016; Hu et al., 2017; Wang et al., 2017; Clark and Gardner, 2017; Huang et al., 2018). Recent work has even produced systems that surpass human-level exact match accuracy on the Stanford Question Answering Dataset (SQuAD), one of the most widely-used reading comprehension benchmarks (Rajpurkar et al., 2016).

Nonetheless, these systems are still far from true language understanding. Recent analysis shows that models can do well at SQuAD by learning context and type-matching heuristics (Weissenborn et al., 2017), and that success on SQuAD does not ensure robustness to distracting sentences (Jia and Liang, 2017). One root cause of these problems is SQuAD’s focus on questions for which a correct answer is guaranteed to exist in the context document. Therefore, models only need to select the span that seems most related to the question, instead of checking that the answer is actually entailed by the text.

In this work, we construct SQUADRUN, a new dataset that combines the existing questions in SQuAD with 53,775 new, unanswerable ques-

---

* The first two authors contributed equally to this paper.
tions about the same paragraphs. Crowdworkers crafted these questions so that (1) they are relevant to the paragraph, and (2) the paragraph contains a plausible answer—something of the same type as what the question asks for. Two such examples are shown in Figure 1.

We confirm that SQUADRUN is both challenging and high-quality. A state-of-the-art model achieves only 66.3% F1 score when trained and tested on SQUADRUN, whereas human accuracy is 89.5% F1, a full 23.2 points higher. The same model architecture trained on SQuAD gets 85.8% F1, only 5.4 points worse than humans. We also show that our unanswerable questions are more challenging than ones created automatically, either via distant supervision (Clark and Gardner, 2017) or a rule-based method (Jia and Liang, 2017). We release SQUADRUN to the public as the successor to SQuAD, and designate it SQuAD 2.0 on the official SQuAD leaderboard. We are optimistic that this new dataset will encourage the development of reading comprehension systems that know what they don’t know.

2 Desiderata

We first outline our goals for SQUADRUN. Besides the generic goals of large size, diversity, and low noise, we posit two desiderata specific to unanswerable questions:

Relevance. The unanswerable questions should appear relevant to the topic of the context paragraph. Otherwise, simple heuristics (e.g., based on word overlap) could distinguish answerable and unanswerable questions (Yih et al., 2013).

Existence of plausible answers. There should be some span in the context whose type matches the type of answer the question asks for. For example, if the question asks, “What company was founded in 1992?”, then some company should be mentioned in the context. Otherwise, type-matching heuristics could distinguish answerable and unanswerable questions (Weissenborn et al., 2017).

3 Existing datasets

Next, we survey existing reading comprehension datasets with these criteria in mind. We use the term “negative example” to refer to a context passage paired with an unanswerable question.

3.1 Extractive datasets

In extractive reading comprehension datasets, a system must extract the correct answer to a question from a context document or paragraph. The Zero-shot Relation Extraction dataset (Levy et al., 2017) contains negative examples generated with distant supervision. Levy et al. (2017) found that 65% of these negative examples do not have a plausible answer, making them easy to identify.

Other distant supervision strategies can also create negative examples. TriviaQA (Joshi et al., 2017) retrieves context documents from the web or Wikipedia for each question. Some documents do not contain the correct answer, yielding negative examples; however, these are excluded from the final dataset. Clark and Gardner (2017) generate negative examples for SQuAD by pairing existing questions with other paragraphs from the same article based on TF-IDF overlap; we refer to these as TfIDF examples. In general, distant supervision does not ensure the existence of a plausible answer in the retrieved context, and might also add noise, as the context might contain a paraphrase of the correct answer. Moreover, when retrieving from a small set of possible contexts, as in Clark and Gardner (2017), we find that the retrieved paragraphs are often not very relevant to the question, making these negative examples easy to identify.

The NewsQA data collection process also yields unanswerable questions, because crowdworkers write questions given only a summary of an article, not the full text (Trischler et al., 2017). Only 9.5% of their questions are unanswerable, making this strategy hard to scale. Of this fraction, we found that some are misannotated as unanswerable, and others are out-of-scope (e.g., summarization questions). Trischler et al. (2017) also exclude negative examples from their final dataset.

Jia and Liang (2017) propose a rule-based procedure for editing SQuAD questions to make them unanswerable. Their questions are not very diverse: they only replace entities and numbers with similar words, and replace nouns and adjectives with WordNet antonyms. We refer to these unanswerable questions as RULEBASED questions.

3.2 Answer sentence selection datasets

Sentence selection datasets test whether a system can rank sentences that answer a question higher
than sentences that do not. Wang et al. (2007) constructed the QASent dataset from questions in the TREC 8-13 QA tracks. Yih et al. (2013) showed that lexical baselines are highly competitive on this dataset. WikiQA (Yang et al., 2015) pairs questions from Bing query logs with sentences from Wikipedia. Like Tfidf examples, these sentences are not guaranteed to have plausible answers or high relevance to the question. The dataset is also limited in scale (3,047 questions, 1,473 answers).

### 3.3 Multiple choice datasets

Finally, some datasets, like MCTest (Richardson et al., 2013) and RACE (Lai et al., 2017), pose multiple choice questions, which can have a “none of the above” option. In practice, multiple choice options are often unavailable, making these datasets less suited for training user-facing systems. Multiple choice questions also tend to be quite different from extractive ones, with more emphasis on fill-in-the-blank, interpretation, and summarization (Lai et al., 2017).

### 4 The SQUADRUn dataset

We now describe our new dataset, which we constructed to satisfy both the relevance and plausible answer desiderata from Section 2.

## 4.1 Dataset creation

We employed crowdworkers on the Daemo crowdsourcing platform (Gaikwad et al., 2015) to write unanswerable questions. Each task consisted of an entire article from the original SQuAD dataset. For each paragraph in the article, workers were asked to pose up to five questions that were impossible to answer based on the paragraph alone, while referencing entities in the paragraph and ensuring that a plausible answer is present. As inspiration, we also showed questions from SQuAD for each paragraph; this further encouraged unanswerable questions to look similar to answerable ones. Workers were asked to spend 7 minutes per paragraph, and were paid $10.50 per hour. Screenshots of our interface are shown in Appendix A.1.

We removed questions from workers who wrote 25 or fewer questions on that article; this filter helped remove noise from workers who had trouble understanding the task, and therefore quit before completing the whole article. We applied this filter to both our new data and the existing answerable questions in SQuAD. To generate train, development, and test splits, we used the same partition of articles as SQuAD, and combined the existing SQuAD data with our new data for each split. For the SQUADRUn development and test sets, we removed articles for which we did not col-
select unanswerable questions. This resulted in a roughly one-to-one ratio of answerable to unanswerable questions in these splits, whereas the train data has roughly twice as many answerable questions as unanswerable ones. Table 2 summarizes overall statistics of SQUADRUN.

4.2 Human accuracy
To confirm that our dataset is clean, we hired additional crowdworkers to answer all questions in the SQUADRUN development and test sets. In each task, we showed workers an entire article from the dataset. For each paragraph, we showed all associated questions; unanswerable and answerable questions were shuffled together. For each question, workers were told to either highlight the answer in the paragraph, or mark it as unanswerable. Workers were told to expect every paragraph to have some answerable and some unanswerable questions. They were asked to spend one minute per question, and were paid $10.50 per hour.

To reduce crowdworker noise, we collected multiple human answers for each question and selected the final answer by majority vote, breaking ties in favor of answering questions and preferring shorter answers to longer ones. On average, we collected 4.8 answers per question. We note that for the original SQuAD, Rajpurkar et al. (2016) evaluated a single human’s performance; therefore, they likely underestimate human accuracy.

4.3 Analysis
We manually inspected 100 randomly chosen negative examples from our development set to understand the challenges these examples present. In Table 1, we define different categories of negative examples, and give examples and their frequency in SQUADRUN. We observe a wide range of phenomena, extending beyond expected phenomena like negation, antonymy, and entity changes. In particular, SQUADRUN is much more diverse than RULEBASED, which creates unanswerable questions by applying entity, number, and antonym swaps to existing SQuAD questions. We also found that 93% of the sampled negative examples are indeed unanswerable.

5 Experiments
5.1 Models
We evaluated three existing model architectures: the BiDAF-No-Answer (BNA) model proposed by Levy et al. (2017), and two versions of the DocumentQA No-Answer (DocQA) model from Clark and Gardner (2017), namely versions with and without ELMo (Peters et al., 2018). These models all learn to predict the probability that a question is unanswerable, in addition to a distribution over answer choices. At test time, models abstain whenever their predicted probability that a question is unanswerable exceeds some threshold. We tune this threshold separately for each model on the development set. When evaluating on the test set, we use the threshold that maximizes F1 score on the development set. We find this strategy does slightly better than simply taking the argmax prediction, possibly due to the different proportions of negative examples at training and test time.

5.2 Main results
First, we trained and tested all three models on SQUADRUN, as shown in Table 3. Following Rajpurkar et al. (2016), we report average exact match and F1 scores. The best model, DocQA + ELMo, achieves only 66.3 F1 on the test set, 23.2 points lower than the human accuracy of 89.5 F1. Note that a baseline that always abstains gets 48.9 test F1; existing models are closer to this baseline than they are to human performance. Therefore, we see significant room for model improvement on this task. We also compare with reported test numbers for analogous model architectures on SQuAD. There is a much larger gap between humans and machines on SQUADRUN compared to SQuAD, which confirms that SQUADRUN is a much harder dataset for existing models.

---

3 For negative examples, abstaining receives a score of 1, and any other response gets 0, for both exact match and F1.
<table>
<thead>
<tr>
<th>System</th>
<th>SQuAD test EM</th>
<th>SQuAD test F1</th>
<th>SQUADRUN dev EM</th>
<th>SQUADRUN dev F1</th>
<th>SQUADRUN test EM</th>
<th>SQUADRUN test F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNA</td>
<td>68.0 77.3</td>
<td>59.8 62.6</td>
<td>59.2 62.1</td>
<td>59.3 62.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DocQA</td>
<td>72.1 81.0</td>
<td>61.9 64.8</td>
<td>63.4 66.3</td>
<td>59.3 62.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DocQA + ELMo</td>
<td>78.6 85.8</td>
<td>65.1 67.6</td>
<td>65.1 67.6</td>
<td>63.4 66.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human</td>
<td>82.3 91.2</td>
<td>86.3 89.0</td>
<td>86.9 89.5</td>
<td>86.9 89.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human–Machine Gap</td>
<td>3.7 5.4</td>
<td>21.2 21.4</td>
<td>23.5 23.2</td>
<td>23.5 23.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Exact Match (EM) and F1 scores on SQUADRUN and SQuAD. The gap between humans and the best tested model is much larger on SQUADRUN, suggesting there is a great deal of room for model improvement.

<table>
<thead>
<tr>
<th>System</th>
<th>SQuAD + TFIDF EM</th>
<th>SQuAD + TFIDF F1</th>
<th>SQuAD + RULEBASED EM</th>
<th>SQuAD + RULEBASED F1</th>
<th>SQUADRUN dev EM</th>
<th>SQUADRUN dev F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNA</td>
<td>72.7 76.6</td>
<td>80.1 84.8</td>
<td>59.8 62.6</td>
<td>59.8 62.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DocQA</td>
<td>75.6 79.2</td>
<td>80.8 84.8</td>
<td>61.9 64.8</td>
<td>61.9 64.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DocQA + ELMo</td>
<td>79.4 83.0</td>
<td>85.7 89.6</td>
<td>65.1 67.6</td>
<td>65.1 67.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Exact Match (EM) and F1 scores on the SQUADRUN development set, compared with SQuAD with two types of automatically generated negative examples. SQUADRUN is more challenging for current models.

### 5.3 Automatically generated negatives

Next, we investigated whether automatic ways of generating negative examples can also yield a challenging dataset. We trained and tested all three model architectures on SQuAD augmented with either TFIDF or RULEBASED examples. To ensure a fair comparison with SQUADRUN, we generated training data by applying TFIDF or RULEBASED only to the 285 articles for which SQUADRUN has unanswerable questions. We tested on the articles and answerable questions in the SQUADRUN development set, adding unanswerable questions in a roughly one-to-one ratio with answerable ones. These results are shown in Table 4. The highest score on SQUADRUN is 15.4 F1 points lower than the highest score on either of the other two datasets, suggesting that automatically generated negative examples are much easier for existing models to detect.

### 5.4 Plausible answers as distractors

Finally, we measured how often systems were fooled into answering the plausible but incorrect answers provided by crowdworkers for our unanswerable questions. For both computer systems and humans, roughly half of all wrong answers on unanswerable questions exactly matched the plausible answers. This suggests that the plausible answers do indeed serve as effective distractors. Full results are shown in Appendix A.2.

### 6 Discussion

SQUADRUN forces models to understand whether a paragraph entails that a certain span is the answer to a question. Similarly, recognizing textual entailment (RTE) requires systems to decide whether a hypothesis is entailed by, contradicted by, or neutral with respect to a premise (Marelli et al., 2014; Bowman et al., 2015). Relation extraction systems must understand when a possible relationship between two entities is not entailed by the text (Zhang et al., 2017).

Jia and Liang (2017) created adversarial examples that fool pre-trained SQuAD models at test time. However, models that train on similar examples are not easily fooled by their method. In contrast, the adversarial examples in SQUADRUN are difficult even for models trained on examples from the same distribution.

In conclusion, we have presented SQUADRUN, a challenging, diverse, and large-scale dataset that forces models to understand when a question cannot be answered given the context. We are optimistic that SQUADRUN will encourage the development of new reading comprehension models that know what they don’t know, and therefore understand language at a deeper level.

**Reproducibility.** All code, data, experiments are available on the Codalab platform at [https://bit.ly/2rDHBgY](https://bit.ly/2rDHBgY).
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Abstract

We propose a novel paradigm of grounding comparative adjectives within the realm of color descriptions. Given a reference RGB color and a comparative term (e.g., ‘lighter’, ‘darker’), our model learns to ground the comparative as a direction in the RGB space such that the colors along the vector, rooted at the reference color, satisfy the comparison. Our model generates grounded representations of comparative adjectives with an average accuracy of 0.65 cosine similarity to the desired direction of change. These vectors approach colors with Delta-E scores of under 7 compared to the target colors, indicating the differences are very small with respect to human perception. Our approach makes use of a newly created dataset for this task derived from existing labeled color data.

1 Introduction

Multimodal approaches to object recognition have achieved a degree of success by grounding adjectives and nouns from descriptive text in image features (Farhadi et al., 2009; Lampert et al., 2009; Russakovsky and Fei-Fei, 2010; Lazaridou et al., 2015). One limitation of this approach, particularly for fine-grained object recognition, is when objects are differentiated not by having unique sets of attributes but by a difference in the strengths of their shared attributes (Wang et al., 2009; Duan et al., 2012; Maji et al., 2013; Vedaldi et al., 2014). In text, this difference is described using comparative adjectives. For example, the sexual dimorphism of the American black duck is described with the phrase “females tend to be slightly paler”.

In a recent study of pragmatic referring expression interpretation in the context of color selection, Monroe et al. (2017) found that speakers almost always used comparative adjectives when the target color was very similar to a distractor, rather than using multiple positive form adjectives to create a highly specific description of the color independent of its surroundings. Though color has been studied in terms of its contextual dependence and vagueness in grounding (Egré et al., 2013; McMahan and Stone, 2015; Monroe et al., 2016, 2017), no approaches have focused explicitly on learning to ground comparative adjective; in this work we focus on comparative color descriptions.

The presence of distractors in the Monroe et al. (2017) study is important - comparatives describe a change in a feature with respect to a reference point. While the description light blue can be understood to represent a particular subset of colors in RGB, for example, neither ‘lighter’ nor ‘lighter blue’ have explicit representations; it is only with a reference that we can image what color either might refer to. If the reference color is a deep navy blue, then we imagine the target to be much closer to navy than, for example, a sky blue.

We propose a new paradigm of learning to ground comparative adjectives within the realm of color descriptions: given a reference RGB color and a comparative term (e.g. ‘lighter’, ‘paler’),

\[ \text{https://www.allaboutbirds.org/guide/American_Black_Duck/id} \]
our deep learning model learns to ground the comparative as a direction in RB space such that the colors along the vector, rooted at the reference color, satisfy the comparison (Section 3). The reference color does more than quantify the specific RGB values to apply the comparative to: it also affects the grounding of the comparative. For example, ‘darker’ might seem like a simple change - simply reduce the values of all color channels equally towards 0. But as Fig 1 shows, ‘darker’ refers to a different direction in RGB space depending on the reference color, and thus we need a reference-dependent approach.

Our approach makes use of a newly created dataset for this task derived from an existing labeled color dataset (McMahan and Stone, 2015) (Section 2). Our results in Section 5 show that our model generates grounded representations of comparative adjectives with an average accuracy of 0.65 cosine similarity to the desired direction of change. These learned vectors approach colors with Delta-E scores of under 7 compared to the target colors, indicating the differences are very small with respect to human perception.

2 Data

We utilize the labeled RGB color data originally collected by Munroe (2010), through an online survey asking participants to provide free-form labels to various RGB samples. This data was then cleaned by McMahan and Stone (2015)\(^3\). The cleaned data contains 821 color labels, averaging 600 RGB datapoints per label. These labels do not contain comparative adjectives, but many start with adjectives in the positive form (e.g., dusty, bright). As Lassiter and Goodman (2017) write, “Vague terms . . . are generally thought in linguistic semantics to rely on a free threshold variable: ‘heavier than θ’,” Coming back to the example of light blue, implicit in the term is the assumption that there is a reference blue, such that light blue is understood as ‘lighter’ than this reference. By representing this referential blue with the blue RGB samples from the data, we can assume the light blue RGB samples are ‘lighter’ than these references, giving us a quantitative θ in which to ground ‘lighter’. Applying this process to the rest of the labels, we convert the original dataset into 415 tuples (reference color label, comparative adjective, and target color label), such as (blue, ‘lighter’, light blue), where each color label is a set of RGB datapoints as in McMahan and Stone (2015). Note that not all labels containing quantifiers could be utilized in this manner; one does not consider cobalt blue to be ‘more cobalt’ than the average blue. The new dataset of 415 tuples contains 79 unique reference color labels and 81 unique comparatives and is made available online.\(^3\)

While it is reasonable to believe that the comparative adjective describes the relationship between the colors in general, individual pairs of colors from the data may not display the appropriate θ. Thus, we make the assumption that the comparison holds true for the average of the target light blue samples, and use the average as our ground truth given the blue reference colors and the comparative adjective ‘lighter’.

3 Method

We have chosen to represent comparative adjectives in RGB space as directions, such that given an input RGB reference color \(r_c\) and a comparative adjective \(w\) our model outputs a vector \(\vec{w}_g\) pointing from \(r_c\) in the direction of change in RGB, which in training is measured against the direction towards a target color \(t_c\). Fig 1 is a good indication for why this representation is appropriate; our output \(\vec{w}_g\) corresponds to the rate of change across the color bar, indicating the direction along with the degree of the compared property increases. All points along this line are representations of \(w\) in respect to \(r_c\).

The network architecture consists of two fully connected layers, shown in Fig 2. The comparative is represented as a bi-gram to account for comparatives which necessitate using ‘more’ (e.g., “more electric”); single-word comparatives are preceded by the zero vector. We used the Google pre-trained word embeddings\(^4\) with d=300 (Mikolov et al., 2013a,b). As these vectors are two orders of magnitude larger than the reference RGB color, we input the reference directly into both layers of the network, helping to mitigate the loss of

\(^3\)https://bitbucket.org/o_winn/comparative_colors
\(^4\)https://code.google.com/archive/p/word2vec/
information this dichotomy in size would otherwise produce (an empirical study of various input configurations determined inputting the color into only one of the layers to be insufficient). The output of the first hidden layer has \(d=30\); each layer reduces the dimension of the output by an order of magnitude.

The loss function of the model has two metrics. The first is the cosine similarity between \(\vec{w}_g\) and the vector from \(r_c\) to \(t_c\). To restrain the length of \(\vec{w}_g\), the second metric is the distance between \(t_c\) and the result of \(\vec{w}_g + r_c\). Training the length of \(\vec{w}_g\) to roughly match the distance between \(r_c\) and \(t_c\) helps it to capture that the difference should be small enough to warrant a comparison rather than separate descriptors, while still representing enough of a difference to be comparable.

### 4 Experimental Setup

Table 1 shows the data split between training and testing both in terms of tuples (\#Tuples column) and in terms of the actual datapoint instances (\#Dtpts column) for our experiments. To properly measure the accuracy of our model, our test set covers five input conditions:

- **Seen Pairings.** The reference color label, the comparative adjective and their pairing have been seen in the training data.

- **Unseen Pairings.** The reference color label and the comparative adjective have been seen in the training data, but not their pairing.

- **Unseen Ref. Color.** The reference color label, and thus all the corresponding RGB color datapoints, have not be seen in training, while the comparative has been seen in the training data.

- **Unseen Comparative.** The comparative adjective has not been seen in training, but the reference color label has been seen.

- **Fully Unseen.** Neither the comparative adjective nor the reference color have been seen in the training.

For the conditions where the reference color label has been seen in training, the actual RGB reference color datapoints associated with the labels were different from the ones used in training: 15% of the datapoints from each training reference color label were set aside for testing, providing RGB values close but not equivalent to those seen in training. 10% of the reference color labels were set aside for testing, as were 10% of the comparative words; this amounted to 8 reference colors and 8 comparatives. The number of tuples and actual datapoints instances for each test condition is given in Table 1.

The network was trained at a 0.001 learning rate for 800 epochs, with the output of the first layer of dimension \(d=30\).
Figure 3: Examples of learned comparatives for each test condition

5 Results

Figure 3 shows examples of learned groundings of comparatives for each of the five test conditions (Test Type column). It shows the reference RGB color datapoint $r'_c$, (always unseen), the comparative word $w$, the learned grounding vector $\vec{w}_g$, the target color $t_c$, and two scores: cosine similarity and Delta-E. The upper sample for each test type is an example of a highly accurate result, while the lower sample exemplifies failure.

Delta-E is a metric for understanding how the human eye perceives color differences (Table 2). This is a useful metric as distances in RGB space are not perceived linearly. Figure 4 shows two example pairs of colors which are spaced equally in terms of distance in RGB, but in terms of the Delta-E metric the green colors are closer together.

As seen in Figure 3, grounding comparatives in directional vectors over RGB allows them to capture a full range of modification of the reference color. Even for some of the error cases the resulting outputs tend to capture directions which are reasonable illustrations of the color the comparative described. Though the ‘darker’ grounding example from unseen pairings is incorrectly de-saturating the reference color, it is also in fact making the color darker. Most impressive is the ‘paler’ example at the bottom, which is able to capture the direction of the comparative almost perfectly. Regarding failures, we see that they tend to be of comparatives words that relate to a different color, such as ‘more greenish’ and ‘bluer’, rather than comparatives such as ‘lighter’.

Table 2 provides quantitative results in terms of average cosine similarity and average Delta-E. Overall, the average cosine similarity is 0.65, with an average Delta-E of 6.8. Separating the performance by test condition, we see that the conditions where the reference and comparatives were both seen perform the best (independent of whether the pairing was seen in training); again ‘seen reference’ refers only to the label being seen and not the reference color datapoint itself. The fully unseen case performs the worst by far with respect to cosine similarity, though it is not as deviant in Delta-E. It is again apparent that the performance of the model drops when given comparatives which refer to another color.

Figure 5 shows the comparative ‘electric’ applied to colors outside of our dataset. With no known $t_c$, we cannot quantitatively measure the accuracy, but we can qualitatively assess the re-

<table>
<thead>
<tr>
<th>Test Type</th>
<th>$r'_c$</th>
<th>$w$</th>
<th>$\vec{w}_g$</th>
<th>$t_c$</th>
<th>COS SIM</th>
<th>Delta-E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seen Pairings</td>
<td>darker</td>
<td>more greenish</td>
<td>darker</td>
<td></td>
<td>0.97</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>lighter</td>
<td></td>
<td></td>
<td></td>
<td>-0.76</td>
<td>20.0</td>
</tr>
<tr>
<td>Unseen Pairings</td>
<td>lighter</td>
<td></td>
<td></td>
<td></td>
<td>0.94</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td>darker</td>
<td></td>
<td></td>
<td></td>
<td>0.77</td>
<td>12.3</td>
</tr>
<tr>
<td>Unseen Ref. Color</td>
<td>lighter</td>
<td></td>
<td></td>
<td></td>
<td>0.93</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>blue</td>
<td></td>
<td></td>
<td></td>
<td>-0.93</td>
<td>17.4</td>
</tr>
<tr>
<td>Unseen Comparative</td>
<td>more neon</td>
<td></td>
<td></td>
<td></td>
<td>0.96</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>more neon</td>
<td></td>
<td></td>
<td></td>
<td>-0.14</td>
<td>26.1</td>
</tr>
<tr>
<td>Fully Unseen</td>
<td>paler</td>
<td></td>
<td></td>
<td></td>
<td>0.99</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>rustier</td>
<td></td>
<td></td>
<td></td>
<td>-0.73</td>
<td>18.0</td>
</tr>
</tbody>
</table>

Table 2: Delta-E Ranges

<table>
<thead>
<tr>
<th>Delta-E</th>
<th>Perception</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 1.0</td>
<td>Imperceptible</td>
</tr>
<tr>
<td>1 - 2</td>
<td>Requires close observation</td>
</tr>
<tr>
<td>2 - 10</td>
<td>Perceivable</td>
</tr>
<tr>
<td>11 - 49</td>
<td>More similar than opposite</td>
</tr>
<tr>
<td>100</td>
<td>Exact opposites</td>
</tr>
</tbody>
</table>
Table 3: Results

<table>
<thead>
<tr>
<th>Test Condition</th>
<th>Avg Cos</th>
<th>Avg Delta-E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seen Pairings</td>
<td>0.68</td>
<td>6.1</td>
</tr>
<tr>
<td>Unseen Pairings</td>
<td>0.68</td>
<td>7.9</td>
</tr>
<tr>
<td>Unseen Ref. Color</td>
<td>0.40</td>
<td>11.4</td>
</tr>
<tr>
<td>Unseen Comparative</td>
<td>0.41</td>
<td>10.5</td>
</tr>
<tr>
<td>Fully Unseen</td>
<td>-0.21</td>
<td>15.9</td>
</tr>
<tr>
<td>Overall</td>
<td>0.65</td>
<td>6.8</td>
</tr>
</tbody>
</table>

We also examined whether the model could generate plausible comparative terms given a $r_c$ and $t_c$. All of the comparatives in the model’s vocabulary were applied to $r_c$, and the corresponding $\vec{w}_g$ were sorted by cosine similarity to given reference-target direction. When given a green reference and a dark green target (both sampled from the test data), the model outputs ‘truer’, ‘deeper’, and ‘darker’ as the closest comparatives.

In Figure 6, given a reference sampled from ‘purple’ and a target sampled from ‘soft purple’, the model outputs the 5 most plausible comparatives - ‘softer’ was the 9th closest. They are presented in descending order by distance between the target color and its projection on the modifying vector. We see that the comparatives the model returns are semantically very similar, as are their corresponding $\vec{w}_g$ vectors.

6 Related Work

Though color has been studied in terms of its contextual dependence and vagueness in grounding results as plausible.

7 Conclusion

We propose a new paradigm of grounding comparative adjectives describing colors as directions in RGB space such that the colors along the vector, rooted at the reference color, satisfy the comparison. We introduce a new methodology for transforming labeled color data into comparative color data, and propose a simple but effective learning model that is able to accurately modify unseen colors and comparatives. With respect to the desired output, the representations have an average accuracy of 0.65 cosine similarity, and average Delta-E scores of under 7. Our model can also provide plausible descriptions of the difference between a given reference and target pair, as well as the grounded representations of the comparatives generated, providing an explanation for the model decision. This model is the first step towards fine-grained object recognition through comparative descriptions, providing a way to utilize relational descriptive text. This approach could be extended to other properties such as size, texture, or curvature. It could also be used to aid in zero-shot learning from text sources, generating human-understandable explanations for categorization of similar objects, or providing descriptions of new, unknown objects with respect to known ones.
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