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The Complexity of Scrambling in Japanese:
A TAG Approach

Alexander Diez
Heinrich-Heine University Düsseldorf, Germany
Alexander.Diez@hhu.de

Abstract

In this article, I present Japanese local and long-distance scrambling and restrictions to this phenomenon. I will argue that Japanese scrambling is too complex to be adequately represented with TAG. Instead, I will use a variant of TAG, namely TL-MCTAG. Subsequently, I also will propose to regard other scrambling languages, such as German, or Russian, in complexity classes, which is basically driven by the derivational power of each TAG formalism. This classification, though remains peripheric.

1 Introduction

This paper focuses on scrambling in Japanese, a language well known for its relative free word order. As a strict SOV language, Japanese verbs are linearized at the right end of a VP, while the other constituents may precede in any order without changing the denotation of the VP. This sort of flexibility is known as scrambling (Bailyn, 2002, 83). There are roughly two types of scrambling, namely LOCAL SCRAMBLING (LS) and LONG DISTANCE SCRAMBLING (LDS). LS permits free word order inside the domain of a governing verb. Besides of the canonical order (1a), any permutation of the constituents is possible. (1b-c) shows some of the possible permutations.

(1) a. Hanako-ga hon-o
Hanako-NOM book-ACC
otōto-ni ageta
little.brother-to give.PST
‘Hanako gave the book to the little brother.’

b. Otōto-ni Hanako-ga hon-o ageta.

c. Hon-o otōto-ni Hanako-ga ageta.

In contrast, LDS is highly restricted. LDS extends constituent boundary beyond the domain of a governing verb, as shown in (2b) in contrast to the canonical order in (2a).

(2) a. Kaito-ga [kinō Tarō-ga
Kaito-NOM yesterday Taro-NOM
Ginza-de sushi-to-sashimi-o
Ginza-in sushi-and-sashimi-ACC
tabeta] to Hanako-ni itta.
eat.PST COMP Hanako-to say.PST
‘Kaito said, that yesterday Tarō ate sushi and sashimi in Ginza.’

b. Sushi-to-sashimi-o tā Kaito-ga [kinō
Tarō-ga Ginza-de tā tabeta] to Hanako-ni itta.

Tree Adjoining Grammar (TAG) (Joshi and Schabes, 1997) is a formalism based on tree-rewriting, where the so-called elementary trees can be combined by two compositional operations, substitution for initial trees and adjunction for auxiliary trees, and generate larger trees, as shown in Fig. 1. Both initial trees of Peter and the fridge rewrite the non-terminal leaves (substitution) of the repaired-tree. The auxiliary easily-tree rewrites the inner VP node (adjunction) of the repaired-tree. Auxiliary trees have a distinguished non-terminal leaf, the footnode, marked by an asterisk (*). After adjunction, the sub-tree of the rewritten target node appears below the footnode. The result of substitution and adjunction is a unique, derived tree. If every elementary tree includes at least one lexical anchor, the grammar is called lexicalized, hence a LEXICALIZED TAG (LTAG). It is, furthermore, possible to enrich the nodes of an elementary tree with feature structures, which is then called FEATURE STRUCTURE BASED TAG (FTAG) (Vijay-Shanker and Joshi, 1988). Such a unification-based system is as powerful as TAG, but enhances the ‘descriptive’ capacity. Still, the generative power of
LTAG is not enough for Japanese LDS. This task, as will be shown in Section 3.3, can be solved with TREE-LOCAL MULTI-COMPONENT TAG (TL-MCTAG) (Weir, 1988). TL-MCTAG consists of sets of elementary trees, which must adjoin or substitute into one and the same elementary tree, and is equal to LTAG in terms of generative power. In section 3.3 I will show that TL-MCTAG, in contrast to LTAG, has the desired power to adequately analyse Japanese scrambling.

One challenge lies in the complexity of Japanese scrambling, which can be shown with TAG. In this context, scrambling complexity refers to the generative power of the used TAG framework. In connection to this, the interesting question arises how similar well-known scrambling languages such as German, Japanese, or Russian are and if they can be assigned to different complexity classes. I will argue that Japanese can be captured satisfactorily by TL-MCTAG, in contrast to German or presumably Russian. Becker et al. (1992) show that German LDS cannot be captured by TL-MCTAG and suggests a more powerful variant of TAG. Japanese allows LDS, as well, but it turns out to be more restricted. Russian, on the contrary, seems even less restrictive on scrambling compared to German (Sekerina, 2003).

In this work, I intend to provide LTAG analyses for scrambling in Japanese. As a result I will show, that LTAG is not powerful enough, whereas TL-MCTAG provides the desirable derivational power. Derivational power takes into account as to how derived structures are formed, instead of just regarding the derived structures themselves.

2 Word Order in Japanese

Tsujimura (2000) proposes six rules that restrict Japanese free word order. Firstly, as a strict head-final language, the verb cannot be scrambled and every constituent precedes the verb. (2a) shows the canonical order, while (3) opposes the first restriction.


Secondly, the noun phrase and its corresponding particle are always considered a constituent and cannot be reordered separately (4). Also, particles always follow and assign the noun phrases, which is why constituents are represented as P(article) P(hrase)-leaves instead of NP-leaves. The examples (4)–(6) correspond to the glossing of (2a).


Thirdly, the connective word to joins two or more NP to one constituent, so that it becomes ungrammatical to scramble only one of those conjoined NPs as in (5).


Fourthly, scrambling out of the embedded clause, or rather out of the domain of the governing verb, also has its limits. Subjects and modifier are bound to their head and cannot be scrambled out of the verbal phrase. Otherwise, it leads to ill-formed sentences such as (6). Scrambling constituents other than the subject or a modifier, however, is possible and leads to LDS, see again (2b).


Fifthly, and this is connected to the head-final structure, only leftward movement is allowed, and
thus, extraposition is ruled out. Finally, particle order may forbid scrambling, as well. For instance, a ga-ni particle order is free for scrambling, while a ga-ga order forbids LS of both constituents. The particle ga usually is a subject marker.

For LDS, two more conditions are required: complementizing and a governing verb of perception. In a variety of articles (Saito, 2012; Suzuki, 1994, among others) examining Japanese free word order, it is stated that the to-complementizer is prominent to permit scrambling out of sentence boundaries. The to-complementizer marks direct and indirect speech, and thus will be denoted as a QUOTATION PARTICLE (PQ) POS-TAG. In fact, there exist more complementizers which permit LDS, i.e., the FORMAL NOUNS (NF) koto, and no, or yō and ka. Together with these complementizers, verbs like iu (‘say’), omou (‘think’), shiru (‘know’), or kangaeru (‘reason’) allow for LDS.

Furthermore, complementizing can be divided into two groups of precedence patterns. In both structures the complementizing (COMP) part is preceded directly by the verb of the embedded clause (V2). Then, the governing verb (V1) succeeds the complementizer, but also allows constituents, a dative case for instance, in between. Yet, to or ka complementizer do not demand any particles (P), as suggested in (7). A NF, however, requires an immediately succeeding particle, since it nominalizes the relative clause. This precedence structure is shown in (8). Strict precedence is marked by >, whereas ≫ is non-strict precedence.

(7) V2 > COMP ≫ V1
(8) V2 > NF > P ≫ V1

(7) and (8) are crucial for the TAG analysis proposed in Section 3.2, insofar that V1, V2, COMP, NF, and P will appear as leaves in the elementary trees.

3 TAG Modelling

3.1 Underlying Linguistic Principles

TAG is a mathematical formalism in the first place. It lacks the linguistic interpretation, e.g., principled constraints on the shape of elementary trees of the nodes and syntactic structure. In this article, I use the valency principle according to Frank (2002) and Lichte (to appear, Section 5.3) as linguistic interpretation. In short, the lexical anchor represents the valency head or carrier and the non-terminal leaf nodes the valency roles. Modification, on the other hand, is factored away into a separate elementary tree (such as easily in Fig. 1). Still, as Frank (2002, 22) points out as the Fundamental TAG Hypothesis, every syntactic dependency, such as valency relation, is expressed locally within an elementary tree. The valency head co-occures with its arguments, which are non-terminal leaves (such as both NP-nodes of repaired in Fig. 1). Functional trees do not realize any valency and thus, the valency principle does not apply (Lichte, to appear, Section 5.3).

3.2 Scrambling with LTAG

Each instance of LS can be easily linearized in one elementary tree, as can be seen from the elementary trees in Fig. 2. The valency carrier (head) ageta (‘gave’) has three valency roles realized in one elementary tree. For each linearization the PP leaf nodes take constituents with the fitting particles. The constituents, which substitute into the PP leaf nodes, can be realized at only that position.

Realizing LDS with LTAG needs a more elaborate approach, since scrambling outside the domain of a head needs a particular sentence structure. This condition is realized with the PQ and NF elementary trees in Fig. 3, and in accordance to the precedence relations proposed in (7) and (8). The first requirement to these auxiliary trees is to permit embedding of further sentences. Verbs like omou (‘think’) would need a NF node, which enables embedding, while verbs like iu (‘say’) need a quotation particle to. Furthermore, a NF itself needs a succeeding particle, while PQ does not, resulting in slightly different auxiliary trees, as shown in Fig. 3. The initial tree and auxiliary tree of itta (‘said’) are used for the derivation in Fig. 4.

Note that the number of PP-leaves may differ as they represent valency roles. The VP-footnode adjoins to the initial tree, which is supposed to be the embedded tree after derivation. In addition, and on the basis of FTAG, VP nodes of the elementary trees carry feature structures with a Boolean SUBJ + attribute, in contrast to the VP-foot node, which is enriched with SUBJ −. The PP that hosts a subject passes this information on to the VP-child of his VP-sister. This mechanism makes sure that no auxiliary tree with a

---

1This term was introduced in the Japanese treebank of the VERBMOBIL project (Kawata and Bartels, 2000, 28). The semantic content of formal nouns is empty and they are used to form nominal structures together with other expressions.
Figure 2: Elementary trees for the local scrambling of arguments of *ageta* (‘give’). They are needed to derive the sentences in (1).
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Figure 3: Elementary trees: initial tree, PQ- and NF-auxiliary trees.
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Figure 4: TAG derivation of (9), where *hon o* (‘book’, accusative) undergoes LDS.
SUBJ —marked footnode can adjoin to a (partial) tree, which is dominated by a leaf with a SUBJ +-
marking, and thus, restrict long-distance scram-
bling. An LTAG derivation of sentence (9), where hon o (‘book’, accusative) is the long distance scram-
bled constituent, is shown in Fig. 4. The sentence is glossed with the corresponding string schema (Becker et al., 1991), where N1 and N2 are valency roles of V1 and V2, respectively.

(9) Hon-o Tarō-ga imōto-ni Hanako-ga katta
N2 N1 N1 N2 V2 to itta,
V1
‘Taro told to the little sister that it is the
book, which Hanako bought.’

However, LTAG is not sufficient to fully cover LDS in Japanese. The auxiliary tree of Fig. 4, which has the string schema N1 N1 V1, where N corresponds to the valency role of the head V, adjoins to the initial tree (N2 N2 V2), resulting in the string schema N2 N1 N1 N2 V2 V1.5 The derivational power (Becker et al., 1991) of LTAG meets its limits with the sentence structure N1 N2 N1 N2 V2 V1. From the derivational point of view, there is no possibility to generate such a structure with tree templates as in Fig. 3. Prospective new trees for deriving the string schema N1 N2 N2 V2 V2 V1 for ill-nested dependency structures or gap degree > 1. TL-MCTAG, as proposed in Fig. 6, permits to integrate the auxiliary trees of Fig. 3 as MC-sets. Doing so, string schemas such as N1 N2 N1 N2 V2 V1 can be generated without contradicting the valency principles other than the TAG analysis in Fig. 5. Fig. 7 proposes the derivation of the string schema in Fig. 5 with TL-MCTAG.

3.3 TL-MCTAG: Gaining more Derivational Power

Chen-Main and Joshi (2014) propose TREE-
LOCAL MULTI-COMPONENT TAG (TL-
MCTAG), which is equal to TAG in generative power, but more powerful in derivational terms,

---

5Note that the sentence structure N2 N1 N2 V2 N1 V1 also lies within the derivational power of LTAG.
6The meaning of this sentence is slightly different: ‘Taro told the little sister, that it is a book which Hanako bought’
grammatical sentences. The word order in (10a), with the scrambled *Hisarya-e, is a grammatical sentence in Japanese, while the additional scrambling of hon-o in (10b) results in an ungrammatical sentence.4

(10)  
a. Hisarya-e Tarō-ga Ichirō-ni Hissar-to Tarō-NOM Ichirō-DAT Hanako-ga hon-o okutta Hanako-NOM book-ACC send.PST to itta COMP say.PST ‘Taro told Ichiro, that it is Hissar, where Hanako send the book.’
b. * Hisarya-e Tarō-ga hon-o Ichirō-ni N2 N1 N2 N1 Hanako-ga okutta to itta N2 V2 V1

4 Complexity Comparison

With TAG it is possible to compare language complexity, considering scrambling complexity, in particular. As discussed in this paper, a fully sufficient TAG variant for Japanese, in the terms of generative and derivational power, is TL-MCTAG. Becker et al. (1992) show, however, that TL-MCTAG does not suffice for German, since scrambling (LS and LDS) is unbound to distance and number of dependencies. Russian, on the other hand, can only be vaguely categorized, due to a lack of literature that discuss Russian LDS exhaustively. Glushan (2006) shows that Russian LDS has similarities with Japanese LDS, but is less restricted. For instance, in Russian it is permitted in some cases to dislocate subjects and modifier out of embedded clauses. Yet, Glushan (2006) points out that scrambling is also more restricted than assumed in the literature, since she could list a number of cases, where LDS is either unrestricted or clearly restricted. Additionally, she argues that Russian scrambling can be successive cyclic. It is unclear, though, whether ‘doubly unbounded’ constructions are possible, similar to German. Thus, Japanese scrambling is less complex than German, since TL-MCTAG is sufficient for Japanese but not for German anymore. Russian appears to be more complex than Japanese, but it remains unclear if the complexity is lower, equal, or even higher than German.

5 Conclusion

In this paper I have shown that scrambling in Japanese, even though being very flexible within local domains, underlies considerable constraints when it becomes non-local. Eventually, these constraints require some derivational power (in terms of string schemata) that is already available in TL-MCTAG. This result is in sharp contrast to TAG-approaches to scrambling in other languages, notably German (Becker et al., 1992), where much more powerful extensions of TAG are necessary. Another language of this sort seems to be Russian (Sekerina, 2003). It therefore seems that scrambling cross-linguistically falls into different complexity classes, which can be neatly characterized within the TAG-framework.
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Abstract
This paper is concerned with theoretical considerations of commercial content analysis software, namely Linguistic Inquiry and Word Count (LIWC), developed by social psychologists at the University of Texas. LIWC is widely cited and forms the basis of many research papers from a range of disciplines. Here, LIWC is taken as an example of a context-independent, word-counting approach to text analysis, and the strengths and potential pitfalls of such a methodology are discussed. It is shown that text analysis software is constrained not only by its functions, but also by its underlying theoretical assumptions. The paper offers recommendations for good practice in software commercialisation and application, stressing the importance of transparency and acknowledgement of biases.

1 Introduction
Due to the ever-increasing availability of digital texts, automated text analysis methods are gaining popularity, and not only among linguists. Commercial text analysis programs can offer fast, inexpensive content analysis and are generally quite easy to use. To a social scientist faced with large amounts of discourse to analyse, such a product is almost irresistible. However, there are several caveats of which end-users should be made aware, and to which software developers could give more explicit attention.

There are a number of user-friendly and easily obtainable text analysis programs currently on the market. One which has been described as the “most widely used program for analysing text in clinical psychology” (Alpers et al., 2005: 363), and which continues to grow in popularity across a number of fields, is Linguistic Inquiry and Word Count (LIWC, pronounced ‘Luke’). This paper takes LIWC as an example of commercially available, easy-to-use text analysis software. It aims to illustrate the ways in which text analysis software is tightly bound to its theoretical basis, and the practical implications this can have on usage and performance. We find this a timely discussion due to the diverse range of researchers now turning to linguistic analysis software without necessarily understanding its construction.

The paper is organised as follows. Section 2 outlines the LIWC system and its development, followed by some of its perceived theoretical assumptions in Section 3. Section 4 describes some previous experiments using LIWC in Franklin (2015). Section 5 revisits LIWC’s theoretical assumptions, and offers suggestions for good practice in software commercialisation and application. Section 6 concludes the paper.

2 LIWC
First developed by social psychologists at the University of Texas in the 1990s, and now in its second version, LIWC2007 is described as “a transparent text analysis program that counts words in psychologically meaningful categories” (Tausczik and Pennebaker, 2010: 24). It was originally employed in social psychology for investigating the connections between word use and mental health recovery (Pennebaker, 1997), later followed by relationship satisfaction (Agnew et al., 1998), university grades (Pennebaker and King, 1999), and testosterone levels (Pennebaker et al., 2004), amongst others. It has also been used to track collective responses to upheaval, such as the 9/11 attacks (Cohn et al., 2004).

The creators of LIWC have since used the program to analyse the essays, speeches, blog posts and Tweets of thousands of individuals across a variety of projects (Pennebaker, 2011). This has led to many others carrying out LIWC-based research in a range of applications: personality profiling (Mairesse and Walker, 2006), deception detection (Pérez-Rosas et al., 2014), sentiment analysis (Paltoglou et al., 2010), content analysis (Tumasjan et al., 2010) and review spam detection (Ott et al., 2013), to name a few.
2.1 Functions, Development and Validation

LIWC performs a simple word-count analysis by reading text files and matching each word against its inbuilt categories, or dictionaries. These categories – of which there are 68 – each constitute a ‘dimension’ of words, e.g. positive emotion words, prepositions, motion words, and so on.²

Some dimensions attempt to describe themes, or content (e.g. ‘work’), while others count grammatical features (e.g. ‘verbs’). For each text file, LIWC generates a score for each dimension, which reflects the percentage of the total words which match that category. So, a score of 3.9 for ‘past’ would indicate that 3.9% of that text consists of words which can be found in the LIWC ‘past’ dictionary. This allows the user to easily track changes in LIWC scores over time. A word can belong to more than one category; ‘died’, for example, appears in ‘past’, ‘verbs’ and ‘death’.

The dictionaries are “the heart of the LIWC program” (Tausczik and Pennebaker, 2010: 27), and were finalised over the course of several years. The dictionaries were populated with the help of existing resources (e.g. Roget’s Thesaurus) and “brain-storming sessions among 3-6 judges” (Pennebaker et al., 2007: 7). The word lists were then rated by three judges, who voted on whether each word should be used in that category, and whether new words should be added; two out of the three judges needed to be in agreement for a decision to be passed. The refined dictionaries were then rated once more by three different judges, with the same criteria for selection and deletion. Inter-judge agreement “ranged from 93% agreement for Insight to 100% agreement for Ingestion, Death, Religion, Friends, Relatives, and Humans” (Pennebaker et al., 2007: 7). LIWC was appraised again in 1997 and 2007 (Pennebaker et al., 2007).

External validation of the dictionaries was carried out in Pennebaker and Francis (1996) for a select number of categories, by asking four judges to rate student essays against LIWC-compatible dimensions. The judges’ ratings were reasonably correlated with the corresponding LIWC categories, although different correlation scores are reported in Pennebaker et al. (2007), presumably due to the revision of the LIWC dictionaries. The (Pearson) correlation coefficient for these few categories vary from 0.07 for Sadness to 0.87 for Family. The authors conclude that these results give “support for LIWC’s external validity” (Pennebaker et al. 2007: 9).

LIWC has been generally well received, and its lexicon has been described as “the standard for social psychological analysis of lexical features” (Jurafsky et al. 2009). Some scholars explicitly note the effectiveness of LIWC’s simplistic approach (Mehl, 2006), while others find that LIWC performs well, but only in certain categories and for certain domains (Loughran and McDonald, 2011; Pérez-Rosas et al., 2014; Grimmer and Stewart, 2013). In some studies, only the dictionaries from LIWC are adopted (Skowron and Pal-toglu 2011, Bae and Lee, 2012), and in others the authors create their own dictionaries to be used with the LIWC processor (Loughran and McDonald, 2011; Osherenko and André, 2007). To a social scientist looking at language, LIWC might seem an obvious choice of analysis tool.

3 Theoretical Assumptions

Text analysis programs are inherently philosophical. That is to say, all software is underpinned by theories and assumptions, and in the case of text analysis software, these are theories of language and assumptions on what constitutes meaning. This may seem obvious, but the implication is that the end user of a program also, perhaps unknowingly, applies these theories to their research, unless they are able to fully understand the way the program works and account for these effects later. Therefore, it is crucial that we identify and critically assess the theoretical underpinnings of a text analysis program before using it.

Below are some of LIWC’s main features and its perceived theoretical assumptions (numbered in brackets).

- **LIWC counts words.** Based on the context in which LIWC was created, the underlying assumption (A1) is that the frequency of a word can tell us something about a person or about the content or tone of a text. A secondary assumption (A2) is that a computer program is ideal for carrying out this task.

- **It only considers single words.** In doing so, LIWC assumes that words have meaning in isolation (A3). There is also an implicit assumption (A4) that inaccuracies due to negation, word order, particles (e.g. in phrasal verbs), ambiguity of word senses, type of discourse and other context-dependent factors are negligible or unimportant.

² The full list of LIWC categories is available at http://www.liwc.net/descriptiontable1.php
• It matches words against dictionaries. The assumption here (A5) is that by creating dictionaries \textit{a priori}, and by finding and counting only the words which match them, the interesting or relevant parts of a text will be identified. A secondary assumption (A6) is that a score corresponding to a dictionary label will also correspond to the intended semantic value of that dictionary. Thirdly, it is assumed that dictionary values are more useful than word frequencies (A7).

Of course, there are many text analysis approaches which share several of these assumptions, and LIWC is not an unusual case, although it is particularly insensitive to context.

Section 4 describes some experiments carried out by Franklin (2015) (based loosely on Cohn et al.’s (2004) LIWC analysis of American blogs written before and after the 9/11 attacks). Results from the study, which examined the transition experienced by new university students and the different outcomes of LIWC and keywords analyses, are selected so as to address the assumptions listed above (A1-7) as succinctly as possible.

4 Word-Count Software in Practice

Franklin (2015) sought to better understand the changes undergone by first-year university students following the move to university, with particular focus on student identity and preoccupation. The study was also an investigation into the efficacy of a word-count approach compared with more manual corpus analysis methods. Taking as data the blog posts of thirty new students in the two months preceding and following the move to university, language changes over this period were examined. A LIWC analysis was carried out, using all of the standard LIWC2007 dictionaries, followed by a log-likelihood keywords analysis. In both cases, Corpus B (blogs written after the move) was compared against Corpus A (blogs written before the move). Results were examined manually using concordancer AntConc (Anthony, 2011). Corpus details are given below.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Tokens (types)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Blogs written before moving</td>
<td>232,242 (14,248)</td>
<td>389,721</td>
</tr>
<tr>
<td>B: Blogs written after moving</td>
<td>157,479 (10,536)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Corpus details

LIWC scores (for all 68 dimensions) were generated for each student’s ‘before’ and ‘after’ blog posts. ‘Change scores’ were then calculated for each student, in each LIWC dimension, by dividing the LIWC scores for all of their entries written after the move to university by the LIWC scores for their entries written beforehand, then subtracting 1. This produced a negative score (a drop in LIWC score), a neutral score (no change), or a positive score (an increase in LIWC score). Overall LIWC change scores were then calculated for each category by subtracting the number of people for whom the change was negative from the number of people for whom it was positive. This was carried out three times, with different thresholds\(^3\), and then the scores averaged. This final score was used to rank the LIWC dimensions and determine the categories, or dimensions, whose scores changed the most overall.

A keywords analysis was then carried out on Corpus B, using Corpus A as the reference corpus. Finally, the results for the LIWC analysis and keywords analysis were compared.

4.1 Findings

Table 2, below, gives the fourteen LIWC categories with the greatest overall change across all students, be it positive (+) or negative (-). However, the problem with results such as these is that they do not illustrate actual changes in word use. For function-word categories such as ‘we’, whose dictionaries contain a small number of unambiguous words, the LIWC score can paint a reasonably clear picture of general language changes. For larger, vaguer categories such as ‘leisure’, ‘health’ and ‘religion’, however, the scores alone cannot realistically convey what is happening in the data.

<table>
<thead>
<tr>
<th>Categories with the greatest change scores</th>
<th>future</th>
<th>filler</th>
</tr>
</thead>
<tbody>
<tr>
<td>we</td>
<td>+15.67</td>
<td>humans</td>
</tr>
<tr>
<td>see</td>
<td>-15.33</td>
<td>health</td>
</tr>
<tr>
<td>leisure</td>
<td>-14.33</td>
<td>excl</td>
</tr>
<tr>
<td>assent</td>
<td>+13.67</td>
<td>cogmech</td>
</tr>
<tr>
<td>number</td>
<td>+12.67</td>
<td>relig</td>
</tr>
<tr>
<td>motion</td>
<td>-11.33</td>
<td>preps</td>
</tr>
</tbody>
</table>

Table 2: Categories with greatest change scores

\(^3\) First, taking 0 as the threshold, i.e. anything above 0 was considered a positive change and anything below 0 a negative change; then with a threshold of 0.5; then with a threshold of 1. This was done to account for both the strength and the breadth of the LIWC changes.
The AntConc concordancer was used to examine the LIWC words in context, which helped to explain the results. The drops in 'future' and 'motion' scores, for example, were corroborated by the concordance lines; before university, the students were anticipating the move and used words such as 'gonna', 'will', and 'leave', which decreased once the move date had passed. Increases in 'number' and 'humans' scores were also predictable; the students are now first-year students, meeting people and joining societies. LIWC was also correct to identify a greater 'health' preoccupation; the new students were reportedly tired, hung-over and suffering from 'freshers' flu'.

The 'see' category score, however, was highly skewed by mentions of the word 'looking', as used in 'looking forward' [to university], which dropped following the move. This was therefore a somewhat misleading score change, since the students did not appear to be 'seeing' less – at least, not in the literal sense. However, a concordance analysis revealed some interesting changes in how they saw things; the construction \textit{LOOK + adj} tended to feature quite general, positive adjectives before the move (e.g. 'good', 'nice'), with slightly more specific, critical adjectives being used after the move (e.g. 'weird', 'edgy').

The drop in the 'leisure' score suggested that the students were now engaging in fewer leisure activities, which may have been true, given their busy university schedules. However, this drop in score was also masking some increases in leisure words. The word 'reading', for example, was found to be used more frequently after the move. Going on word frequency alone, this might lead the researcher to assume that academic reading had become a greater preoccupation. However, on examining the context, a main cause was found to be the students' mentions of 'reading' with relation to their own blogs, which increased by almost half. A concordance analysis found that the students became increasingly concerned with the impressions they gave to readers, something which could not be identified using LIWC alone.

Increases in 'assent' and 'filler' were interesting, as these categories were meant for transcripts of spoken language. The results were characterised by word sense errors, namely the adjective 'cool' in the 'assent' category, and the verb 'like' in 'filler', but investigations into these categories using the concordancer still yielded useful findings: students were using words such as "yeah" and "so yeah" to relate to the reader, and "feel like" and "it's like" to describe their new university experiences. From this, and other findings, it was discovered that the bloggers displayed a greater preoccupation with their readership after the move to university. In this case, LIWC played a pivotal role in prompting this line of inquiry.

The most effective LIWC category was 'we', which made it possible to reliably track all mentions of first-person plural pronouns (though the referents of the pronouns had to be manually identified). Despite not being able to tell us to whom these pronouns referred, this small, closed-class category proved useful in measuring a sense of inclusiveness and collective identity. The fact that this dictionary is unlikely to be affected by noise and ambiguity made it possible to plot each student's individual 'we' scores on line graphs, demonstrating the rises and falls in these 'we' words on a post-by-post basis, over time.

The increase in the 'religion' score was of particular interest in the context of this study, as the literature suggests that students who move away for university tend to become less religious (Bryant et al., 2003). On closer examination it was found that the increase was mostly due to noisy matches such as 'seminar' (due to the inclusion of \textit{seminar*}, intended to match 'seminary' and 'seminaries'). Further erroneous matches were 'demonstration' (from \textit{demon*}), 'scuba diving' (\textit{divin*}) and 'monkeys' (\textit{monk*}). There were also a number of 'religious' words which were actually not religious in the context of student blogs (e.g. 'Christmas' as an end-of-term marker as opposed to religious holiday). In fact, when all LIWC 'religion' hits were manually checked, it was found that there was not an increase in religious uses of these terms, but a decrease.

When compared against the findings yielded by a keywords analysis, there was high overlap; out of the 38 findings of the study, 25 were shared by both the LIWC and keywords analyses. However, significantly more time was spent on 'unravelling' the LIWC results than those generated by the keywords, as some of the LIWC words triggered misleading categories due to contextual or morphological inaccuracies. For both LIWC and keywords, however, a manual examination of the context was crucial; out of all 38 findings, 28 relied upon the consideration of context. See Table 3 in the Appendix for a list of all findings.

5 Discussion

5.1 Theoretical Assumptions Revisited

Taking some of the above findings as examples, and drawing on other examples where relevant,
the validity and implications of assumptions A1-7 from Section 3 are now discussed.

**A1:** the frequency of a word can tell us something about a person or about the content or tone of a text.

Several psychological studies have used word frequencies to show correlations between word use and the mind, due to latent, albeit crude, associations with words (Rosenberg, 1990; Mehl, 2006). The bag-of-words approach has been taken by many researchers in other fields, too; Biber (1988), for example, has successfully used word frequencies to discriminate text type and genre. Word frequencies were certainly useful in the student study, but had to be examined in context.

**A2:** a computer program is ideal for counting words.

Computers are undoubtedly more efficient at counting than humans. In the context of psychoanalysis, it has also been argued that computers are better at seeing ‘past’ meaning and counting the less interesting but nonetheless relevant language patterns to which a human annotator might be desensitised (Spence, 1980).

**A3:** words have meaning in isolation.

This assumption is problematic – or, in the view of Hanks (2013), false. Words, he argues, do not have meaning, but meaning potential; their meanings can only be activated by context. This is not to say that single words cannot act as discriminating features of texts, but that semantic value cannot legitimately be ascribed to them.

Words which are less affected by this problem are closed-class, i.e. function words. This would explain why, out of all of the categories analysed in Section 4, the ‘we’ category was found to be the most accurate and reliable. It might also explain why there are many successful LIWC studies concerning pronoun use (Pennebaker, 2011).

**A4:** inaccuracies due to context-dependent factors are negligible or unimportant.

The justification for a context-independent system is that a word-count program is probabilistic, and therefore such inaccuracies are, statistically, so rare that they do not impact on results in a serious way. This is probably true, overall, when considering all LIWC features together, due to high accuracy rates in some categories. However, there are some categories and domains for which this effect is particularly strong and does affect the results in a serious way. Bond and Lee (2005), for example, found LIWC to be reasonably accurate, but not accurate enough to be used in “high-stakes” investigations; in their study of deceptive statements, 30% were classified incorrectly.

It has also been argued that a general-purpose dictionary such as LIWC’s cannot be accurately applied to all domains and discourses. Loughran and McDonald (2011), for example, found that when using the Harvard IV dictionary (a lexicon similar to that of LIWC), three quarters of all words classified as ‘negative’ were in fact not negative in the context of the financial domain, just as many ‘religious' words were not religious in the context of student blogs. Again, such levels of inaccuracy could not be considered negligible.

**A5:** by creating dictionaries a priori, and by finding and counting only the words which match them, the interesting or relevant parts of a text are identified.

It is worth mentioning that ‘religion’, the category which suffered the most from inaccuracies in the student study, was one of the few dictionaries reported as having “100%” inter-judge agreement. We know therefore that 100% inter-judge agreement (between two judges) does not guarantee a well-compiled dictionary. But even if a content-word dictionary were impeccably constructed, with high agreement among hundreds of judges, it would still have the problem of being subjective and culture-specific (Mehl, 2006). A dictionary-based approach to text analysis therefore suffers from two biases: first, the top-down, pre-defined nature of its word-matching process (as opposed to a bottom-up, data-driven, inductive approach); and secondly the bias that comes with domain-specific, culture-bound dictionaries.

**A6:** a score which corresponds to a dictionary also corresponds to the intended semantic value of that dictionary.

Due to context- and dictionary-related problems, some categories used in the student study provided misleading scores, reflecting instead an increase in the use of words which were indicative of some other topics or events. A cursory glance at the LIWC scores, without actually looking at the text (which is what many LIWC analyses consist of), might lead a researcher to falsely conclude that moving to university is associated with becoming more religious or seeing less, for example.

**A7:** dictionary values are more useful than single word frequencies.

A problem encountered with LIWC, and presumably other dictionary-based approaches, is that dictionary scores do not tell us the actual linguistic changes that have occurred. Instead, we are given a simple numerical output. Despite being described as ‘transparent’, LIWC is, in this sense, surprisingly opaque.
The main issue with this approach, however, is that a LIWC score can theoretically mean nothing. Two texts might have the same LIWC score in the same dimension, and yet be made up of completely different words. Secondly, as in the case of ‘leisure’ in Section 4, a LIWC category change score might show an overall change in one direction, while simultaneously masking the opposite change for particular words within that category. Such problems are, fortunately, easy to overcome with the use of complementary qualitative analysis tools, such as a concordancer.

On the other hand, there are dictionary values which are arguably more useful than individual word counts. The ‘we’ category, for example, made it possible to track mentions of collective identity over time, something which would have been far less convenient to do otherwise.

5.2 Recommendations for the Use and Development of Text Analysis Software

There are two parties involved in any software use: the developer, and the end user. We therefore propose two main courses of action in order to maximise the benefits and avoid the pitfalls of an off-the-shelf text analysis package such as LIWC.

The developer could:

1. Formulate a list of the main analytical functions of the program and their perceived theoretical assumptions, as is done in Section 3 of this paper. Our own assumptions can be hard to determine without the help of others, so this should be a collaborative, peer-reviewed effort. This will help the developer to identify any potentially problematic assumptions embedded in their software.

2. Publicise the above information as a clear and concise "readme" document, along with the usual user manual and validation papers. This would ensure that the end user, whose background may be in an unrelated discipline, is easily made aware of the potential philosophical biases and constraints of the software, rather than simply knowing how to install and run it.

3. Attempt to avoid dictionary-related problems by thoroughly checking their contents for morphological errors and likely ambiguity. Employ raters from a range of cultural and educational backgrounds and ensure that at least one linguist is involved in the creation and validation of such modules.

4. Try to use bottom-up, data-driven approaches to dictionary population, if applicable.

The end user could:

1. First assess their own research needs and their existing theoretical assumptions, and to make sure that the software they choose is in line with those. Of course, this is only possible if the program's theoretical and philosophical underpinnings have already been established.

2. Combine top-down, pre-defined, quantitative analytical approaches with more bottom-up, inductive, qualitative approaches. This will add depth to findings and avoid misleading dictionary scores being taken at face value.

3. Favour smaller dictionaries with closed-class words, i.e. pronouns and function words, which tend to be less ambiguous in meaning.

4. Prioritise context: if necessary, create a customised, domain-specific dictionary suited to the research area; and always examine results in context, e.g. by using a concordancer.

6 Conclusions

This paper used the program Linguistic Inquiry and Word Count (LIWC) to exemplify some of the main advantages and potential pitfalls of off-the-shelf text analysis software. Given the growing popularity of computerised text analysis, it is important that reductive, word-count programs such as LIWC are used with caution, particularly by researchers outside of linguistics and natural language processing. It should be made especially clear to users that, far from being ‘objective’ and philosophically neutral, all computer software is based on theoretical assumptions, some of which are the subjects of ongoing debate.

As regards the efficacy of a word-count-based program such as LIWC, it appears that this approach has several limitations for content analysis. However, if both the program developer and the end user are careful and reflexive in their consideration of theoretical assumptions, such limitations can be addressed. LIWC appears to perform better in conjunction with other, more qualitative analysis tools, and it has become clear from the experiments presented that context is paramount when measuring meaning in texts.
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Appendix

<table>
<thead>
<tr>
<th>Finding</th>
<th>Found with LIWC</th>
<th>Found with keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 More focus on collective self after the move (“we”, “our”)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2 Social picture changes dramatically</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>3 Transition effects begin before the move date</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>4 More focus on individual self after the move (“I”, “my”)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>5 Less preoccupied with media, celebrities, current affairs</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>6 More concerned with abstract ideas</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>7 More attempts to engage with/appeal to reader</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>8 More considered writing style</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>9 More mentions of “first”, e.g. “our first lecture”</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>10 Less general/philosophical after the move</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>11 Fewer mentions of the (distant) future</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>12 Less focus on people, esp. other people, e.g. he, she, them</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>13 Preoccupation with moving before the move</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>14 More mentions of living arrangements</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>15 Less focus on family after the move</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>16 More preoccupation with excursions, nights out</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>17 More tentative after move</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>18 Less time spent on leisure activities</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>19 Students undergo more dramatic changes than non-students</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>20 More focus on food and the kitchen</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>21 Adjectives less generic</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>22 More interest in blogs and readership after the move</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>23 Appear more self-aware after the move</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>24 More mention of feelings</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>25 More comparisons and similes – describing, defining</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>26 Less preoccupation with general groups/society</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>27 Fewer (rhetorical) questions</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>28 More advice and predictions after the move</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>29 More wisdoms before the move</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>30 Dip in ‘we’ words immediately before moving</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>31 Preoccupation with flu after the move</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>32 Concerned with sleep and lack thereof</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>33 More mentions of favourite music, films, etc.</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>34 Poetry more common after the move</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>35 Fewer mentions of religious words</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>36 Emphasis on what they are capable of doing after move</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>37 More focus on recent past; less reminiscing</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>38 More obligations before the move</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: All findings from the Franklin (2015) study regarding student changes, listed in descending order of amount of evidence to corroborate the finding. All findings in bold relied on examination of context to be found.
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Abstract
We propose to model a collection of documents by means of topic-specific domain dependency graphs (DDGs). We use LDA topic modeling to detect topics underlying a mixed-domain dataset and select topically pure documents from the collection. We aggregate counts of words and their dependency relations per topic, weigh them with Tf-Idf and produce a DDG by selecting the highest-ranked words and their dependency relations. We demonstrate an implementation of the approach on the task of identifying product aspects for aspect-oriented sentiment analysis. A large corpus of Amazon reviews is used to identify product aspects by applying syntactic filtering to the DDG. Evaluation on a small set of cameras reviews demonstrate a good precision of our method. To our knowledge, this is the first method that finds product-class specific aspects in multi-domain collections in an unsupervised fashion.

1 Introduction
Cohesion is reflected by grammatical and semantic relationships between lexical items, and links sentences together to form texts (Halliday and Hasan, 1976). These relationships contribute to the overall meaning of the text and maintain the inter-sentence and intra-sentence cohesive structure. Representations, such as graph-based have shown a potential ability to hold and understand these relationships, and facilitate knowledge extraction by enabling a variety of analysis processes (Radev and Mihalcea, 2008).

Recently, a large body of work has been devoted to applying graph or network-based methods to Natural Language Processing (NLP) problems, including, but not limited to, dependency parsing (Tzouridis and Brefeld, 2013) to semantic annotation (Nivre and Mcdonald, 2008) to text summarization (Vidal et al., 2014) and information retrieval (Blanco and Lioma, 2012). In this paper, we present a generic graph-based method and apply it to identify product aspects for sentiment analysis.

E-commerce and social media technologies have become an excellent platform for a huge number of users to share and explain their opinions online. Websites (e.g., amazon.com, flipkart.com), allow users to post and read reviews about various services and products. Such reviews are important for customers to make a purchase choice, as well as for organizations to monitor and improve their products and reputation. However, user-generated reviews are unstructured and noisy. In the past few years, there has been a significant body of work that adopts NLP tools to better understand, analyze and process arguments and opinions from various types of information in user-generated reviews. Such efforts have come to be known as sentiment analysis or opinion mining, see (Liu, 2012) for a survey.

Sentiment analysis and opinion mining have been investigated on the document level, the sentence level and the aspect level (Liu, 2012). Aspect-level sentiment analysis performs fine-grained analysis by extracting or identifying the aspects of entities and the sentiment expressed toward each extracted aspect. For example, a review of a camera is likely to discuss distinct aspects like zoom, lens, resolution, battery life, price, and memory. In exploring the problem of aspect-based sentiment analysis, we distinguish between two terms "aspect identification" and "aspect extraction". Aspect extraction focuses on finding the aspects offsets in a given text reviews, while identification define the list of aspects of a certain entity.

The aim of this paper is to propose an unsupervised generic method to model a multi-domain
document collection by the means of domain dependency graphs (DDGs). An implementation of our method is applied to solve the aspect identification task from a large set of Amazon product reviews. The obtained graphs are used to improve the overall understanding of opinion patterns and to distinguish the most effective aspects for different product categories. Our method is completely unsupervised and needs no labeled training data or previous knowledge about the domains, and follows the Structure Discovery paradigm (Biemann, 2011). The remainder of this paper is organized as follows: Section 2 discusses related works. Section 3 describes the proposed solution. Section 4 presents and discusses our experimentation results and evaluation, followed by conclusions and future work in the last section.

2 Related Work

Graph theory has been widely used by many approaches in the field of natural language processing, text visualization and open information extraction (Koopman et al., 2012; Tzouridis and Brefeld, 2013), see (Mihalcea and Radev, 2011) for a survey. The most closely related work to our approach is (Stanovsky et al., 2014). It outlines Proposition Knowledge Graphs for information discovery. The utility of these knowledge graphs for structured queries, summarization and faceted search have been demonstrated.

In the field of sentiment analysis, graph-based approaches have been introduced to detect subjectivity (Esuli and Sebastiani, 2007; Wiebe and Mihalcea, 2006; Yu et al., 2011) or measure sentiment similarity between reviews (Goldberg and Zhu, 2006). Several methods were proposed to identify product aspects from reviews by selecting highly frequent nouns as product features (Blair-Goldensohn et al., 2008; Hu and Liu, 2004). For each detected noun, the sentiment regarding this noun is judged by its nearest adjacent adjective opinion word. However, the limitation of these methods is that many frequent noun phrases that may not represent product aspects are retrieved.

Recent research concentrates more on defining opinion patterns and relating aspects with their appropriate opinion words. Methodologies proposed in this area learn rules and templates from fully labeled data, and then use them later to detect aspects in an unlabeled dataset (Jin et al., 2009; Yu et al., 2011). Semi-supervised approaches try to reduce the amount of manual labeling by expanding a small seed set of labeled examples. Although these methods have been applied successfully in specific domains, sentiment classification is sensitive to the domain of the training data and extensive annotation for a large set of data for every single domain has to be carried out, which is not practically feasible (Vázquez and Bel, 2013).

Efforts for cross-domain sentiment analysis apply domain adaptation by limiting the set of features to those that are domain independent (Jakob and Gurevych, 2010; Li et al., 2012; Remus, 2012). An issue with these methods is that words and phrases used for expressing opinions can differ considerably from one domain to another.

3 Methodology

The purpose of this work is to advance understanding of a specific domain from mixed-domain documents by building compact directed DDGs. DDG aggregates individual dependency relations between domain-specific content words for a single topic. It gives a good visualization and summarization to a certain domain, and facilitate information and relation extraction. In this paper, we demonstrate the usage of DDGs for product aspects identification.

We summarize the methodology as follows: after preprocessing the text, we applied LDA topic modeling to discover underlying topics in a collection of textual data, and calculate a probabilistic topic distribution to select the most related phrases to each topic. POS tagging and dependency parsing were used then to select essential domain-specific phrases and content words. Finally, we build aggregate DDG per topic from the dependency parses, and use Tf-Idf and word frequency measures to weight the graph nodes and edges. A detailed discussion of our approach is given in the next section.

3.1 Dataset Preprocessing and Topic Modeling

Preprocessing includes filtering stop words, very short documents and documents with low frequency words. We perform word tokenization, and Latent Dirichlet Allocation (LDA) is then applied to extract dominant topics behind corpus of documents (Blei et al., 2003). LDA is a probabilistic graphical model that treats document as a multinomial distribution of topics, and each topic
is a multinomial distribution of words. LDA is completely unsupervised and requires no human annotation, but the user has to provide the number of topics \( n \). We use the implementation provided by (Phan and Nguyen, 2007). We perceive all texts belonging to one topic \( i \) as one document \( d_i \), where \( i \in \{0, \ldots, n\} \). The terms “domain” and “topic” are used interchangeably throughout the text.

### 3.2 Segmentation and Preprocessing

We use the vocabulary distribution of the documents produced by LDA to find a collection of topically pure documents. We retain only documents that have a single dominating topic, which covers at least 60% of the document\(^1\). This step is significant to eliminate documents that contain too much noise or are too general to be characterized a specific topic. We then perform sentence segmentation\(^2\) followed by POS tagging and collapsed dependency parsing\(^3\) (de Marneffe et al., 2006). The output from this step is important for generating syntactic features which will be used later to filter DDGs and extract topically pure relations.

### 3.3 Filtering Non-Content Words

For each document \( d_i \), collapsed dependency document is generated. It includes a set of directed typed dependency relations \( R_{ijk} \) between a head word \( w_{ij} \) and a modifier word \( w_{ik} \). As non-content words do not contribute as much information about a specific topic, we only retain relations between content words, i.e. (common and proper) nouns, adjectives, verbs and adverbs. From this step, the work followed is done completely on collapsed dependency documents.

### 3.4 Term Frequency-Inverse Document Frequency (TF-Idf)

TF-Idf is a standard term weighting method based on their importance within a document. The core idea behind TF-Idf is: a word \( j \) \( w_{ij} \) in document \( i \) is more relevant as a keyword for \( d_i \) if it appears many times in \( d_i \) and very few times or none in other set of documents in a corpus \( D \). TF-Idf is expressed by the following equation:

\[
Tf\cdot Idf(w_{ij}, d_i, D) = Tf(w_{ij}, d_i) \times Idf(w_{ij}, D)
\]

where \( Tf \) is the number of times that word \( w \) occurs in document \( d \) and \( Idf \) is calculated by dividing the total number of documents in a corpus, which is the number of topics \( n \), by the number of documents containing the word \( w \) in a set of documents \( D \).

TF-Idf is calculated in three levels of granularity:

1. **Word level**: for each word \( w_{ij} \) in \( d_i \), we calculated TF-Idf using Equation 1.

2. **Pair level**: for each pair of words \( w_{ij} \) and \( w_{ik} \) in \( d_i \), occurred together in a typed dependency relation \( R_{ijk} \), we calculated TF-Idf using the following equation:

\[
Tf\cdot Idf(w_{ij}w_{ik}, d_i, D) = Tf(w_{ij}w_{ik}, d_i) \times Idf(w_{ij}w_{ik}, D)
\]

\( w_{ij} \) and \( w_{ik} \) represents the \( j^{th} \) and \( k^{th} \) words in document \( i \). Order of words \( w_{ij} \) and \( w_{ik} \) within the relation is not considered at this level.

3. **Relation level**: for each typed dependency relation \( R_{ijk} \) in \( d_i \) between two words \( w_{ij} \) and \( w_{ik} \), we calculate TF-Idf using the following equation:

\[
Tf\cdot Idf(R_{ijk}w_{ij}w_{ik}, d_i, D) = Tf(R_{ijk}w_{ij}w_{ik}, d_i) \times Idf(R_{ijk}w_{ij}w_{ik}, D)
\]

### 3.5 Domain Dependency Graphs (DDGs)

DDGs are directed graph with labeled nodes and labeled edges. For each document \( d_i \), \( DDG_i \) is constructed by aggregating individual dependency relations between domain-specific content words. \( DDG_i = \{ V_i, E_i \} \), where nodes represent words, that is \( V_i = \{ w_{ij} \mid w_{ij} \in d_i \} \), \( Tf(w_{ij}) \geq \alpha_1 \) and \( Idf(w_{ij}) \geq \alpha_2 \), and edges \( E_i \) connect content words by the means of dependency relations. \( E_i = \{ (w_{ij}, w_{ik}) \mid w_{ij}, w_{ik} \in d_i , Tf(Idf(w_{ij}w_{ik}, d_i) \geq \beta_1, \alpha_1, \beta_2, \alpha_2 \} \). Thresholds, \( \alpha_1, \alpha_2, \beta_1, \beta_2, \lambda_1, \lambda_2 \) are defined.

---

\(^1\)Threshold was determined in preliminary experiments

\(^2\)Using lt.seg script from https://github.com/tudarmstadt-lt/lt.core/

\(^3\)We use the Stanford Natural Language Processing tools http://nlp.stanford.edu/software/
by the user, and edges are labeled by the frequency and the type of dependency relation between words. Using Tf-Idf for weighting words and relations, have proven a potential ability to highlight a large set of domain-specific words and relations as will be demonstrated in the next section.

### 3.6 Extracting Domain Dependency Words and Relations - Application

We apply our generic approach to identify opinion phrases, and aspects of products for the use in aspect-based sentiment analysis.

Figure 1 illustrates a snapshot from DDG for a topic that captures camera reviews. We use DDGs along with Tf-Idf weighting as an important input to distinguish most related domain specific words and relation patterns. We present below some words examples from the camera’s domain categorized by POS tags. All mentioned words are strongly related to camera domain and this proves the capability of Tf-Idf weighting in capturing potential domain specific words.

- **Adjectives**: digital, 50mm, focal, 200mm, optical, sharp, indoor, blurry, wide, prime, compact, chromatic.
- **Nouns**: lens, camera, canon, nikon, SLR, EF, shots, shutter, USM, telephoto, aperture, macro, flash, sigma, focus, pictures, zoom, tripod, powershot.
- **Verbs**: taking, focuses, capture, carry, photographing, fit, produce, cropping, adjust.

We highlight some opinion relations from Figure 1 in Table 1. The table shows dependency relation type $R_{Camjk}$, source word $w_{Camj}$, destination word $w_{Camk}$, relation frequency $Tf$ and relation level $Tf$-Idf. We create DDGs for another 14 topics including: movies, coffee makers, electrovoice, shoes and footwear, hair products, food and baking machines, films, mp3 players, cars, TVs, mobiles, computers and perfumes. We observed that in all these graphs, opinions or relations between opinion word and opinion target, are mostly expressed with either adjectival modifier (amod) or nominal subject (nsubj). Thus, we will limit the identification of product aspects to these two dependency relations in our application.

On the basis of our analysis of DDGs and their parameters, and a list of about 6800 words positive and negative English opinion words, we apply a set of appropriate filters to DDG to extract opinion phrases. We filter out noun compounds relations, and words and relations below thresholds $\alpha_1, \alpha_2, \beta_1, \beta_2, \lambda_1, \lambda_2$. Either $w_{ij}$ or $w_{jk}$ should be in opinion words lexicon and relation which is either “amod” or “nsubj” is selected.

<table>
<thead>
<tr>
<th>$R_{Camjk}$</th>
<th>$w_{Camj}$</th>
<th>$w_{Camk}$</th>
<th>$Tf$</th>
<th>$Tf$-Idf</th>
</tr>
</thead>
<tbody>
<tr>
<td>amod</td>
<td>lens</td>
<td>fast</td>
<td>146</td>
<td>770.60</td>
</tr>
<tr>
<td>nsubj</td>
<td>great</td>
<td>lens</td>
<td>121</td>
<td>638.65</td>
</tr>
<tr>
<td>amod</td>
<td>picture</td>
<td>good</td>
<td>205</td>
<td>467.88</td>
</tr>
<tr>
<td>amod</td>
<td>images</td>
<td>sharp</td>
<td>116</td>
<td>451.45</td>
</tr>
<tr>
<td>nsubj</td>
<td>sharp</td>
<td>images</td>
<td>93</td>
<td>388.69</td>
</tr>
<tr>
<td>amod</td>
<td>photos</td>
<td>great</td>
<td>105</td>
<td>269.85</td>
</tr>
<tr>
<td>amod</td>
<td>picture</td>
<td>clear</td>
<td>84</td>
<td>241.93</td>
</tr>
<tr>
<td>nsubj</td>
<td>good</td>
<td>quality</td>
<td>142</td>
<td>50.85</td>
</tr>
</tbody>
</table>

Table 1: Opinion dependency relations from the camera topic.

### 4 Experiments

To evaluate our approach, we use an unlabeled version of Amazon dataset that has been commonly used in opinion mining research (Kiritchenko et al., 2014; Tutubalina, 2015). The corpus consists of $\sim$35 million reviews ($\sim$18.4 million unique reviews), about $\sim$2.5 million products from 28 different categories, up to March 2013. Reviews include product and user information, ratings, and a plain text review (McAuley and Leskovec, 2013).

In this work, we only use the plain text. We filter redundant reviews, reviews with less than 3 words and noisy reviews which contain smiley codes only or punctuations only, as we consider these not relevant for aspect identification. The final number of reviews we use to train the LDA model is $\sim$13.93 million reviews. As we mentioned in Section 3.2, we use the LDA model to select topicually pure reviews. This step reduces the number of reviews to $\sim$1 million.

We experimentally determined a reasonable number of topics $n$ to be 200, which is in line with other works using LDA for information extraction e.g. (Chambers and Jurafsky, 2011). Of the 200 topics we induced with LDA, we observed a large number of product-specific topics, as well as some mixed topics and spurious topics (Mimno et al., 2011). For this study, we proceed with selecting the 15 topics we mentioned in Section 3.6. To
test the performance of our proposed approach, we compare our results to those obtained using DDG without Tf-Idf filtering, i.e. $\alpha_1 = \beta_1 = \lambda_1 = 0$. We evaluate the identification of aspects manually by human judgment: We order the identified relations from both Tf-Idf-based filtered DDGs (as explained in Section 3.6) and frequency-based (FB) filtered DDGs according to relation frequency. For the top 50 unique aspects, we judge whether it is an aspect of the product category or not.

Table 2 shows the experimental results for 5 different product topics. The experimental results show that Tf-Idf filtering outperforms FB filtering in terms of the number of identified aspects and it has not been worse in any case. FB ranking tend to identify general aspects such as: price, shipping, quality, value, service and company. Ranking DDGs by the means of Tf-Idf weights, gives our method the ability to detect detailed domain aspects, which is clearly evident in the cars topic in Fig. 2. The aspect identification method based on the DDG with Tf-Idf weighting identifies domain-specific aspects with an average accuracy of 53% across the five topics. When not using Tf-Idf weighting, the method achieves only an accuracy of 37%.

Our error analysis shows that most false positives by the Tf-Idf-based method consist of product domain-specific words that are not aspects. Examples from cameras domain are: fast results, great job cheap camera, excellent choice, sharp razor, perfect bag, great portrait, advanced photographer, easy c330. On the other hand, frequency-based ranking provides general noisy errors like: problem only, buy great, complaint only, time hard, addition great, drawback only, light available, room enough.

To evaluate the identified aspects coverage for the aspects extraction task from a set of reviews, we manually annotated aspects in a set of 50 cameras reviews collected randomly from Amazon. Only explicit aspects are annotated. Implicit aspects are not annotated. In most of implicit aspect expressions, adjectives and adverbs are used to describe some specific attributes of entities, for example, expensive describes price, and heavy describes weight (Liu, 2012). We compared the annotated aspects against the 33 aspects for cameras domain listed in Table 2. Out of 183 annotated aspects in the 50 reviews, 115 aspects are extracted, approximately 63%, while 38 unique failed to be extracted. Most of missed aspects are contained in cameras reviews DDG before filtering. Changing the filtering parameters can help increasing the aspects coverage but may also increase the false positive rate.

In summary, our evaluation shows a clear improvement using Tf-Idf-based filtering over the
Table 2: Manual evaluation for aspect identification on five different domains using DDG with Tf-Idf ranking and FB ranking. It shows the number of true identified aspects out of the top 50 frequent captured relations, common identified aspects along with the difference between the two methods. The first column shows the thresholds setting. For the frequency-based ranking method, $\alpha_1 = \beta_1 = \lambda_1 = 0$.

<table>
<thead>
<tr>
<th>Category / Thresholds</th>
<th>Method</th>
<th>Ext. /50</th>
<th>Common Aspects</th>
<th>Difference Aspects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera $\alpha_1: 100, \alpha_2: 180$ $\beta_1: 2, \beta_2: 2$ $\lambda_1: 7, \lambda_2: 5$</td>
<td>Tf-Idf-based FB</td>
<td>30</td>
<td>lens, pictures, shots, quality, images, photos, focus, light, depth, color, zoom, size, range, distortion, card, autofocus, speed.</td>
<td>tripod, resolution, controls, battery, mode, contrast, optics, flash, sharpness, software, screen, flexibility, distance.</td>
</tr>
<tr>
<td>TV $\alpha_1: 30, \alpha_2: 20$ $\beta_1: 1, \beta_2: 1$ $\lambda_1: 2, \lambda_2: 5$</td>
<td>Tf-Idf-based FB</td>
<td>22</td>
<td>cable, picture, quality, remote, setup, image.</td>
<td>price, value, capability.</td>
</tr>
<tr>
<td>Computer $\alpha_1: 150, \alpha_2: 30$ $\beta_1: 2, \beta_2: 2$ $\lambda_1: 2, \lambda_2: 5$</td>
<td>Tf-Idf-based FB</td>
<td>29</td>
<td>card, software, memory, adapter, performance, setup, support, camera, driver, ram, disk, space, cable.</td>
<td>upgrade, programs, ports, system, processor, speed, motherboard, version, machine, units, USB, slots, OS, mouse, graphics, interface.</td>
</tr>
<tr>
<td>Mobile $\alpha_1: 30, \alpha_2: 20$ $\beta_1: 1, \beta_2: 1$ $\lambda_1: 2, \lambda_2: 5$</td>
<td>Tf-Idf-based FB</td>
<td>20</td>
<td>sound, keyboard, screen, price, reception, quality, size, case, camera, service, software.</td>
<td>pictures, apps, life, interface, looks, bluetooth, battery, version, calls.</td>
</tr>
<tr>
<td>Cars $\alpha_1: 20, \alpha_2: 5$ $\beta_1: 2, \beta_2: 2$ $\lambda_1: 5, \lambda_2: 1$</td>
<td>Tf-Idf-based FB</td>
<td>32</td>
<td>price, performance, exhaust, wiring, plugs, installation, power, length, kit, sound, shocks, sensors, ride, instructions, parts.</td>
<td>work, rumble, breaks, pads, muffler, replacement, wipers, harness, connectors, idle, engine, hitch, system, unit, lights, mileage, tensioner.</td>
</tr>
</tbody>
</table>

5 Conclusion

We have introduced a new generic approach to identify the most important concepts from multi-domain document collections. Using LDA, we provided a fully unsupervised framework for extracting dominant topics behind corpus of documents, while the DDG representation maintains the inter-topic cohesiveness. Tf-Idf ensures the extraction of highly domain-specific words and relations. We demonstrate the effectiveness of the proposed approach on the task of extracting product aspects for sentiment analysis. The comparison between the DDG method and a frequency-based ranking confirms the superiority of DDG in extracting domain-specific aspects. Evaluation of DDG on a small set of cameras reviews resulted in a precision of $\sim$63%. This is the first approach, to our knowledge, for extracting product aspects from mixed-domain dataset, without the use of an external knowledge base or a training dataset.

In the future, we hope to advance our work by using DDGs to applying more advanced ranking and filtering techniques to DDGs such as centrality (Newman, 2010) or PageRank (Brin and Page, 1998) for node ranking. Collecting similarities to the existing list of aspects and grouping aspects using techniques from distributional semantics would improve the overall recall.
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Abstract

In this paper we describe a method to morphologically segment highly agglutinating and inflectional languages from Dravidian family. We use nested Pitman-Yor process to segment long agglutinated words into their basic components, and use a corpus based morpheme induction algorithm to perform morpheme segmentation. We test our method in two languages, Malayalam and Kannada and compare the results with Morfessor Categories-MAP.

1 Introduction

Morphological processing is an important task for natural language processing systems, such as information retrieval systems. In the case of languages with agglutinated and rich morphology, such as Dravidian family of languages, morphological processing is more important because one word can actually be the combination of several others, each with a number of morphological/flexive markers. Properly identifying morphemes in agglutinated words is essential for tasks such as information retrieval and machine translation.

Consider the following example from Malayalam, a language from south Dravidian family having 38 millions of native speakers and one of the classical languages of India. A word in Malayalam (puḻakaḷayirunnu, there were rivers), here root word is (puḻa, river) is inflected with plural marker (kal, Plural marker) and it also contains verb phrase(ayirunnu were) all of them are joined together with orthographic changes. It is possible to have orthographic changes when words are combined, because of morpho-phonemic change called sandhi, which makes the task of segmenting Dravidian languages challenging. Dravidian languages are agglutinated like Turkish and inflected like Finnish. Other than agglutination and inflection, Orthographic changes in morpheme boundaries occurs due to sandhi changes and alpha syllabic writing system. In this case the job of a morphological analyzer is to segment the large word sequence (puḻakaḷayirunnu, there were rivers) into (puḻa, kal, ayi, unnu), which are the constituent morphemes. In the above word phrase orthography of constituent morphemes are different when they combined to in the form a word due to alpha-syllabic script that capture phonological changes. This property makes morphological processing of this languages challenging. As morpheme boundaries are marked at syllabic level, morpheme boundaries can occur inside ligatures and digraphs. In this paper we are developing a non parametric Bayesian models based on nested Pitman-Yor process on syllable level to segment long words into individual components and learn their morphological segmentation.

Dravidian family of languages are least resourced so we use corpora created from Wikipedia for conducting the experiments. We define a nested Pitman-Yor process based model for segmentation of agglutinated long sequence of words and defined model inferred using a parallel blocked Gibbs sampling algorithm. It is a generative approach in which we consider syllables are the basic units that are combined in context (agglutination) to form words. Once the algorithm achieves the segmentation on corpus created from Wikipedia, we use a heuristic search based algorithms to achieve final morphological segmentation. We test our algorithm pipeline in the case of two highly agglutinated and inflected lan-
guages, Malayalam and Kannada from Dravidian family. As the gold standard segmentation is not available for evaluation, we created a gold standard segmentation file for both languages and evaluate the results. We manually analyze the errors in morphological segmentation to get the idea of errors that are produced by them system and to improve the system performance in further studies. In section 2 we describe previous work Bayesian non-parametric and morphological processing of agglutinating languages. In section 3 we describe Pitman-Yor models, and Section 4 describes the used algorithm for morphological segmentation. Sections 5 and 6 present the results and error analysis, and finally, section 7 presents the conclusions and future work of our research.

2 Related Work

In this section we describe related works carried out on Bayesian non-parametric models to learn morphology of languages. Research works in unsupervised learning of morphology are also relevant. Hammarström and Borin (Hammarström and Borin, 2011) provide a detailed survey of the topic. Morfessor (Creutz and Lagus, 2002; Creutz and others, 2006; Creutz et al., 2007) based on Minimum Description Length principle is the reference model for highly inflecting languages, such as Finnish. Goldwater et al. (Goldwater et al., 2009) introduce a word segmentation model based on Dirichlet Process mixture to model words and their contextual dependencies. They test their method on phonetic scripts of child speech. Following this line of research, Naradowsky & Goldwater (Naradowsky and Goldwater, 2009) incorporated English spelling rules to the morphological model to achieve better results for English phonetic script segmentation. Following these studies, Teh (Teh, 2006) introduced a Bayesian language model based on Pitman-Yor process and a new sampling procedure for the model. Lee et al. (Lee et al., 2011) modeled syntactic context to achieve better morphological segmentation. Dreyer & Eisner (Dreyer and Eisner, 2011) identified morphological paradigms using Dirichlet Process Mixture models and seed paradigms. Can and Manandhar (Can and Manandhar, 2012) clustered morphological paradigms using Hierarchical Dirichlet Process models, and Sirts & Goldwater (Sirts and Goldwater, 2013) used adapter grammar to achieve morphological segmentation. Nested Pitman-Yor process is an extension of above Dirichlet process, used to produce word segmentation of languages, such as Japanese (Mochihashi et al., 2009) and creation of language models for speech recognition (Mousa et al., 2013). These works are also relevant in the case of Bayesian non parametric models for learning morphology.

In the case of the Dravidian languages, unsupervised techniques are rarely applied. For the larger languages of the family (Telugu, Tamil, Kannada and Malayalam) there are studies that use supervised techniques. Those studies in the case of Malayalam are the following: Vasudevan & Bhattacharya (N and Bhattacharyya, 2013) propose a stemmer for Indian languages, such as Hindi, Marathi and Malayalam based on suffix lists. Idicula & David (Idicula and David, 2007) present a morphological analyzer for Malayalam based on Finite state Transducers and inflectional rules.

3 Pitman-Yor Process language model

Pitman-Yor process (Pitman, 2002) a generalization of Dirichlet process and it is a stochastic process. Goldwater et al. (Goldwater et al., 2009) and Teh (Teh, 2006) use it for language modeling. It is represented as:

\[ G \sim PY(G_0, d, \theta) \]

The stochastic process generates a discrete probability distribution \( G \) similar to another given distribution \( G_0 \). \( G_0 \) is called base measure, \( d \) is a discount factor and \( \theta \) is a variable that controls similarity between both distributions \( G_0 \) and \( G \).

A unigram language model can be expressed as a Pitman-Yor process as:

\[ G_1 = p(w) \quad \forall w \in L \]

where \( w \) ranges over all words in the lexicon \( L \).

In the case of a bigram distribution, we have

\[ G_2 = p(w|v) \quad \forall v, w \in L \]
For frequent words $G_1$ will be similar to $G_2$, so we can compute $G_2$ using $G_1$ as a base measure:

$$G_2 \sim \text{PY}(G_1, d, \theta)$$

Similarly it is possible to compute also trigram models. As this model has no analytic form the model described is represented in the form of Chinese Restaurant Process (CRP) (Aldous, 1985). Chinese Restaurant Process is an infinite large restaurant with infinitely many tables and capacity of many customers. At first the restaurant is empty, then the first customer enters and sit at an empty table. Next customer sit a new table, based on a concentration parameter or sit to already occupied table probability proportional to the context. The list of possible affixes is extracted from the segmented corpus according to their frequencies (we keep a counter of words from segmented corpus) we extract. Similarly if we find character sequence in $\alpha \beta$ and $\beta$ in the counter (we keep a counter of words from segmented corpus according to their frequencies) we extract $\beta$ to the list of suffixes. Similarly if we find character sequence in $\alpha \beta$ and $\beta$ in the counter, we list the $\alpha$ in the list of prefixes.

Inference on the model is done using adding and removing customers to the table $t_w$ in the way $d$ and $\theta$ are optimized using MCMC. For more details, refer to (Teh, 2006)

### 3.1 Nested Pitman-Yor process

Nested Pitman-Yor Process is a hierarchical process in which the base measure $G_0$ is replaced with another Pitman-Yor process. In our model base measure $G_0$ is replaced by a Pitman-Yor process of syllable $n$-grams. Then the base measure becomes:

$$G(w) = p(s_1 \cdots s_k) = \prod_{i=1}^{k} (s_i | s_{i-n+1} \cdots s_{i-1})$$

The above process can be consider as Hierarchical model, where two levels exist one is the word model and another is syllable model. We consider our syllable model as uni gram language model. For the inference it is represented in the form of a nested CRP in which a word model is connected to syllable model. In this set-up, a word $w$ is generated from a base measure and the base measure is a Pitman-Yor process of syllables. For the inference on the particular model, we use a parallel blocked Gibbs sampler. Considering the syllables are the basic characters that joined to form words sentences. More details of sampling procedure can be found in (Neubig, 2014).

### 4 Morpheme identification and verification algorithm

After inference on the defined model, we apply a morpheme identification and verification algorithm to the acquired root words and morphemes. Our method is similar to that of Dasgupta & Ng (Dasgupta and Ng, 2007).

Our morpheme identification algorithm has two major parts. The first part of the algorithm is to identify a list of possible affixes for morpheme induction and composite suffixes. The list of possible affixes is extracted from the segmented corpus in following way: We assume that a word $\alpha \beta$ is concatenation of $\alpha$ and $\beta$. If we find both $\alpha$ and $\alpha \beta$ in the counter (we keep a counter of words from segmented corpus according to their frequencies) we extract $\beta$ to the list of suffixes. Similarly if we find character sequence in $\alpha \beta$ and $\beta$ in the counter, we list the $\alpha$ in the list of prefixes. But the problem with this technique is that it can create a large number of invalid suffixes and prefixes. To reduce this problem we rank the affixes based on their frequencies with different character sequences. Only top affixes
that have got higher ranks are selected for induction purposes.

The second part of the algorithm aims to identify composite suffixes. As the Dravidian language family is highly inflectional, a large number of composite affixes are present in the vocabulary. For example, in Malayalam, (ഇകാളട, aḷukaḷuṭe, belongs to men) has a composite suffix (കാളട, kaluṭe) formed by suffixes (ക, kal and ெട, uṭe). We remove these composite suffixes from the list of suffixes otherwise it can lead to under segmentation. The third step of our morpheme identification algorithm is to identify possible roots. We take a word \( w \) from the counter and then we compose it with suffixes in the counter table. Thus, if \( x + w \) (where \( x \) is an induced prefix) or \( w + y \) (where \( x \) is an induced suffix) is present in the corpus, we consider \( w \) as a root and it is added to the root list. This procedure is continued until we get root, prefix, and suffix lists. Using the proposed list of roots, prefixes, and suffixes overall corpus is segmented to morphemes.

5 Data and Experiments

To validate our model and algorithm, we tested our algorithm on Malayalam and Kannada corpus. As Malayalam and Kannada are least resourced languages, we used a corpus crawled from Wikipedia containing 10 million words both languages, which are manually processed. As a first step of our experiments, we converted the Unicode encoded file to corresponding ISO romanized form for internal processing. We create word list of 10 million words and add a space between characters. For example, A Kannada word (ವಿದ್ಯಾರ್ಥಿ, Vidyārthi, student) is represented as V i d y à r t h i and it converted into constituent syllables.

Second step of the experiment consists of applying our nested Pitman-Yor model and inference algorithm to the data. For this the data is fed to the sampling algorithm for 100 iterations. Depending on the number of tokens, time taken for convergence varies. Our algorithm took 3 hours to converge in a machine with a 4-core processor with four threads in execution.

Next step is to apply our morpheme identification and evaluation algorithm to induce morpheme. Once the process is completed, the system produces morphological segmentation of input words. For evaluation, we manually segmented 10,000 words of Malayalam and Kannada. The segmentation in the gold standards as follows (മനുഷ്യാർ, manuṣyanāre, of human) The segmentation is (മ, manuṣya and ആര, inṟe, Genitive case marker). We measured precision (P), recall (R) and F-measure (F) of predicted morpheme boundaries. We used programs provided by morpho-challenge (Virpioja et al., 2011) team for evaluation.

In order to get a comparison result, we train Morfessor Categories-MAP 0.9.2 \(^1\) with same 10 million words for 10 Epoch and create the model. Using the model produced we segment the gold standard file and apply evaluation algorithm.

Results of the experiments shown in Table 1.

### Table 1: Results compared to Morfessor-MAP

<table>
<thead>
<tr>
<th>Method</th>
<th>Kannada (P)</th>
<th>Kannada (R)</th>
<th>Kannada (F)</th>
<th>Malayalam (P)</th>
<th>Malayalam (R)</th>
<th>Malayalam (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morfessor- MAP</td>
<td>48.1</td>
<td>60.4</td>
<td>53.5</td>
<td>47.3</td>
<td>60.0</td>
<td>52.9</td>
</tr>
<tr>
<td>NPY</td>
<td>66.8</td>
<td>58.0</td>
<td>62.1</td>
<td>60.3</td>
<td>59.6</td>
<td>59.9</td>
</tr>
</tbody>
</table>

6 Error Analysis

We analyzed the results of experiments to get an insight into errors that need to be solved in future research. We are listing the errors that are produced by our algorithms and Morfessor-MAP. In the case of our algorithm, it has two major steps one is to identify accurate word boundaries and other is to find accurate morpheme boundaries.

- Morfessor and our system fail to identify character combinations which need to be considered as single character so it segmented digraphs and ligatures. In the case of our system it as we use a internal notation it did not segment the digraphs and ligatures.
- In the case of loaned root words, both systems fail to identify the morphemes.

\(^1\)http://www.cis.hut.fi/projects/morpho/morfessorcatmapdownload.html
• Our system is able to identify morpheme boundaries where morpho-phonemic occurs. In the case of Morfessor-MAP, it fails to identify morpheme boundaries if there is a morpho-phonemic change and it consider zero-width joiner of Unicode as morpheme boundary.

• Our algorithms is able to identify orthographic changes that happening in the morpheme boundaries during sandhi changes but Morfessor-MAP fails. For example, a Malayalam word (മരിള, maraṅṅaḷ, trees) our system segment it to (മരം, maraṁ) and (ള, ŋṅaḷ).

7 Conclusions and future research

We presented a method to segment words into morphemes using nested Pitman-Yor process for highly agglutinating and least resourced language such as Malayalam and Kannada. Our morphology learning system segmented complex morpheme sequences and it produce results that outperform state of the art systems. In future research, we focus on morphological processing of other languages in Dravidian family and we also focus on more richer models
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Abstract

This paper presents initial research into the use of easy-read articles written for people with cognitive disabilities as a gold standard for the evaluation of the output of text simplification systems. We investigate the compliance of the easy-read documents available on the Web with guidelines for development of easy-read material, as well as their suitability as a gold standard for simple documents for two types of populations in particular: adult readers with autism and readers with mild intellectual disability (MID). The results indicate an overall good level of compliance with the guidelines and suggest that easy-read documents are a suitable resource for evaluation of accessible documents produced for adults with autism or MID.

1 Introduction

Common reading materials on the Internet, in newspapers or in textbooks are generally understood by a large part of the population. However, there are readers with disabilities such as intellectual disability, autism, aphasia or dementia, among others, who struggle to comprehend most of these written materials.

To ensure the constitutional right of all individuals to have access to information (WHO, 2011), there is a campaign for the production of “easy-read” documents, which are accessible documents produced by humans, following a set of guidelines for accessible writing, such as the ‘Make It Simple’ guidelines (Freyhoff, 1998) or ‘Guidelines for Easy-to-read Materials’ (Nomura et al., 2010). The comprehensibility of the easy-read documents is also ensured by the inclusion of images to illustrate the main ideas in the text, and by the evaluation of these documents on a focus group of disabled people. While many governmental and healthcare organisations within the UK and the USA are required by law to produce accessible versions of important documents (Equality Act 2010), and many charity organisations produce such documents too, their writing and evaluation is time-consuming and expensive.

Another way to make text documents accessible for disabled readers is to convert them using automatic text simplification. Text simplification (TS) is a process which aims to enhance the understandability of a text by performing different linguistic transformations without changing its original meaning (Max, 2006). While automatic TS is promising in terms of time and financial cost, current TS systems are still not advanced enough to replace humans in the production of accessible documents. This problem is partially due to the scarcity of corpora of original and accessible texts with aligned sentences (parallel corpora) on which to train TS systems, as well as the issue of deciding which texts are simple enough for particular groups of disabled readers to be used as a gold standard for the evaluation of the TS output.

This paper describes initial research into the question of whether human-produced easy-read versions of documents could be used as a gold standard for accessible writing for particular user groups, such as readers with autism or intellectual disability. The compilation of such a corpus has now become feasible due to the already large number of existing easy-read documents produced between the early 2000s and now. Thus, for example, the original and easy-read versions of the UK political parties’ manifestos from the 2015 elections (Figure 1 and Figure 2) illustrate the progress of the easy-read campaigns in adapting documents from various genres and domains:

“Five years ago, Britain was on the brink. As the outgoing Labour Treasury Minister put it with brutal candour, ‘there is no money’. Since then, we have turned things around.”

Figure 1: Conservative Party Manifesto (2015)
However, before accepting such easy-read documents as the epitome of how an accessible text should look, we should keep in mind the variety of sources they come from, some of which may not be reputable. The current paper investigates two main aspects of easy-read documents on the Web: 1) their compliance with the guidelines according to which they were produced and 2) their suitability for particular target populations such as adults with autism or intellectual disability. In particular, we investigate the following questions:

- Do the easy-read documents available on the Web comply with the rules outlined in the guidelines for creation of easy-read documents?

- Are the easy-read documents available on the Web simple enough (or too simple?) for TS target groups such as people with mild intellectual disability or autism?

The first question is important because no official data for the evaluation of these documents has been published. We aim to assess compliance through, firstly, assigning linguistic features to the rules outlined in the guidelines for production of easy-read material and then analysing a sample of easy-read documents based on these linguistic features (Section 3). This analysis of compliance is going to cast light on the question of whether the majority of the easy-read material coming from a variety of sources on the Web could actually be regarded as such.

The second question of suitability is no less important due to the heterogeneity of conditions entailing reading difficulties. This means that a text at a certain readability level may be suitable for adults with mild intellectual disability (MID), but at the same time it could be too simplistic for adults with autism or too challenging for children with MID. This is an argument against the “one-size-fits-all” approach in creating accessible documents, where no distinction is made between the different levels of ability in cognitively disabled people, in addition to their individual differences. In the context of this research we define suitability as the appropriate level of difficulty of texts for particular target populations. We investigate the suitability of easy-read documents for adults with autism and MID by comparing them with corpora developed for and evaluated on such readers based on 13 relevant linguistic features (Section 4).

2 Related Work

As mentioned in Section 1, automatic TS systems make use of monolingual corpora, where the text pairs could be an original article and its simplified version (parallel corpus), or two articles with different complexity levels collected based on similar criteria (e.g. topic or timespan) (comparable corpus).

2.1 Existing Corpora

For English there are several comparable corpora, which have been used in TS tasks. Simple English Wikipedia\(^1\) together with English Wikipedia\(^2\) comprise probably the largest resource used in automatic TS. However, the accessibility of articles in Simple Wikipedia has been disputed, with researchers appealing for “the community to drop it as the standard benchmark set for simplification” due to its many drawbacks (Xu et al., 2015). For example, Stajnjer et al. (2012) compare the corpus to articles from the genres of News, Health and Fiction on the basis of 4 readability formulae and 16 linguistically motivated features and find that the articles in Simple Wikipedia are more complex than the ones in the Fiction genre (Stajnjer et al., 2012).

Other corpora used for TS include the relatively small EncBrit (Barzilay and Elhadad, 2003), consisting of 20 articles from Encyclopedia Britannica and their manually simplified versions for children from Britannica Elementary. Due to its small size, this corpus has been used as a test set only. WeeklyReader (Allen, 2009) and Literacyworks (Peterson and Ostenfor, 2007) also have manually simplified versions for language learners for, respectively, 100 and 104 of their articles. A larger and more recent TS resource is the parallel Newsella corpus (Xu et al., 2015), which consists of 1,130 news articles, re-written for children at 4 different grade levels.

\(^1\) http://simple.wikipedia.org/wiki/Main Page
Currently there are only two parallel corpora for English, which have been specifically compiled for people with disabilities. The FIRST corpus consists of 25 texts and their simplified versions for people with autism (Jordanova et al., 2013). While the simplification was performed by experts working with autistic people who followed autism-specific simplification guidelines (Martos et al., 2012), the corpus was never actually evaluated by autistic readers. The other corpus, compiled by Feng et al. (2009), is called LocalNews and is comprised of 11 newspaper articles and their simplified versions for adults with mild intellectual disability (ID). Unlike FIRST, LocalNews has been evaluated by 20 adults with mild ID.

2.2 Strengths and Limitations of the Existing Corpora

A great advantage of using parallel corpora such as those mentioned above is that the original and simplified sentences are aligned, which allows automatic learning of simplification rules, hence the use of the corpora not only for evaluation but also for development of TS systems. However, currently there is no information as to whether manual simplification done with the primary objective of producing aligned corpora is of a similar quality to accessible documents produced with the reader in mind (e.g. easy-read documents). At present, this question remains an avenue for future research into the quality of resources used in TS. In addition, few of these corpora have actually been evaluated on relevant reader groups and in some cases (e.g. FIRST) the sole fact that the simplification has been done by experts is used to ensure the quality of the resource. Finally, a drawback of all corpora mentioned above is the fact that they all come from one source only (e.g. Wikipedia or Encyclopedia Britannica) and are genre-specific (encyclopedic articles, newspaper articles in the case of Local-News, newspaper and informational articles in the case of FIRST).

Compiling a corpus of easy-read documents has the potential to overcome the issues related to source and genre, because: 1) easy-read texts come from a variety of sources (the credibility of some of them being uncertain, which is why we are first going to assess the compliance of these documents collected from the Web with their production guidelines) and 2) they cover a wider variety of genres such as newspaper articles, general informational articles, healthcare, politics, literature, fun facts, etc. (Section 3). Finally, easy-read documents are widely available and do not require the time-consuming rewriting of original articles.

3 Assessing Compliance of Easy-Read Documents On the Web

As an initial step towards the development of a corpus of easy-read documents, we have first collected a sample of 150 easy-read documents in order to assess their compliance with the guidelines for their production.

3.1 Collecting a Sample of Easy-Read Documents

The sample of 150 documents consists of 78,324 words and 12,692 sentences in total. The average number of sentences per document was 84.05 with standard deviation (SD) of 98.7 and average sentence length in words 6.3 (SD = 2.17). The average number of words per document was 518.7 (SD = 624.18). When collecting this sample, we have tried to make it a balanced representation of sources and genres. The documents included in the sample were obtained from various UK and US charity organisation websites (38 documents), government departments (26 documents), healthcare services (32 documents), as well as demos of adapted books from educational websites (3 documents) and online news websites for people with disabilities (50 documents). All documents were written in English. The topics of the documents were highly dependent on their sources and thus they encompass healthcare, news, literature, politics, policies, and general information for everyday life, which is typically provided by the charity organisations (e.g. how to shop for healthy food or how to make a doctor’s appointment). In Section 3.2 we analyse some characteristics of this sample, relevant to the initial guidelines for creating easy-read texts.

3.2 Linguistic Features

There are various guidelines for creating easy-read documents (Freyhoff, 1998; Nomura, Nielsen and Tronbacke, 2010), with some charity organisations creating manuals of their own. In this paper we focus on the linguistic aspect of these documents by summarising the main points of the Make It Simple guidelines (Freyhoff, 1998), as a well-known resource for producing easy-read documents, and by analysing the easy-read sample through identifying and measuring 13 features relevant to the postulates of these
guidelines. Column 1 in Table 1 lists the main recommendations of the writing guidelines, matched with corresponding linguistic features used in our analysis reflecting these recommendations (column 2). Column 3 gives the scores obtained for these features for our sample of 150 documents. The features were obtained with the Coh-Metrix 3.0 system (McNamara, 2013).

<table>
<thead>
<tr>
<th>Writing Rules</th>
<th>Linguistic Features</th>
<th>Score</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use short sentences</td>
<td>Average Sentence Length in Words</td>
<td>6.3</td>
<td>2.17</td>
</tr>
<tr>
<td>Use short words of everyday spoken language</td>
<td>Average Word Length in Syllables</td>
<td>1.44</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Word Frequency</td>
<td>2.43</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Age of Acquisition</td>
<td>317.4</td>
<td>35.7</td>
</tr>
<tr>
<td></td>
<td>Familiarity</td>
<td>580.8</td>
<td>7.58</td>
</tr>
<tr>
<td>Use active verbs</td>
<td>Agentless Passive Voice Density</td>
<td>7.53</td>
<td>8.36</td>
</tr>
<tr>
<td>Use positive language</td>
<td>Negation Density</td>
<td>9.16</td>
<td>8.66</td>
</tr>
<tr>
<td>Use many personal words</td>
<td>1st Person Singular Pronoun Incidence</td>
<td>5.34</td>
<td>19.6</td>
</tr>
<tr>
<td></td>
<td>2nd Person Pronoun Incidence</td>
<td>34.24</td>
<td>39.5</td>
</tr>
<tr>
<td>Avoid abstract concepts</td>
<td>Imagability</td>
<td>419.8</td>
<td>29.4</td>
</tr>
<tr>
<td></td>
<td>Concreteness</td>
<td>388.9</td>
<td>33.4</td>
</tr>
<tr>
<td>Use simple language</td>
<td>Flesch Reading Ease</td>
<td>78.84</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>Flesch-Kincaid Grade Level</td>
<td>3.83</td>
<td>1.75</td>
</tr>
</tbody>
</table>

Table 1: Writing rules (Freyhoff, 1998) and their corresponding linguistic features

As can be seen from Table 1, we have used the **average sentence length in words** feature as a straightforward measure of the *Length of the Sentences*. The use of *Short Words of Everyday Language* we measure through 4 indices: **word length**, **word frequency**, **age of acquisition and familiarity**, the latter two being based on norms from the MRC psycholinguistic database (Giloohy and Logie, 1980) incorporated into the Coh-Metrix 3.0 package (McNamara, 2013). The MRC database is based on human ratings, where a word is assigned low AOA index if most people have rated it as acquired early in childhood, e.g. words such as *milk* or *pony* have a score of 202 and words such as *dogma* or *matrix* have a score of 700. The familiarity index goes into the opposite direction: a high score means that the word is very familiar for a large part of the population sample. By comparison, the familiarity of the word *milk* has received a score of 588, while *dogma* is 328.

The use of **Active Verbs** and **Positive Language** has been measured through counting the number of passive voice and negative constructions respectively, so the lower the scores of these indices are, the higher the readability. Use of **Personal Words** is defined in the guidelines as: “Address your readers in a direct and personal form”. To account for this aspect we have included indices such as first person and second person pronoun incidence. **Abstractness** is measured through imagability and word concreteness indices, which aim to identify words that evoke mental images and are thus easier to process, based on human ratings from (Gilhooly and Logie, 1980). Finally, the general **Simplicity of Language** is measured through two widely-used readability formulae: Flesch Reading Ease where 0=very difficult and 100=very easy (Flesch, 1948) and Flesch-Kincaid Grade Level, where 0 = very easy and 12=very difficult (Kincaid et al., 1975).

Other rules in the guidelines, which were not evaluated in this experiment due to lack of relevant linguistic indices, were: Use Practical Examples; Address the Readers in a Respectful Form, Cover Only One Idea per Sentence, Do Not Assume Previous Knowledge, Use Words Consistently, Do Not Use the Subjunctive Tense and Be Careful with Metaphors and Figurative Language.

### 3.3 Results

The results indicate that, indeed, the documents in the sample used fairly short sentences of 6.3 words on average, as well as short words of 1.44 syllables on average. Most of the words have also been acquired early in childhood (AOA = 317.4) and are highly familiar (familiarity index = 580.82). Imagability (419.78) and concreteness (388.87) are also high, meaning that most of the words were not abstract. Overall, we can conclude that the lexical component of the sample complies with the requirements of the guidelines. We can also observe very few uses of passive voice (7.53) or negation (9.16) and a very high second person pronoun incidence (34.24), showing that the reader has often been addressed directly.

The Flesch and Flesch-Kincaid formulae also demonstrate a good level of readability of the texts. The Flesch formula has an average score of
78.84 for the sample, where a score of 0 stands for “very difficult” and a score of 100 stands for “very easy”; the Flesch-Kincaid Grade Level goes in the opposite direction (the lower the score, the easier the text) and gave an average value of 3.83 for our sample.

Even though all measures indicate a very good level of accessibility of the documents, the SD measures vary greatly, which means that some of the documents score very highly in some of the measures, while others had very low scores. To investigate this further, we ranked all texts based on the scores of the Flesch Reading Ease formula. Focusing on the lower quartile, we identified 11 texts from miscellaneous sources, the Flesch readability of which was under the recommended threshold of 65 for documents written in plain English (Flesch, 1948), with some of them going as low as 43.1 or 48.77. The Flesch Reading Ease measure was consistent with the rest of the measures in identifying these 11 texts as deviant from the other 139 ones and thus we regard these as easy-read documents with lower compliance to the guidelines and thus with potentially lower accessibility.

As a whole, the results indicate that the selected sample of accessible texts complies with the standard set out in the easy-read guidelines. Only 7.33% of the texts (11 documents) showed readability under the threshold for what could be considered an accessible document. However, it is known that readability indices are an approximation only and do not account for all aspects of the text and reader interaction (DuBay, 2004). Thus, we can conclude that easy-read documents randomly selected from various domains on the Web overall comply with the rules in the easy-read guidelines.

In the next section we compare the sample of 150 documents to other corpora, which have previously been used as a gold standard in text simplification for people with disabilities.

4 Assessing the Suitability of Easy-Read Documents for Different Target Populations

Knowing that the majority of the easy-read documents available on the Web comply with the rules of easy-read production guidelines is not enough to accept them as apt for all types of readers with disabilities without evaluating their suitability: a text which is too simplistic or too challenging for a particular group of readers may cause them to lose interest in the text and may diminish their motivation. We evaluate the suitability of easy-read documents with respect to readers with autism (Section 4.1) and readers with mild ID (Section 4.2) by comparing them with corpora evaluated by these readers (LocalNews corpus in the case of ID) or developed by experts (FIRST corpus in the case of autism). If the easy-read sample is significantly more complex or simplistic than the texts in the FIRST and LocalNews corpora, its suitability as a gold standard for accessible texts for readers with autism might be disputed based on the level of simplification the users (LocalNews) and the experts (FIRST) have perceived as suitable for the relevant populations.

4.1 Autism

Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder characterised with impairment in social interaction and communication, which influences the language comprehension abilities of the affected individuals (APA, 2013). In previous research we evaluated the suitability of 7 randomly selected easy-read documents from the same 150 document sample used in this study on 20 adults with autism (without intellectual disability) and 20 non-autistic adults matched for age and level of education (Yaneva, Temnikova and Mitkov, 2015). The level of comprehension was assessed through: 1) multiple choice questions, 2) reading times and 3) self-reported difficulty measures for each document. The results indicate that all documents were well understood by all participants, with the autistic participants requiring significantly more time to read them compared with the non-autistic ones. In addition, the autistic participants rank the texts from predominantly “very easy” and “easy” to “moderate” and in a few cases “difficult”, while the vast majority of the non-autistic participants rank them as “very easy”. The study concluded that easy-read documents are understandable enough for adult readers with autism (without intellectual disability), while their perceived level of difficulty is not so trivial as to bore the readers.

As mentioned in Section 2, the FIRST corpus consists of 25 original texts and their parallel simplified versions from the genres of news, education and popular culture. It has been produced by experts specifically working with autistic adults but has never been evaluated by its target population. Our easy-read sample, on the other hand, has been partially evaluated with participants (7 documents only (Yaneva et al., 2015))
and has been produced for people with disabilities as a primary purpose. The comparison of the two corpora is based on the same 13 features as described in Section 3.2.

A Shapiro-Wilk test showed that the data was non-normally distributed, so a Wilcoxon paired signed rank test was applied to compare the differences between the two corpora. Table 2 shows the results of the Wilcoxon test, where the z scores marked in bold indicate 0.001 level of significance.

The main difference between the FIRST corpus and the easy-read texts is that the sentences in FIRST are significantly longer than the ones in the easy-read sample. This difference in sentence length is also the reason why the Flesch Reading Ease formula does not find a significant difference between the levels of difficulty of the two corpora, while Flesch-Kincaid distinguishes between their levels of difficulty, due to its subtler sensitivity to sentence length. The lexical component in both corpora is equally simple, except the fact that the words in the easy-read documents have a higher familiarity level. Finally, the FIRST corpus does not contain many instances where the readers are addressed by second person pronouns, but this could be attributed to the lack of instructional texts in the FIRST corpus compared with the easy-read sample.

### 4.2 Mild Intellectual Disability

Intelligent Disability (ID) is a condition involving impairment in the general mental abilities of the affected individuals (APA, 2013). The LocalNews parallel corpus (Feng et al., 2009) contains 11 newspaper articles simplified by experts working with adults with mild intellectual disability (MID). Unlike FIRST, LocalNews has been evaluated by 20 adults with MID (Feng et al., 2009). In order to avoid genre bias we only compare the LocalNews corpus against 50 easy-read newspaper articles from our sample. A Shapiro-Wilk test identified the data as non-normally distributed, which is why, similar to the experiment with FIRST, a Wilcoxon signed-rank pair test was applied. The z scores for all 13 features are summarised in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Sent length</th>
<th>Word length</th>
<th>Freq</th>
<th>AOA</th>
<th>Familiarity</th>
<th>Concr</th>
<th>Imagability</th>
<th>Passive</th>
<th>Negation</th>
<th>1st pers.</th>
<th>2nd pers.</th>
<th>Flesch</th>
<th>Flesch–Kincaid</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIRST vs. ER</td>
<td>-4.4</td>
<td>-0.1</td>
<td>-1.4</td>
<td>-1.5</td>
<td>-3</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-1.8</td>
<td>-0.2</td>
<td>-0.6</td>
<td>-1.7</td>
<td>-3.6</td>
<td>-3.5</td>
</tr>
<tr>
<td>LN vs. ER</td>
<td>-2.9</td>
<td>-0.5</td>
<td>-2.7</td>
<td>-0.5</td>
<td>-1.7</td>
<td>-1.3</td>
<td>-1.3</td>
<td>-1.8</td>
<td>-0.2</td>
<td>-1.6</td>
<td>-1</td>
<td>-0.6</td>
<td>-1.8</td>
</tr>
</tbody>
</table>

Table 2: Wilcoxon test Z scores for the FIRST and LocalNews (LN) corpora compared to the Easy-Read (ER) sample

Similar to the results from the comparison with the FIRST corpus, again the average sentence length for each document from the easy-read sample is shorter than the average sentence length in the LocalNews corpus, though not to the extent to influence the Flesch-Kincaid formula, which in this case did not differentiate significantly between the two groups of texts. The only other difference is the fact that the words in the easy-read sample had higher frequency scores than those in the LocalNews corpus.

### 5 Conclusions and Future Work

The results of the presented studies showed that easy-read documents, which were randomly accessed from various domains on the Web, such as charity organisations and government or healthcare websites, comply with the accessibility standard set in the easy-read guidelines. Second, these texts did not exceed the level of difficulty of corpora previously used as a gold standard for accessible writing for autism and mild intellectual disability. Quite the opposite, a presence of shorter sentences and more familiar words was shown, but these did not influence the indices to an extent that would put the easy-read documents in a whole new class of documents, which might be deemed as too simplistic. By satisfying the prerequisites of having good compliance and suitability for autism and MID, easy-read documents show the potential of being a valid gold standard for accessible documents. Future challenges include exploring the possibility of creating a monolingual comparable corpus of easy-read documents and documents developed for the general audience (e.g. the Conservative Party manifesto versions in Section 1). The creation of such a corpus would allow investigation of ways of aligning parts of these documents where possible, for the purposes of improving automatic text simplification for people with disabilities.
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