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The Joint Conference on Lexical and Computational Semantics (*SEM) provides a forum of exchange for the growing number of NLP researchers working on different aspects of semantic processing. After the previous editions of *SEM in Montreal (2012), Atlanta (2013), and Dublin (2014), the 2015 edition will take place in Denver on June 4 and 5 and is colocated with SemEval and NAACL. As in 2014 at COLING, also on this occasion *SEM and SemEval chose to coordinate their programs by featuring a joint invited talk. In this way, *SEM aims to bring together the ACL SIGLEX and ACL SIGSEM communities.

The acceptance rate of *SEM 2015 was quite competitive: out of 98 submissions, we accepted 36 papers for an overall acceptance of 37%. The acceptance rate of long paper that were accepted for oral presentation (18 out of 62) is 29%. The papers cover a wide range of topics including distributional semantics; lexical semantics and lexical acquisition; formal and linguistic semantics; discourse semantics; lexical resources, linked data and ontologies; semantics for applications; and extra-propositional semantics: sentiment and figurative meaning.

The *SEM 2015 program consists of oral presentations for selected long papers and a poster session for long and short papers.

Day One, June 4th:

- Joint *SEM SemEval keynote talk by Marco Baroni;
- Oral presentation sessions on distributional semantics, lexical semantics, and extra-propositional semantics;
- Poster session.

Day Two, June 5th:

- Keynote talk by Preslav Natkov;
- Oral presentation sessions on semantics for applications, lexical resources and ontologies, formal semantics, and discourse semantics;
- *SEM Best Paper Award.

We cannot finish without saying that *SEM 2015 would not have been possible without the considerable efforts of our area chairs, their reviewers, and the computational semantics community in general.
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Distributional semantic methods have some a priori appeal as models of human meaning acquisition, because they induce word representations from contextual distributions naturally occurring in corpus data without need for supervision. However, learning the meaning of a (concrete) word also involves establishing a link between the word and its typical visual referents, which is beyond the scope of classic, text-based distributional semantics. Since recently several proposals have been put forward about how to induce multimodal word representations from linguistic and visual contexts, it is natural to ask if this line of work, besides its practical implications, can help us to develop more realistic, grounded models of human word learning within the distributional semantics framework.

In my talk, I will report about two studies in which we used multimodal distributional semantics (MDS) to simulate human word learning. In one study, we first measured the ability of subjects to link a nonce word to relevant linguistic and visual associates when prompted only by exposure to minimal corpus evidence about it. We then simulated the same task with an MDS model, finding its behavior remarkably similar to that of subjects. In the second study, we constructed a corpus in which child-directed speech is aligned with real-life pictures of the objects mentioned by care-givers. We then trained our MDS model on these data, and inspected the generalizations it learned about the words in the corpus and the objects they might denote.

The results highlight interesting issues not only for distributional semantics (can we build meaningful word representations from very limited contexts? are such representations reasonably human-like?), but also for the study of human language acquisition (are we "done" with learning a word once we associate it to a referent? do we incrementally refine our word representations? is an explicit cross-situational mechanism really necessary?).
The 60-year-old dream of computational linguistics is to make computers capable of communicating with humans in natural language. This has proven hard, and thus research has focused on sub-problems. Even so, the field was stuck with manual rules until the early 90s, when computers became powerful enough to enable the rise of statistical approaches. Eventually, this shifted the main research attention to machine learning from text corpora, thus triggering a revolution in the field.

Today, the Web is the biggest available corpus, providing access to quadrillions of words; and, in corpus-based natural language processing, size does matter. Unfortunately, while there has been substantial research on the Web as a corpus, it has typically been restricted to using page hit counts as an estimate for $n$-gram word frequencies; this has led some researchers to conclude that the Web should be only used as a baseline.

In this talk, I will reveal some of the hidden potential of the Web that lies beyond the n-gram, with focus on the syntax and semantics of English noun compounds. I will further show how these ideas apply to a number of NLP problems, including syntactic parsing and machine translation, among others. Finally, I will share some thoughts about the future of lexical semantics and machine translation, in view of the ongoing deep learning revolution.
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Abstract

This paper proposes neural networks for integrating compositional and non-compositional sentiment in the process of sentiment composition, a type of semantic composition that optimizes a sentiment objective. We enable individual composition operations in a recursive process to possess the capability of choosing and merging information from these two types of sources. We propose our models in neural network frameworks with structures, in which the merging parameters can be learned in a principled way to optimize a well-defined objective. We conduct experiments on the Stanford Sentiment Treebank and show that the proposed models achieve better results over the model that lacks this ability.

1 Introduction

Automatically determining the sentiment of a phrase, a sentence, or even a longer piece of text is still a challenging problem. Data sparseness encountered in such tasks often requires to factorize the problem to consider smaller pieces of component words or phrases, for which much research has been performed on bag-of-words or bag-of-phrases models (Pang and Lee, 2008; Liu and Zhang, 2012). More recent work has started to model sentiment composition (Moilanen and Pulman, 2007; Choi and Cardie, 2008; Socher et al., 2012, Socher et al., 2013), a type of semantic composition that optimizes a sentiment objective. In general, the composition process is critical in the formation of the sentiment of a span of text, which has not been well modeled yet and there is still scope for future work.

Compositionality, or non-compositionality, of the senses of text spans is important for language understanding. Sentiment, as one of the major semantic differential categories (Osgood et al., 1957), faces the problem as well. For example, the phrase must see or must try in a movie or restaurant review often indicates a positive sentiment, which, however, may be hard to learn from the component words. More extreme examples, e.g., slangs like bad ass, are not rare in social media text. This particular example can actually convey a very positive sentiment even though its component words are very negative. In brief, a sentiment composition framework that can consider both compositional and non-compositional sentiment is theoretically interesting.

From a more pragmatical viewpoint, if one is able to reliably learn the sentiment of a text span (e.g., an ngram) holistically, it would be desirable that a composition model has the ability to decide the sources of knowledge it trusts more: the composition from the component words, the non-compositional source, or a soft combination of them. In such a situation, whether the text span is actually composable may be blur or may not be a concern.

In general, the composition of sentiment is a rather complicated process. As a glimpse of evidence, the effect of negation words on changing sentiment of their scopes appears to be a complicated function (Zhu et al., 2014). The recently proposed neural networks (Socher et al., 2013; Socher et al., 2011) are promising, for their capability of modeling complicated functions (Mitchell, 1997) in
general, handling data sparseness by learning low-dimensional embeddings at each layer of composition, and providing a framework to optimize the composition process in principled way.

This paper proposes neural networks for integrating compositional and non-compositional sentiment in the process of sentiment composition. To achieve this, we enable individual composition operations in a recursive process to possess the capability of choosing and merging information from these two types of sources. We propose our models in neural network frameworks with structures (Socher et al., 2013), in which the merging parameters can be learned in a principled way to optimize a well-defined objective. We conduct experiments on the Stanford Sentiment Treebank and show that the proposed models achieve better results over the model that does not consider this property.

2 Related work

Composition of sentiment Early work on modeling sentiment does not examine semantic composition closely (Pang and Lee, 2008; Liu and Zhang, 2012), as mentioned above. Recent work has considered sentiment-oriented semantic composition (Moilanen and Pulman, 2007; Choi and Cardie, 2008; Socher et al., 2012; Socher et al., 2013), or simply called sentiment composition in this paper. For example, Moilanen and Pulman (2007) used a collection of hand-written compositional rules to assign sentiment values to different granularities of text spans. Choi and Cardie (2008) proposed a learning-based framework. The more recent work of (Socher et al., 2013) proposed models based on neural networks that do not rely on any heuristic rules. Such models work in a bottom-up fashion over a tree to infer the sentiment label of a phrase or sentence as a composition of the sentiment expressed by its constituting parts. The approach leverages a principled method, the forward and backward propagation, to optimize the system performance. In this paper, we follow the neural network approach to integrate compositional and non-compositional sentiment in sentiment composition.

Prior knowledge of sentiment Integrating non-compositional sentiment into the composition process can be viewed as introducing some prior sentiment knowledge, as in general the sentiment of a word or a phrase perceived independent of its context is often referred to as prior sentiment. Word-level prior sentiment is typically annotated in manual sentiment lexicons (Wilson et al., 2005; Hu and Liu, 2004; Mohammad and Turney, 2010), or learned in an unsupervised or semisupervised way (Hatzivassiloglou and McKeown, 1997; Esuli and Sebastiani, 2006; Turney and Littman, 2003; Mohammad et al., 2009). More recently, sentiment indicators, such as emoticons and hashtags, are utilized (Go et al., 2009; Davidov et al., 2010; Koulopmpis et al., 2011; Mohammad, 2012; Mohammad et al., 2013a). With enough data, such freely available (but noisy) annotation can be used to learn the sentiment of ngrams. In our study, we will investigate in the proposed composition models the effect of automatically learned sentimental ngrams.

3 Prior-enriched semantic networks

In this paper, we propose several neural networks that enable each composition operation to possess the ability of choosing and merging sentiment from lower-level composition and that from non-compositional sources. We call the networks Prior-Enriched Semantic Networks (PESN). We present several specific implementations based on RNTN (Socher et al., 2013); the latter has showed to be a state-of-the-art sentiment composition framework. However, the realization of a PESN node is not necessarily only tied with RNTN.

Figure 1 shows a piece of PESN. Each of the three big nodes, i.e., \( N_1, N_2, \) and \( N_3 \), corresponds to a node in a constituency parse tree; e.g., \( N_3 \) may correspond to the phrase *not a must try*, where \( N_1 \) and \( N_2 \) are *not* and *a must try*, respectively. We extend each of the nodes to possess the ability to consider sentiment from lower-level composition and non-compositional sources. In node \( N_3 \), knowledge from the lower-level composition is represented in the hidden vector \( i_3 \), which is merged with non-compositional knowledge represented in \( e_3 \), and the merged information is saved in \( m_3 \). The black box in the center performs the actual merging, which integrates the two knowledge sources in order to min-
imize an overall objective function that we will dis-
cuss in detail later. The recursive neural networks
and the forward-backward propagation over struc-
tures (Socher et al., 2013; Goller and Kchler, 1996)
provide a principled way to optimize the whole net-
work.

3.1 Regular bilinear merging

The most straightforward way of implementing a
PESN node is probably through a regular bilinear
merging. Take node $N_3$ in Figure 1 as an example;
the node vector $m_3$ will be simply merged from $i_3$
and $e_3$ as follows:

$$m_3 = \tanh(W_m \begin{bmatrix} i_3 \\ e_3 \end{bmatrix} + b_m)$$ (1)

Again, vector $i_3$ contains the knowledge from the
lower-level composition; $e_3$ is a vector representing
non-compositional sentiment information, which
can be either from human annotation or automati-
cally learned resources. Note that in the network,
all hidden vectors $m$ and $i$ (including word embed-
ding vectors) have the same dimensionality $d$, but
the non-compositional nodes, i.e., the nodes $e$, do
not necessarily have to have the same number of el-
ements, and we let $l$ be their dimensionality. The
merging matrix $W_m$ is $d$-by-$(d+l)$.

As in this paper we discuss PESN in the frame-
work of RNTN, computation outside the nodes
$N_1, N_2, N_3$ follows that for the standard three-way
tensors in RNTN. That is, the hidden vector $i_3$ is
computed with the following formula:

$$i_3 = \tanh \left( W_r^T \begin{bmatrix} m_1 \\ m_2 \end{bmatrix} V_r \begin{bmatrix} m_1 \\ m_2 \end{bmatrix} + W_r \begin{bmatrix} m_1 \\ m_2 \end{bmatrix} \right)$$ (2)

where, $W_r \in \mathbb{R}^{d \times (d+d)}$ and $V_r \in \mathbb{R}^{(d+d) \times (d+d) \times d}$
are the matrix and tensor of the composition func-
tion used in RNTN, respectively, each of which is
shared over the whole tree in computing vectors $i_1$,
$i_2$, and $i_3$.

3.2 Explicitly gated merging

Compared to the regular bilinear merging model, we
here further explicitly control the input of the com-
positional and non-compositional semantics. Ex-
plicitly gating neural network has been studied in the
literature. For example, the long short-term mem-
ory (LSTM) utilizes input gates, together with out-
put gates and forget gates, to guide memory blocks
to remember/forget history (Hochreiter and Schmid-
huber, 1997).

For our purpose here, we explore an input gate to
explicitly control the two different input sources. As
shown in Figure 2, an additional gating layer $g_3$ is
used to control $i_3, e_3$ explicitly.

$$g_3 = \sigma \left( \begin{bmatrix} W_{ge} \\ W_{gi} \end{bmatrix} \begin{bmatrix} i_3 \\ e_3 \end{bmatrix} + b_g \right)$$ (3)

$$m_3 = \tanh \left( W_m (g_3 \odot \begin{bmatrix} i_3 \\ e_3 \end{bmatrix}) + b_m \right)$$ (4)

The sign $\odot$ is a Hadamard product; $\sigma$ is a logis-
tic sigmoid function instead of a $\tanh$ activation,
which makes the gating signal $g_3$ to be in the range
of $[0, 1]$ and serve as a soft switch (not a hard binary
0/1 switch) to explicitly gate \( i_3 \) and \( e_3 \). Note that elsewhere in the network, we still use \( \tanh \) as our activation function. In addition, \( W_{g_e} \in \mathbb{R}^{d \times l} \) and \( W_{g_l} \in \mathbb{R}^{l \times d} \) are the weight matrices used to calculate the gate vector.

### 3.3 Confined-tensor-based merging

The third approach we use for merging compositional and non-compositional knowledge employs tensors, which are able to explore multiplicative combination among variables. Tensors have already been successfully used in a wide range of NLP tasks in capturing high-order interactions among variables. The forward computation of \( m_3 \) follows:

\[
m_3 = \tanh \left( i_3^T \cdot V_{m}^{[1:d]} e_3 + W_m \begin{bmatrix} i_3 \\ e_3 \end{bmatrix} \right)
\]

where \( V_{m}^{[1:d]} \in \mathbb{R}^{(d+l) \times (d+l) \times d} \) is the tensor \( m \) that defines multiple bilinear forms, and the matrix \( W_m \) is as defined in the previous models.

As we focus on the interaction between \( i_3 \) and \( e_3 \), we force each slice of tensor, e.g. \( V_{m}^{[k]} \), to have zero-valued blocks. More specifically, the top-right \( d \)-by-\( l \) block of the piece matrix \( V_{m}^{[k]} \) \((k \in \{1...d\})\) and the bottom-left \( l \)-by-\( d \) block are non-zero parameters, used to capture multiplicative, element-pair interactions between \( i_3 \) and \( e_3 \), while the rest block are set to be zero, to ignore interactions between those variables within \( i_3 \) and those within \( e_3 \). This does not only make the model focus on the interaction between vector \( i \) and \( e \), it also helps significantly reduce the number of parameters to estimate, which, otherwise, could potentially lead to overfitting. We call this model confined-tensor-based merging.

### 3.4 Learning and inference

#### Objective

The overall objective function in learning PESN, following (Socher et al., 2013), minimizes the cross-entropy error between the predicted distribution \( y_{sen_i} \in \mathbb{R}^{c \times 1} \) at a node \( i \) and the target distribution \( t_i \in \mathbb{R}^{c \times 1} \) at that node, where \( c \) is the number of sentiment categories. PESN learns the parameters that are used to merge the compositional and non-compositional sentiment so that the merging operations integrate the two sources in minimizing prediction loss. The neural network over structures provides a principled framework to optimize these parameters.

More specifically, the error over an entire sentence is calculated as a regularized sum:

\[
E(\theta) = \sum_i \frac{1}{2} \sum_j t^i_j \log y_{sen_i,j} + \lambda \| \theta \|^2
\]

where, \( \lambda \) is the regularization parameter, \( j \in c \) denotes the \( j \)-th element of the multinomial target distribution, \( \theta \) are model parameters that will be discussed below, and \( i \) iterates over all nodes \( i_x \) (e.g., \( i_1, i_2, \) and \( i_3 \)) in Figure 1, where the model predicts sentiment labels.

#### Backpropagation over the structures

To minimize \( E(\theta) \), the gradient of the objective function with respect to each of the parameters in \( \theta \) is calculated efficiently via backpropagation through structure (Socher et al., 2013; Goller and Kehler, 1996), after computing the prediction errors in forward propagation with formulas described above.

**Regular bilinear merging** The PESN implemented with simple bilinear merging has the following model parameters: \( \theta = (V_r, W_r, W_m, W_{label}, L) \).

As discussed above, \( V_r \) and \( W_r \) are the tensor and matrix in RNTN; \( W_m \) is the weight matrix for merging the compositional and non-compositional sentiment vectors. \( L \) denotes the vector representations of the word dictionary, and \( W_{label} \) is sentiment classification matrix used to predict sentiment label at a
node. Backpropagation on the regular bilinear merging node follows a standard derivative computation in a regular feed-forward network, which we skip here.

**Explicitly gated merging** In this model, in addition to $W_m$, we further learn two weight matrices $W_gi$ and $W_ge$, as introduced in Formula 3 and 4 above. Consider Figure 2 and let $\delta_m^3$ denote the error messages passed down to node $m_3$. The error messages are passed back to $i_3$ directly through the Hadamard product and also through the gate node $g_3$. The former, denoted as $\delta_{i3,dir}$, is calculated with:

$$\delta_{i3,dir} = (\delta_m^3 \otimes g_3)[1 : d]$$ (7)

where, $g_3$ is calculated with Formula 3 above in the forward process; $[1 : d]$ means taking the first $d$ elements of the vector yielded by the Hadamard product; the rest $[d + 1 : d + l]$ elements of the Hadamard product are discarded, as we do not update $e_3$, which is given as our prior knowledge.

The error messages passed down to gate vector $g_3$ is computed with

$$\delta g_3 = \delta_m^3 \otimes \begin{bmatrix} i_3 \\ e_3 \end{bmatrix} \otimes s'(g_3)$$ (8)

where, $s'(.)$ is the element-wise derivative of logistic function, which can be calculated only using $s(.)$, as $s(.) (1 - s(.))$. The derivative of $W_gi$ can be calculated with:

$$\frac{\partial E_{g_3}}{W_{gi}} = (\delta g_3[1 : d])e_3^T$$ (9)

Similarly, partial derivatives over $W_gi$ can be calculated. These values will be summed to the total derivative of $W_gi$ and $W_ge$, respectively. With these notations, the error messages passed down to $i_3$ through the gate can then be computed with:

$$\delta_{i3,gate} = W_g^T_i (\delta g_3[d + 1 : d + l])$$ (10)

and the total error messages to node $i_3$ is then:

$$\delta_{i3,total} = (\delta_{i3,dir} + \delta_{i3,gate} + \delta_{i3,local}) \otimes f'(i_3)$$ (11)

where $\delta_{i3,local}$ is the local error message from the sentiment prediction errors performed at the node $i_3$ itself to obtain the total error message for $i_3$, which is in turn passed down through regular RNTN tensor to the lower levels. $f(.)$ is the element-wise derivative of `tanh` function.

**Confined-tensor-based merging** In confined-tensor-based merging, the error messages passed to the two children $i_3$ and $e_3$ is computed with:

$$\delta_{i3,e_3} = (W_m^T \delta_m^3) \otimes f'(\begin{bmatrix} i_3 \\ e_3 \end{bmatrix}) + \delta_{tns}$$ (12)

where,

$$\delta_{tns} = \sum_{k=1}^{d} \delta_{m_3}^k (V_m^k) + (V_m^k)^T \begin{bmatrix} i_3 \\ e_3 \end{bmatrix} \otimes f'(\begin{bmatrix} i_3 \\ e_3 \end{bmatrix})$$ (13)

where the error messages to $i_3$ are the first $d$ numbers of elements of $\delta_{i3,e_3}$. The rest elements of $\delta_{i3,e_3}$ are discarded; as mentioned above, we do not update $e_3$ as it is given as the prior knowledge. We skip the derivative for the $W_m$. While the derivative of each slice $k(k = 1, \ldots, d)$ of the tensor $V$ is calculated with:

$$\frac{\partial E_{m_3}}{V_m^k} = \delta_{m_3,down}^k \begin{bmatrix} i_3 \\ e_3 \end{bmatrix}$$ (14)

Again, the full derivative for $V_m$ and $W_m$ is the sum of their derivatives over the trees. After the error message passing from $m_3$ to $i_3$ is obtained, it can be summed up with the local error message from the sentiment prediction errors at the node $i_3$ itself to obtain the total error message for $i_3$, which is in turn used to calculate the error messages passed down as well as the derivative in the lower-level tree.

## 4 Experiments

### 4.1 Data

We use the Stanford Sentiment Treebank (Socher et al., 2013) in our experiments. The data contain about 11,800 sentences from the movie reviews that were originally collected by Pang and Lee (2005).
The sentences were parsed with the Stanford parser (Klein and Manning, 2003). Phrases at all the tree nodes were manually annotated with sentiment values. We use the same split of the training and test data as in (Socher et al., 2013) to predict the sentiment categories of the roots (sentences) and the phrases, and use the same evaluation metric, classification accuracy, to measure the performances.

4.2 Obtaining non-compositional sentiment

In our experiments, we explore in sentiment composition the effect of two different types of non-compositional sentiment: (1) sentiment of ngrams automatically learned from an external, much larger corpus, and (2) sentiment of ngrams assigned by human annotators.

Following the method proposed in (Mohammad et al., 2013b), we learn sentimental ngrams from Tweets. The unsupervised approach utilizes hashtags, which can be regarded as conveying freely available (but noisy) human annotation of sentiment. More specifically, certain words in tweets are specially marked with the hash character (#) to indicate the topic, sentiment polarity, or emotions such as joy, sadness, angry, and surprised. With enough data, such artificial annotation can be used to learn the sentiment of ngrams by their likelihood of co-occurring with such hashtagged words.

More specifically, a collection of 78 seed hashtags closely related to positive and negative such as #good, #excellent, #bad, and #terrible were used (32 positive and 36 negative). These terms were chosen from entries for positive and negative in the Roget’s Thesaurus. A set of 775,000 tweets that contain at least a positive hashtag or a negative hashtag were used as the learning corpus. A tweet was considered positive if it had one of the 32 positive seed hashtags, and negative if it had one of the 36 negative seed hashtags. The association score for an ngram \( w \) was calculated from these pseudo-labeled tweets as follows:

\[
\text{score}(w) = \text{PMI}(w, \text{positive}) - \text{PMI}(w, \text{negative})
\]

where PMI stands for pointwise mutual information, and the two terms in the formula calculate the PMI between the target ngram and the pseudo-labeled positive tweets as well as that between the ngram and the negative tweets, respectively. Accordingly, a positive score(\( \cdot \)) indicates association with positive sentiment, whereas a negative score indicates association with negative sentiment.

We use in our experiments the bigrams and trigrams learned from the dataset with the occurrences higher than 5. We assign these ngrams into one of the 5 bins according to their sentiment scores obtained with Formula 15: \((-\infty, -2), (-2, -1), (-1, 1), [1, 2), \) and \([2, +\infty)\). Each ngram is now given a one-hot vector, indicating the polarity and strength of its sentiment. For example, a bigram with a score of -1.5 will be assigned a 5-dimensional vector \([0, 1, 0, 0, 0]\), indicating a weak negative. Note that PESN can also take into other forms of sentiment embeddings, such as those learned in (Tang et al., 2014).

In addition, the Stanford Sentiment Treebank contains manually annotated sentiment for each individual phrase in a parse tree, so we use such annotation but not other manual lexicons, by assuming such annotation fits the corpus itself the best. Specifically, we use bigram and trigram annotation in the treebank. Note that even longer ngrams are much sparser and probably less useful in general, one may learn sentiment for multi-word expressions of a larger length, which we will leave as future work.

4.3 Results

Overall prediction performance Table 1 shows the accuracies of different models on Stanford Sentiment Treebank. We evaluate the models on 5-category sentiment prediction at both the sentence (root) level and at all nodes (including roots).

\(^1\) The results reported in Table 1 are all based on the version 3.3.0 of the Stanford CoreNLP\(^2\) and our implementation of PESN on it. The CoreNLP includes a java implementation of RNTN.\(^3\) To make the results reported in the table comparable, we trained the

\(^1\) The package only gives approximate accuracies for 2-category sentiment, which are not included here in the table.

\(^2\) http://nlp.stanford.edu/sentiment/code.html

\(^3\) The matlab code used in (Socher et al., 2013) is not published.
<table>
<thead>
<tr>
<th>Models</th>
<th>sentence-level (roots)</th>
<th>all phrases (all nodes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) RNTN</td>
<td>42.44</td>
<td>79.95</td>
</tr>
<tr>
<td>(2) Regular-bilinear (auto)</td>
<td>42.37</td>
<td>79.97</td>
</tr>
<tr>
<td>(3) Regular-bilinear (manu)</td>
<td>42.98</td>
<td>80.14</td>
</tr>
<tr>
<td>(4) Explicitly-gated (auto)</td>
<td>42.58</td>
<td>80.06</td>
</tr>
<tr>
<td>(5) Explicitly-gated (manu)</td>
<td>43.21</td>
<td>80.21</td>
</tr>
<tr>
<td>(6) Confined-tensor (auto)</td>
<td>42.99</td>
<td>80.49</td>
</tr>
<tr>
<td>(7) Confined-tensor (manu)</td>
<td><strong>43.75</strong>†</td>
<td><strong>80.66</strong>†</td>
</tr>
</tbody>
</table>

Table 1: Model performances (accuracies) on predicting 5-category sentiment at the sentence (root) level and phrase-level on Stanford Sentiment Treebank. The numbers in the bold font are the best performances achieved on the two tasks. Both results are statistically significantly better \(p < 0.05\) than the corresponding RNTN results.

RNTN models with the default parameter\(^4\) and run the training from 5 different random initializations, and report the best results we observed.

The rows in the table marked with \textit{auto} are models using the automatically learned ngrams, and those marked with \textit{manu} using manually annotated sentiment for bigrams and trigrams. Note that the non-compositional sentiment of a node is only used to predict the sentiment of phrases above it in the tree. For example, in Figure 1 discussed earlier, the effect of \(e_1\) and \(e_2\) will be used to predict the sentiment of \(i_3\) and other node \(i\) above, but not that of \(i_1\) and \(i_2\) themselves, avoiding the concern of using the annotation of a tree node to predict the sentiment of itself.

The models in general benefit from incorporating the non-compositional knowledge. The numbers in the bold font are the best performance achieved on the two tasks. While using the simple regular bilinear merging shows some gains, the more complicated models achieve further improvement.

Above we have seen the general performance of the models. Below, we take a closer look at the prediction errors at different depths of the sentiment treebank. The \textit{depth} here is defined as the longest distance between a tree node and its descendant leaves. In Figure 3, the x-axis corresponds to different depths and y-axis is the accuracy. The figure was drawn with the RNTN and the model (7) in Table 1, so as to study the compositional property in the ideal situation where the lexical has a full coverage of bigrams and trigrams.

\[^4\text{java -mx8g edu.stanford.nlp.sentiment.SentimentTraining -numHid 25 -trainPath train.txt -devPath dev.txt -train -model model.ser.gz}\]

![Figure 3: Errors made at different depths in the sentiment tree bank.](image)

The figure shows that using the confined tensor to combine holistic sentiment information outperforms the original RNTN model that does not consider this, starting from depth 3, showing the benefit of using holistic bigram sentiment. The improvement increases at depth 4 (indicating the benefit of using trigram sentiment), and then was propagated to the higher levels of the tree. As discussed above, we only use non-compositional sentiment of a node to predict the sentiment of the phrases above it in the tree but not the node itself. And the system still needs to balance which source it trusts more, by optimizing the overall objective.

Although the empirical improvement may depend on the percentage of non-compositional instances in a data set or the sentiment that need to be learned holistically, we present here the first effort, according to our knowledge, on studying the concern of in-
integrating compositional and non-compositional sentiment in the semantic composition process.

5 Conclusions and future work

This paper proposes models for integrating compositional and non-compositional sentiment in the process of sentiment composition. To achieve this, we enable each composition operation to be able to choose and merge information from these two types of sources. We propose to implement such models within neural network frameworks with structures (Socher et al., 2013), in which the merging parameters can be optimized in a principled way, to minimize a well-defined objective. We conduct experiments on the Stanford Sentiment Treebank and show that the proposed models achieve better results over the model that does not consider this property.

Although the empirical improvement may depend on the percentage of non-compositional instances in a data set or the sentiment that need to be learned holistically, we present here the first effort, according to our knowledge, on studying the basic concern of integrating compositional and non-compositional sentiment in composition. While we focus on sentiment in this paper, investigating compositional and non-compositional semantics for general semantic composition with neural networks is interesting to us as an immediate future problem, as such models provide a principled way to optimize the overall objective over the sentence structures when we consider both compositional and non-compositional semantics.
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Abstract

We are proposing an extension of the recursive neural network that makes use of a variant of the long short-term memory architecture. The extension allows information low in parse trees to be stored in a memory register (the ‘memory cell’) and used much later higher up in the parse tree. This provides a solution to the vanishing gradient problem and allows the network to capture long range dependencies. Experimental results show that our composition outperformed the traditional neural-network composition on the Stanford Sentiment Treebank.

1 Introduction

Moving from lexical to compositional semantics in vector-based semantics requires answers to two difficult questions: (i) what is the nature of the composition functions (given that the lambda calculus for variable binding is no longer applicable), and (ii) how do we learn the parameters of those functions (if they have any) from data? A number of classes of functions have been proposed in answer to the first question, including simple linear functions like vector addition (Mitchell and Lapata, 2009), non-linear functions like those defined by multi-layer neural networks (Socher et al., 2010), and vector matrix multiplication and tensor linear mapping (Baroni et al., 2013). The matrix and tensor-based functions have the advantage of allowing a relatively straightforward comparison with formal semantics, but the fact that multi-layer neural networks with non-linear activation functions like sigmoid can approximate any continuous function (Cybenko, 1989) already make them an attractive choice.

In trying to answer the second question, the advantages of approaches based on neural network architectures, such as the recursive neural network (RNN) model (Socher et al., 2013b) and the convolutional neural network model (Kalchbrenner et al., 2014), are even clearer. Models in this paradigm can take advantage of general learning procedures based on back-propagation, and with the rise of ‘deep learning’, of a variety of efficient algorithms and tricks to further improve training.

Since the first success of the RNN model (Socher et al., 2011b) in constituent parsing, two classes of extensions have been proposed. One class is to enhance its compositionality by using tensor product (Socher et al., 2013b) or concatenating RNNs horizontally to make a deeper net (Irsoy and Cardie, 2014). The other is to extend its topology in order to fulfill a wider range of tasks, like Le and Zuidema (2014a) for dependency parsing and Paulus et al. (2014) for context-dependence sentiment analysis.

Our proposal in this paper is an extension of the RNN model to improve compositionality. Our motivation is that, like training recurrent neural networks, training RNNs on deep trees can suffer from the vanishing gradient problem (Hochreiter et al., 2001), i.e., that errors propagated back to the leaf nodes shrink exponentially. In addition, information sent from a leaf node to the root can be obscured if the path between them is long, thus leading to the problem how to capture long range dependencies. We therefore borrow the long short-term memory (LSTM) architecture (Hochreiter and Schmidhu-
Figure 1: Multi-layer neural network (left) and Recursive neural network (right). Bias vectors are removed for the simplicity.

Figure 2: Activation functions: sigmoid(x) = \frac{1}{1+e^{-x}}, tanh(x) = \frac{e^{2x} - 1}{e^{2x} + 1}, softsign(x) = \frac{x}{1+|x|}.

where real vector \( y_i \) contains the activations of the neurons in layer \( i \); \( W_{i-1,i} \in \mathbb{R}^{|y_i| \times |y_{i-1}|} \) is the matrix of weights of connections from layer \( i - 1 \) to layer \( i \); \( b_i \in \mathbb{R}^{|y_i|} \) is the vector of biases of the neurons in layer \( i \); \( g \) is an activation function, e.g. sigmoid, tanh, or softsign (see Figure 2).

For classification tasks, we put a softmax layer on the top of the network, and compute the probability of assigning a class \( c \) to an input \( x \) by

\[
Pr(c|x) = \text{softmax}(c) = \frac{e^{u(c,y_{top})}}{\sum_{c' \in C} e^{u(c',y_{top})}} \tag{1}
\]

where \( \left[u(c_1,y_{top}), \ldots, u(c_{|C|},y_{top})\right]^T = Wy_{top} + b; C \) is the set of all possible classes; \( W \in \mathbb{R}^{|C| \times |y_{top}|}, b \in \mathbb{R}^{|C|} \) are a weight matrix and a bias vector.

Training an MLN is to minimize an objective function \( J(\theta) \) where \( \theta \) is the parameter set (for classification, \( J(\theta) \) is often a negative log likelihood). Thanks to the back-propagation algorithm (Rumelhart et al., 1988), the gradient \( \partial J/\partial \theta \) is efficiently computed; the gradient descent method thus is used to minimize \( J \).

2 Background

2.1 Multi-layer Neural Network

In a multi-layer neural network (MLN), neurons are organized in layers (see Figure 1-left). A neuron in layer \( i \) receives signal from neurons in layer \( i - 1 \) and transmits its output to neurons in layer \( i + 1 \). \(^1\)

The computation is given by

\[
y_i = g(W_{i-1,i}y_{i-1} + b_i)
\]

\(^1\)This is a simplified definition. In practice, any layer \( j < i \) can connect to layer \( i \).

The outline of the rest of the paper is as follows. We first, in Section 2, give a brief background on neural networks, including the multi-layer neural network, recursive neural network, recurrent neural network, and LSTM. We then propose the LSTM for recursive neural networks in Section 3, and its application to sentiment analysis in Section 4. Section 5 shows our experiments.
with parse tree \((p_2 (p_1 x y) z)\) (Figure 1-right), and that \(x, y, z \in \mathbb{R}^d\) are the vectorial representations of the three words \(x, y, \text{ and } z\), respectively. We use a neural network which consists of a weight matrix \(W_1 \in \mathbb{R}^{d \times d}\) for left children and a weight matrix \(W_2 \in \mathbb{R}^{d \times d}\) for right children to compute the vector for a parent node in a bottom up manner. Thus, we compute \(p_1\)

\[ p_1 = g(W_1 x + W_2 y + b) \]  

(2)

where \(b\) is a bias vector and \(g\) is an activation function. Having computed \(p_1\), we can then move one level up in the hierarchy and compute \(p_2\):

\[ p_2 = g(W_1 p_1 + W_2 z + b) \]  

(3)

This process is continued until we reach the root node.

Like training an MLN, training an RNN uses the gradient descent method to minimize an objective function \(J(\theta)\). The gradient \(\partial J/\partial \theta\) is efficiently computed thanks to the back-propagation through structure algorithm (Goller and Küchler, 1996).

The RNN model and its extensions have been employed successfully to solve a wide range of problems: from parsing (constituent parsing (Socher et al., 2013a), dependency parsing (Le and Zuidema, 2014a)) to classification (e.g. sentiment analysis (Socher et al., 2013b; Irsoy and Cardie, 2014), paraphrase detection (Socher et al., 2011a), semantic role labelling (Le and Zuidema, 2014b)).

### 2.3 Recurrent Networks and Long Short-Term Memory

A neural network is recurrent if it has at least one directed ring in its structure. In the natural language processing field, the simple recurrent neural network (SRN) proposed by Elman (1990) (see Figure 3-left) and its extensions are used to tackle sequence-related problems, such as machine translation (Sutskever et al., 2014) and language modelling (Mikolov et al., 2010).

In an SRN, an input \(x_t\) is fed to the network at each time \(t\). The hidden layer \(h_t\), which has activation \(h_{t-1}\) right before \(x_t\) comes in, plays a role as a memory store capturing the whole history \((x_0, \ldots, x_{t-1})\). When \(x_t\) comes in, the hidden layer updates its activation by

\[ h_t = g(W_h x_t + W_h h_{t-1} + b) \]

Figure 3: Simple recurrent neural network (left) and long short-term memory (right). Bias vectors are removed for the simplicity.

where \(W_x \in \mathbb{R}^{|h| \times |x_t|}, W_h \in \mathbb{R}^{|h| \times |h|}, b \in \mathbb{R}^{|h|}\) are weight matrices and a bias vector; \(g\) is an activation.

This network model thus, in theory, can be used to estimate probabilities conditioning on long histories. And computing gradients is efficient thanks to the back-propagation through time algorithm (Werbos, 1990). In practice, however, training recurrent neural networks with the gradient descent method is challenging because gradients \(\partial J_t/\partial h_j\) \((j \leq t, J_t\) is the objective function at time \(t\)) vanish quickly after a few back-propagation steps (Hochreiter et al., 2001). In addition, it is difficult to capture long range dependencies, i.e. the output at time \(t\) depends on some inputs that happened very long time ago. One solution for this, proposed by Hochreiter and Schmidhuber (1997) and enhanced by Gers (2001), is long short-term memory (LSTM).

**Long Short-Term Memory** The main idea of the LSTM architecture is to maintain a memory of all inputs the hidden layer received over time, by adding up all (gated) inputs to the hidden layer through time to a memory cell. In this way, errors propagated back through time do not vanish and even inputs received a very long time ago are still (approximately) preserved and can play a role in computing the output of the network (see the il-
illustration in Graves (2012, Chapter 4)).

An LSTM cell (see Figure 3-right) consists of a memory cell \( c \), an input gate \( i \), a forget gate \( f \), and an output gate \( o \). Computations occur in this cell are given below

\[
\begin{align*}
    i_t &= \sigma(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i) \\
    f_t &= \sigma(W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \\
    o_t &= \sigma(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_t + b_o) \\
    h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]

where \( \sigma \) is the sigmoid function; \( i_t, f_t, o_t \) are the outputs (i.e. activations) of the corresponding gates; \( c_t \) is the state of the memory cell; \( \odot \) denotes the element-wise multiplication operator; \( W \)'s and \( b \)'s are weight matrices and bias vectors.

Because the sigmoid function has the output range \((0, 1)\) (see Figure 2), activations of those gates can be seen as normalized weights. Therefore, intuitively, the network can learn to use the input gate to decide when to memorize information, and similarly learn to use the output gate to decide when to access that memory. The forget gate, finally, is to reset the memory.

3 Long Short-Term Memory in RNNs

In this section, we propose an extension of the LSTM for the RNN model (see Figure 4). A key feature of the RNN is to hierarchically combine information from two children to compute the parent vector; the idea in this section is to extend the LSTM such that not only the output from each of the children is used, but also the contents of their memory cells. This way, the network has the option to store information when processing constituents low in the parse tree, and make it available later on when it is processing constituents high in the parse tree.

For the simplicity\(^2\), we assume that the parent node \( p \) has two children \( a \) and \( b \). The LSTM at \( p \) thus has two input gates \( i_1, i_2 \) and two forget gates \( f_1, f_2 \) for the two children. Computations occurring in this LSTM are:

\[\begin{align*}
    i_1 &= \sigma(W_{i1}x + W_{i2}y + W_{ci1}c_x + W_{ci2}c_y + b_i) \\
    i_2 &= \sigma(W_{i1}y + W_{i2}x + W_{ci1}c_y + W_{ci2}c_x + b_i) \\
    f_1 &= \sigma(W_{f1}x + W_{f2}y + W_{cf1}c_x + W_{cf2}c_y + b_f) \\
    f_2 &= \sigma(W_{f1}y + W_{f2}x + W_{cf1}c_y + W_{cf2}c_x + b_f) \\
    c_p &= f_1 \odot c_x + f_2 \odot c_y + g(W_{c1}x \odot i_1 + W_{c2}y \odot i_2 + b_c) \\
    o &= \sigma(W_{o1}x + W_{o2}y + W_{co}c + b_o) \\
    p &= o \odot g(c_p)
\end{align*}\]

where \( u \) and \( c_u \) are the output and the state of the memory cell at node \( u \); \( i_1, i_2, f_1, f_2, o \) are the activations of the corresponding gates; \( W \)'s and \( b \)'s are weight matrices and bias vectors; and \( g \) is an activation function.

Intuitively, the input gate \( i_j \) lets the LSTM at the parent node decide how important the output at the \( j \)-th child is. If it is important, the input gate \( i_j \) will have an activation close to 1. Moreover, the LSTM controls, using the forget gate \( f_j \), the degree to which information from the memory of the \( j \)-th child should be added to its memory.

Using one input gate and one forget gate for each child makes the LSTM flexible in storing memory and computing composition. For instance, in a com-

\(^2\)Extending our LSTM for \( n \)-ary trees is trivial.
plex sentence containing a main clause and a dependent clause it could be beneficial if only information about the main clause is passed on to higher levels. This can be achieved by having low values for the input gate and the forget gate for the child node that covers the dependent clause, and high values for the gates corresponding to the child node covering (a part of) the main clause. More interestingly, this LSTM can even allow a child to contribute to composition by activating the corresponding input gate, but ignore the child’s memory by deactivating the corresponding forget gate. This happens when the information given by the child is temporarily important only.

4 LSTM-RNN model for Sentiment Analysis

In this section, we introduce a model using the proposed LSTM for sentiment analysis. Our model, named LSTM-RNN, is an extension of the traditional RNN model (see Section 2.2) where traditional composition function $g$’s in Equations 2-3 are replaced by our proposed LSTM (see Figure 5). On top of the node covering a phrase/word, if its sentiment class (e.g. positive, negative, or neutral) is available, we put a softmax layer (see Equation 1) to compute the probability of assigning a class to it.

The vector representations of words (i.e. word embeddings) can be initialized randomly, or pretrained. The memory of any leaf node $w$, i.e. $c_w$, is 0.

Similarly to Irsoy and Cardie (2014), we ‘untie’ leaf nodes and inner nodes: we use one weight matrix set for leaf nodes and another set for inner nodes. Hence, let $d_w$ and $d$ respectively be the dimensions of word embeddings (leaf nodes) and vector representations of phrases (inner nodes), all weight matrices from a leaf node to an inner node have size $d \times d_w$, and all weight matrices from an inner node to another inner node have size $d \times d$.

**Training** Training this model is to minimize the following objective function, which is the cross-entropy over training sentence set $D$ plus an L2-norm regularization term

$$J(\theta) = -\frac{1}{|D|} \sum_{s \in D} \sum_{p \in s} \log Pr(c_p|p) + \frac{\lambda}{2} ||\theta||^2$$

where $\theta$ is the parameter set, $c_p$ is the sentiment class of phrase $p$, $p$ is the vector representation at the node covering $p$, $Pr(c_p|p)$ is computed by the softmax function, and $\lambda$ is the regularization parameter. Like training an RNN, we use the mini-batch gradient descent method to minimize $J$, where the gradient $\partial J/\partial \theta$ is computed efficiently thanks to the back-propagation through structure (Goller and Küchler, 1996). We use the AdaGrad method (Duchi et al., 2011) to automatically update the learning rate for each parameter.

4.1 Complexity

We analyse the complexities of the RNN and LSTM-RNN models in the forward phase, i.e. computing vector representations for inner nodes and classification probabilities. The complexities in the backward phase, i.e. computing gradients $\partial J/\partial \theta$, can be analysed similarly.

The complexities of the two models are dominated by the matrix-vector multiplications that are carried out. Since the number of sentiment classes is very small (5 or 2 in our experiments) compared to $d$ and $d_w$, we only consider those matrix-vector multiplications which are for computing vector representations at the inner nodes.

For a sentence consisting of $N$ words, assuming that its parse tree is binarized without any unary branch (as in the data set we use in our experiments), there are $N-1$ inner nodes, $N$ links from leaf nodes to inner nodes, and $N-2$ links from inner nodes to other inner nodes. The complexity of RNN in the forward phase is thus approximately

$$N \times d \times d_w + (N-2) \times d \times d$$

The complexity of LSTM-RNN is approximately

$$N \times 6 \times d \times d_w + (N-2) \times 10 \times d \times d + (N-1) \times d \times d$$

If $d_w \approx d$, the complexity of LSTM-RNN is about 8.5 times higher than the complexity of RNN.

---

3The LSTM architecture was already applied to the sentiment analysis task, for instance in the model proposed at http://deeplearning.net/tutorial/lstm.html. Independently from and concurrently with our work, Tai et al. (2015) and Zhu et al. (2015) have developed very similar models applying LTSM to RNNs.
In our experiments, this difference is not a problem because training and evaluating the LSTM-RNN model is very fast: it took us, on a single core of a modern computer, about 10 minutes to train the model \((d = 50, d_w = 100)\) on 8544 sentences, and about 2 seconds to evaluate it on 2210 sentences.

5 Experiments

5.1 Dataset

We used the Stanford Sentiment Treebank\(^4\) (Socher et al., 2013b) which consists of 5-way fine-grained sentiment labels (very negative, negative, neutral, positive, very positive) for 215,154 phrases of 11,855 sentences. The standard splitting is also given: 8544 sentences for training, 1101 for development, and 2210 for testing. The average sentence length is 19.1.

In addition, the treebank also supports binary sentiment (positive, negative) classification by removing neutral labels, leading to: 6920 sentences for training, 872 for development, and 1821 for testing.

The evaluation metric is the accuracy, given by \(\frac{100 \times \# \text{correct}}{\# \text{total}}\).

5.2 LSTM-RNN vs. RNN

Setting  We initialized the word vectors by the 100-D GloVe\(^5\) word embeddings (Pennington et al., 2014), which were trained on a 6B-word corpus. The initial values for a weight matrix were uniformly sampled from the symmetric interval \([-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}]\) where \(n\) is the number of total input units.

For each model (RNN and LSTM-RNN), we tested three activation functions: softmax, tanh, and softsign, leading to six sub-models. Tuning those sub-models on the development set, we chose the dimensions of vector representations at inner nodes \(d = 50\), learning rate 0.05, regularization parameter \(\lambda = 10^{-3}\), and mini-batch-size 5.

On each task, we run each sub-model 10 times. Each time, we trained the sub-model in 20 epochs and selected the network achieving the highest accuracy on the development set.

Results  Figure 6 and 7 show the statistics of the accuracies of the final networks on the test set in the fine-grained classification task and binary classification task, respectively.

It can be seen that LSTM-RNN outperformed RNN when using the tanh or softsign activation.
functions. With the sigmoid activation function, the difference is not so clear, but it seems that LSTM-RNN performed slightly better. Tanh-LSTM-RNN and softsign-LSTM-RNN have the highest median accuracies (48.1 and 86.4) in the fine-grained classification task and in the binary classification task, respectively.

With the RNN model, it is surprising to see that the sigmoid function performed well, comparably with the other two functions in the fine-grained task, and even better than the softsign function in the binary task, given that it was not often chosen in recent work. The softsign function, which was shown to work better than tanh for deep networks (Glorot and Bengio, 2010), however, did not yield improvements in this experiment.

With the LSTM-RNN model, the tanh function, in general, worked best whereas the sigmoid function was the worst. This result agrees with the common choice for this activation function for the LSTM architecture in recurrent network research (Gers, 2001; Sutskever et al., 2014).

5.3 Compared against other Models

We compare LSTM-RNN (using tanh) in the previous experiment against existing models: Naive Bayes with bag of bigram features (BiNB), Recursive neural tensor network (RNTN) (Socher et al., 2013b), Convolutional neural network (CNN) (Kim, 2014), Dynamic convolutional neural network (DCNN) (Kalchbrenner et al., 2014), paragraph vectors (PV) (Le and Mikolov, 2014), and Deep RNN (DRNN) (Irsoy and Cardie, 2014).

Among them, BiNB is the only one that is not a neural net model. RNTN and DRNN are two extensions of RNN. Whereas RNTN, which keeps the structure of the RNN, uses both matrix-vector multiplication and tensor product for the composition purpose, DRNN makes the net deeper by concatenating more than one RNNs horizontally. CNN, DCNN and PV do not rely on syntactic trees. CNN uses a convolutional layer and a max-pooling layer to handle sequences with different lengths. DCNN is hierarchical in the sense that it stacks more than one convolutional layers with k-max pooling layers in between. In PV, a sentence (or document) is represented as an input vector to predict which words appear in it.

Table 1 (above the dashed line) shows the accuracies of those models. The accuracies of LSTM-RNN was taken from the network achieving the highest performance out of 10 runs on the development set. The accuracies of the other models are copied from the corresponding papers. LSTM-RNN clearly performed worse than DCNN, PV, DRNN in both tasks, and worse than CNN in the binary task.

5.4 Toward State-of-the-art with Better Word Embeddings

We focus on DRNN, which is the most similar to LSTM-RNN among those four models CNN, DCNN, PV and DRNN. In fact, from the results reported in Irsoy and Cardie (2014, Table 1a), LSTM-
RNN performed on par with their 1-layer-DRNN ($d = 340$) using dropout, which is to randomly remove some neurons during training. Dropout is a powerful technique to train neural networks, not only because it plays a role as a strong regularization method to prohibit neurons co-adapting, but it is also considered a technique to efficiently make an ensemble of a large number of shared weight neural networks (Srivastava et al., 2014). Thanks to dropout, Irsoy and Cardie (2014) boosted the accuracy of a 3-layer-DRNN with $d = 200$ from 46.06 to 49.5 in the fine-grained task.

In the second experiment, we tried to boost the accuracy of the LSTM-RNN model. Inspired by Irsoy and Cardie (2014), we tried using dropout and better word embeddings. Dropout, however, did not work with LSTM. The reason might be that dropout corrupted its memory, thus making training more difficult. Better word embeddings did pay off, however. We used 300-D GloVe word embeddings trained on a 840B-word corpus. Testing on the development set, we chose the same values for the hyper-parameters as in the first experiment, except setting learning rate $0.01$. We also run the model 10 times and selected the networks getting the highest accuracies on the development set. Table 1 (below the dashed line) shows the results. Using the 300-D GloVe word embeddings was very helpful: LSTM-RNN performed on par with DRNN in the fine-grained task, and with CNN in the binary task. Therefore, taking into account both tasks, LSTM-RNN with the 300-D GloVe word embeddings outperformed all other models.

6 Discussion and Conclusion

We proposed a new composition method for the recursive neural network (RNN) model by extending the long short-term memory (LSTM) architecture which is widely used in recurrent neural network research.

The question is why LSTM-RNN performed better than the traditional RNN. Here, based on the fact that the LSTM for RNNs should work very similarly to LSTM for recurrent neural networks, we borrow the argument given in Bengio et al. (2013, Section 3.2) to answer the question. Bengio explains that the LSTM behaves like low-pass filter “hence they can be used to focus certain units on different frequency regions of the data”. This suggests that the LSTM plays a role as a lossy compressor which is to keep global information by focusing on low frequency regions and remove noise by ignoring high frequency regions. So composition in this case could be seen as compression, like the recursive auto-encoder (RAE) (Socher et al., 2011a). Because pre-training an RNN as an RAE can boost the overall performance (Socher et al., 2011a; Socher et al., 2011c), seeing LSTM as a compressor might explain why the LSTM-RNN worked better than RNN without pre-training.

Comparing LSTM-RNN against DRNN (Irsoy and Cardie, 2014) gives us a hint about how to improve our model. From the experimental results, LSTM-RNN without the 300-D GloVe word embeddings performed worse than DRNN, while DRNN gained a significant improvement thanks to dropout. Finding a method like dropout that does not corrupt the LSTM memory might boost the overall performance significantly and will be a topic for our future work.
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Abstract

A range of approaches to the representation of lexical semantics have been explored within Computational Linguistics. Two of the most popular are distributional and knowledge-based models. This paper proposes hybrid models of lexical semantics that combine the advantages of these two approaches. Our models provide robust representations of synonymous words derived from WordNet. We also make use of WordNet’s hierarchy to refine the synset vectors. The models are evaluated on two widely explored tasks involving lexical semantics: lexical similarity and Word Sense Disambiguation. The hybrid models are found to perform better than standard distributional models and have the additional benefit of modelling polysemy.

1 Introduction

The representation of lexical semantics is a core problem in Computational Linguistics and a variety of approaches have been developed. Two of the most widely explored have been knowledge-based and distributional semantics.

Knowledge-based approaches make use of some external information source which defines the set of possible meanings for each lexical item. The most widely used information source is WordNet (Fellbaum, 1998), although other resources, such as Machine Readable Dictionaries, thesauri and ontologies have also been used (seeNavigli (2009)).

One advantage of these resources is that they represent the various possible meanings of lexical items which makes it straightforward to identify ones that are ambiguous. For example, these resources would include multiple meanings for the word ball including the ‘event’ and ‘sports equipment’ senses. However, the fact that there are multiple meanings associated with ambiguous lexical items can also be problematic since it may not be straightforward to identify which one is being used for an instance of an ambiguous word in text. This issue has lead to significant exploration of the problem of Word Sense Disambiguation (Ide and Véronis, 1998;Navigli, 2009).

More recently distributional semantics has become a popular approach to representing lexical semantics (Turney and Pantel, 2010;Erk, 2012). These approaches are based on the premise that the semantics of lexical items can be modelled by their context (Firth, 1957; Harris, 1985). Distributional semantic models have the advantages of being robust and straightforward to create from unannotated corpora. However, problems can arise when they are used to represent the semantics of polysemous words. Distributional semantic models are generally constructed by examining the context of lexical items in unannotated corpora. But for ambiguous words, like ball, it is not clear if a particular instance of the word in a corpus refers to the ‘event’, ‘sports equipment’ or another sense which can lead to the distributional semantic model becoming a mixture of different meanings without representing any of the meanings individually.

This paper proposes models that merge elements of distributional and knowledge-based approaches to lexical semantics and combines advantages of both techniques. A standard distributional semantic model...
is created from an unannotated corpus and then refined using WordNet. The resulting models can be viewed as enhanced distributional models that have been refined using the information from WordNet to reduce the problems caused by ambiguous terms when models are created. Alternatively, it can be used as a version of the WordNet hierarchy in which distributional semantic models are attached to synsets. Thereby creating a version of WordNet for which the appropriate synsets can be identified more easily for ambiguous lexical items that occur in text.

We evaluate our models on two standard tasks: lexical similarity and word sense disambiguation. Results show that the proposed hybrid models perform consistently better than traditional distributional semantic models.

The remainder of the paper is organised as follows. Section 2 describes our hybrid models which combine information from WordNet and a standard distributional semantic model. These models are augmented using Latent Semantic Analysis (Section 2.3) and Canonical Correlation Analysis (Section 2.4).

2 Semantic Models

First, we consider a standard distributional semantic space to represent words as vectors (Section 2.1). Then, we make use of the WordNet’s clusters of synonyms and hierarchy in combination with the standard distributional space to build hybrid models (Section 2.2) which are augmented using Latent Semantic Analysis (Section 2.3) and Canonical Correlation Analysis (Section 2.4).

2.1 Distributional Model

We consider a semantic space $D$, as a word by context feature matrix, $L \times C$. Vector representations consist of context features $C$ in a reference corpus. We made use of pre-computed publicly available vectors\(^1\) optimised for word similarity tasks (Baroni et al., 2014). Word co-occurrence counts are extracted using a symmetric window of two words over a corpus of 2.8 billion tokens obtained by concatenating ukWaC, the English Wikipedia and the British National Corpus. Vectors are weighted using positive Pointwise Mutual Information and the set of context features consists of the top 300K most frequent words in the corpus.

2.2 Hybrid Models

2.2.1 Synset Distributional Model

We assume that making use of information about the structure of WordNet can reduce noise introduced in vectors of $D$ due to polysemy. We make use of all noun and verb synsets (excluding numbers and compounds) that contain at least one of the words in $L$ to create a vector-based synset representation, $H$. Where $H$ is a synset by context feature matrix, i.e. $S \times C$. Each synset vector is generated by computing the centroid of its lemma vectors in $S$ (i.e. the sum of the lemma’s vectors normalised by the number of the lemmas in the synset). For example, the vector of the synset car.n.01 is computed as the centroid of its lemma vectors, i.e. car, auto, automobile, machine and motorcar (see Figure 1).

2.2.2 Synset Rank Model

The Synset Distributional Model provides a vector representation for each synset in WordNet which is created using information about which lemmas share synset membership. An advantage of this approach is that vectors from multiple lemmas are combined to form the synset representation. However, a disadvantage is that many of these lemmas are polysemous and their vectors represent multiple senses, not just the one that is relevant to the synset. For example, in WordNet the lemma machine has several possible meanings, only one of which is a member of the synset car.n.01.

WordNet also contains information about the relations between synsets, in the form of the synset hierarchy, which can be exploited to re-weight the importance of context features for particular synsets. We employ a graph-based algorithm that makes use of the WordNet is-a hierarchy. The intuition behind this approach is that context features that are relevant to a given synset are likely to be shared by its neighbours in the hierarchy while those that are not relevant (i.e. have been introduced via an irrelevant sense of a synset member) will not be. The graph-based algorithm increases the weight of context features

---

\(^1\)http://clic.cimec.unitn.it/composes/semantic-vectors.html
that synsets share with neighbours and reduces those that are not shared.

PageRank (Page et al., 1999) is a graph-based algorithm for identifying important nodes in a graph that has been applied to a range of NLP tasks including word sense disambiguation (Agirre and Soroa, 2009) and keyword extraction (Mihalcea and Tarau, 2004).

Let \( G = (V, E) \) be a graph with a set of vertices, \( V \), denoting synsets and a set of edges, \( E \), denoting links between synsets in the WordNet hierarchy. The PageRank score \( (\Pr) \) over \( G \) for a synset \( (V_i) \) can be computed by the following equation:

\[
\Pr(V_i) = d \cdot \sum_{V_j \in I(V_i)} \frac{1}{O(V_j)} \Pr(V_j) + (1 - d)v
\]

where \( I(V_i) \) denotes the in-degree of the vertex \( V_i \) and \( O(V_j) \) is the out-degree of vertex \( V_j \). \( d \) is the damping factor which is set to the default value of \( d = 0.85 \) (Page et al., 1999). In standard PageRank all elements of the vector \( v \) are the same, \( \frac{1}{N} \) where \( N \) is the number of nodes in the graph.

Personalised PageRank (PPR) (Haveliwala et al., 2003) is a variant of the PageRank algorithm in which extra importance is assigned to certain vertices in the graph. This is achieved by adjusting the values of the vector \( v \) in equation 1 to prefer certain nodes. The values in \( v \) effectively initialise the graph and assigning high values to nodes in \( v \) makes them more likely to be assigned a high PPR score.

For each context feature \( c \) in \( C \) if \( c \in LM \) where \( LM \) contains all the lemma names of synsets in \( S \), we apply PPR to assign importance to synsets. The score of each synset \( S_c \) in the personalisation vector \( v \), is set to \( \frac{1}{|S_c|} \) where \( |S_c| \) is the number of synsets that context feature \( i \) belongs. The personalisation value of all the other synsets is set to 0.

We apply PPR over WordNet for each context feature using UKB (Agirre et al., 2009) and obtain weights for each synset-context feature pair resulting to a new semantic space \( H_p, S \times C \), where vector elements are weighted by PageRank values. Figure 2 shows how the synset scores are computed by applying PPR over WordNet given the context feature \( car \). Note that we use the context features of the distributional model \( D \).

### 2.3 Latent Semantic Analysis

Latent Semantic Analysis (LSA) (Deerwester et al., 1990; Landauer and Dumais, 1997) has been used to reduce the dimensionality of semantic spaces leading to improved performance. LSA applies Singular Value Decomposition (SVD) to a matrix \( X, W \times C \), which represents a distributional semantic space. This is a form of factor analysis where \( X \) is decomposed into three other matrices:

\[
X = U\Sigma V^T
\]  

where \( U \) is a \( W \times W \) matrix of row vectors where its columns are eigenvectors of \( XX^T \), \( \Sigma \) is a diagonal \( W \times C \) matrix containing the singular values and \( V \) is a \( C \times C \) matrix of context feature vectors where its columns are eigenvectors of \( X^TX \). The multiplication of the three component matrices results in the original matrix, \( X \). Any matrix can be decomposed perfectly if the number of singular values is no smaller than the smallest dimension of \( X \).
Figure 2: In the Synset Rank Model, each synset (grey boxes) is assigned with a score by computing PPR over WordNet. The personalisation vector (grey array) is initialised by assigning probabilities only to the synsets that include the context feature as a lemma name.

fewer singular values are used then the matrix product is an approximation of the original matrix. LSA reduces the dimensionality of the SVD by deleting coefficients in the diagonal matrix $\Sigma$ starting with the smallest. The approximation of matrix $X$ retaining the $K$ largest singular values, $\tilde{X}$, is then given by:

$$\tilde{X} \approx U_K \Sigma_K V_K^T$$  \hspace{1cm} (3)

where $U_K$ is a $W \times K$ matrix of word vectors, $\Sigma_K$ is a $K \times K$ diagonal matrix with singular values and $V_K$ is a $K \times C$ matrix of context feature vectors.

We apply LSA on the Synset Distributional Model, $H$ and the Synset Rank model, $H_p$ to obtain the reduced semantic spaces $\tilde{H}$ and $\tilde{H}_p$ respectively.

### 2.4 Joint Representation using CCA

Recent work has demonstrated that distributional models can benefit from combining alternative views of data (see Section 5). $H$ and $H_p$ provide two different views of the synsets and we incorporate evidence from both to learn a joint representation using Canonical Correlation Analysis (CCA) (Hardoon et al., 2004). Given two multidimensional variables $x$ and $y$, CCA finds two projection vectors by maximising the correlations of the variables onto these projections. The function to be maximised is:

$$\rho = \frac{E[xy]}{\sqrt{E[x^2]E[y^2]}}$$  \hspace{1cm} (4)

The dimensionality of the projection vectors is lower or equal to the dimensionality of the original variables.

The computation of CCA directly over $H$ and $H_p$ is computationally infeasible because of their high dimensionality (300K). We apply CCA over the reduced spaces learned using LSA, $\tilde{H}$ and $\tilde{H}_p$ to obtain two joint semantic spaces following a similar approach to Faruqui and Dyer (2014). These are the spaces $\tilde{H}^*$, resulting from the projection of the Synset Distributional Model $\tilde{H}$, and $\tilde{H}_p^*$, resulting from the projection of the Synset Rank Model $\tilde{H}_p$.

### 3 Word Similarity

#### 3.1 Computing Similarity

Since hybrid models represent words as synset vectors, similarity between two words can be computed following two ways. First, we compute similarity between two words as the maximum of their pairwise synset similarity. On the other hand, similarity can be computed as the average pairwise synset similarity using the synsets that the two words belong. Similarity is computed as the cosine of the angle between word or synset vectors.

#### 3.2 Data

We make use of six standard data sets that have been widely used for evaluating lexical similarity and relat-
Max

<table>
<thead>
<tr>
<th>Model</th>
<th>WS-353</th>
<th>WS-Sim</th>
<th>WS-Rel</th>
<th>RG</th>
<th>MC</th>
<th>MEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distributional Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>0.62</td>
<td>0.70</td>
<td>0.59</td>
<td>0.79</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>Hybrid Models - Full</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H$</td>
<td>0.49</td>
<td>0.60</td>
<td>0.36</td>
<td>0.69</td>
<td>0.64</td>
<td>0.58</td>
</tr>
<tr>
<td>$H_p$</td>
<td>0.58</td>
<td>0.67</td>
<td>0.49</td>
<td>0.82</td>
<td>0.86</td>
<td>0.63</td>
</tr>
<tr>
<td>Hybrid Models - LSA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{H}$</td>
<td>0.55</td>
<td>0.69</td>
<td>0.42</td>
<td>0.71</td>
<td>0.71</td>
<td>0.54</td>
</tr>
<tr>
<td>$\tilde{H}_p$</td>
<td>0.58</td>
<td>0.68</td>
<td>0.46</td>
<td>0.85</td>
<td>0.86</td>
<td>0.55</td>
</tr>
<tr>
<td>Hybrid Models - CCA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H^*$</td>
<td>0.67</td>
<td>0.76</td>
<td>0.57</td>
<td>0.81</td>
<td>0.79</td>
<td>0.72</td>
</tr>
<tr>
<td>$H_p^*$</td>
<td>0.52</td>
<td>0.62</td>
<td>0.41</td>
<td>0.86</td>
<td>0.80</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Table 1: Spearman’s correlation on various data sets. Maximum similarity between pairs of synsets.

edness. First, we make use of WS-353 (Finkelstein et al., 2001) which contains 353 pairs of words annotated by humans. Furthermore, we make use of the similarity (WS-Sim) and relatedness (WS-Rel) pairs of words created by Agirre et al. (2009) from the original WS-353 data set.

We also made use of the RG (Rubenstein and Goodenough, 1965) and MC (Miller and Charles, 1991) data sets which contain 65 and 30 pairs of nouns respectively. Finally, we make use of the larger MEN data set (Bruni et al., 2012) which contains 3,000 pairs of words that has been used as image tags. Annotations are obtained using crowdsourcing.

### 3.3 Model Parameters

The parameters we need to tune are the number of the top components in LSA spaces, $\tilde{H}$ and $\tilde{H}_p$, and CCA spaces, $H^*$ and $H_p^*$. For the LSA spaces, we tune the number of the top $k$ components in RG. We set $k \in \{50, 100, ..., 1000\}$ and select the value that maximises performance which is $k = 700$ for $\tilde{H}$ and $k = 650$ for $\tilde{H}_p$. For the joint spaces learned using CCA, we also tune the number of the top $l$ correlated features in RG. We set $l \in \{10, 20, ..., 650\}$ and select the value that maximises performance which is $l = 250$ for $H^*$ and $l = 40$ for $H_p^*$.

### 3.4 Evaluation Metric

Performance is measured as the correlation between the similarity scores returned by each proposed method and the human judgements. This is the standard approach to evaluate word and text similarity tasks, e.g. (Budanitsky and Hirst, 2001; Agirre et al., 2009; Agirre et al., 2012). Our experiments use Spearman’s correlation coefficient.

### 3.5 Results

Table 1 shows the Spearman’s correlation of similarity scores generated by each model and human judgements of similarity across various data sets by taking the maximum pairwise similarity score of two words’ synsets. The first row of the table shows the results obtained by the word distributional model of Baroni et al. (2014). The full hybrid models $H$ and $H_p$ perform consistently worse than the original distributional model $D$ across data sets. The main reason is that a large number of synsets contain only one lemma name which might be polysemous. For example, the only lemma name of the synsets ‘ball.n.01’ (‘round object that is hit or thrown or...
Table 2: Spearman’s correlation on various data sets. Average pairwise similarity between pairs of synsets.

<table>
<thead>
<tr>
<th>Model</th>
<th>WS-353</th>
<th>WS-Sim</th>
<th>WS-Rel</th>
<th>RG</th>
<th>MC</th>
<th>MEN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distributional Model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>0.62</td>
<td>0.70</td>
<td>0.59</td>
<td>0.79</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td><strong>Hybrid Models - Full</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H$</td>
<td>0.61</td>
<td>0.71</td>
<td>0.52</td>
<td>0.72</td>
<td>0.65</td>
<td>0.64</td>
</tr>
<tr>
<td>$H_p$</td>
<td>0.65</td>
<td>0.73</td>
<td>0.56</td>
<td>0.79</td>
<td>0.81</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>Hybrid Models - LSA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{H}$</td>
<td>0.59</td>
<td>0.70</td>
<td>0.48</td>
<td>0.68</td>
<td>0.68</td>
<td>0.63</td>
</tr>
<tr>
<td>$\tilde{H}_p$</td>
<td>0.65</td>
<td>0.73</td>
<td>0.56</td>
<td>0.81</td>
<td>0.86</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>Hybrid Models - CCA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H^*$</td>
<td>0.70</td>
<td>0.77</td>
<td>0.64</td>
<td>0.78</td>
<td>0.84</td>
<td>0.74</td>
</tr>
<tr>
<td>$H_p^*$</td>
<td>0.61</td>
<td>0.69</td>
<td>0.52</td>
<td>0.72</td>
<td>0.76</td>
<td>0.62</td>
</tr>
</tbody>
</table>

$kicked$ in games’) and ‘ball.n.04’ (‘the people assembled at a lavish formal dance’) is ‘ball’. In this case, the synset vector in $H$ and the lemma vector in $D$ are identical and still polysemous. This problem does not hold in $H_p$ and therefore the correlations are higher for that semantic space but still lower than those obtained for $D$. Applying LSA on $H$ and $H_p$ improves results but correlations are still lower than those obtained using $D^2$. On the other hand, the joint space learned by applying CCA, $H^*$, produces consistently better similarity estimates than $D$ while outperforms all the other models in the majority of the data sets. That confirms our main assumption than incorporating information obtained from a large corpus and a knowledge-base improves word vector representations.

Table 2 shows the Spearman’s correlation of similarity scores generated by each model and human judgements of similarity across various data sets by taking the average pairwise similarity score of two words’ synsets. Results show that using the average rather than the maximum system similarity improves results for almost all data sets. For example, the best hybrid model, $H^*$, achieves correlations that are between 2% and 12% than $D$ for the majority of data sets, although performance is 1% lower for the RG data set. This improved performance suggest that human judgements of word similarity are based on the relation between all the senses of two given words rather than just the most similar ones.

## 4 Word Sense Disambiguation

### 4.1 Data

We test the efficiency of our hybrid models on the English All Words tasks of Senseval-2 (Palmer et al., 2001) and Senseval-3 (Snyder and Palmer, 2004), two standard data sets for evaluating WSD. Our experiments focus on the disambiguation of nouns in these data sets.

### 4.2 Word Sense Tagging

A simple approach to all-words WSD was implemented in which each sense of an ambiguous word is compared against its context and the most similar chosen.

For example suppose that we want to disambiguate
the word *bank* in the following sentence:

“Banks provide payment services.”

Assume that the word *bank* consists of two senses ‘*bank.n.01*’ and *bank.n.02* defined as ‘sloping land (especially the slope beside a body of water)’ and “a financial institution that accepts deposits and channels the money into lending activities’ respectively.

First we consider the vectors of all the possible noun synsets containing the word *bank* as a synset name. Then for each context word (*provide*, *payment* and *service*) that exists in our semantics spaces we compute a centroid vector from its constituent senses. Finally, we compute a context vector for the entire context by summing up all the context word vectors. We select the synset of the target word that its vector has the highest cosine similarity to the context vector.

### 4.3 Model Parameters

The parameters we need to tune are the same as for the word similarity task and we use the best settings obtained for that task. We also experimented with varying the number of surrounding sentences used as context by testing values between ±1 and ±4. The best performance was obtained using a context created from the sentence containing the target word and ±1 sentences surrounding it.

### 4.4 Evaluation Metrics

Word sense disambiguation systems are evaluated by computing precision and recall. Precision measures the proportion of disambiguated words that have been correctly assigned with a sense. Recall measures the proportion of words disambiguated correctly out of all words available for disambiguation.

### 4.5 Results

Table 3 shows the results obtained by using our hybrid models on the two word sense disambiguation data sets. The full Synset Rank model $H_p$ is consistently better method in terms of precision and recall in both data sets. On the other hand, it is somewhat surprising that dimensionality reduction and integration of semantic spaces do not help in improving performance. That is the $\tilde{H}_p$ and $H^*_{p}$ models achieve lower precision and recall than the fuller $H_p$.

The Synset Distributional models $H$, $\tilde{H}$ and $H^*$ consistently fail to perform well. The difference in precision and recall compared to the Synset Rank models is between 12% and 19%. This suggests that the knowledge-based weighting of the context features generates less noisy vectors for sense tagging.

The pattern of results observed for the WSD task is somewhat different to those obtained for word similarity, where applying LSA and CCA improved performance (see Section 3). The most likely expla-
nation of this difference is that WSD requires the model to represent the possible senses of each ambiguous word. It is also important that these senses correspond to the ones used in the relevant lexicon (WordNet in this case). The Synset Rank model $H_p$ does this by making use of information from WordNet. However, these synset representations are disrupted by LSA and CCA which compress the semantic space by extracting general features from them. This is not a problem for word similarity since there is no need to model the senses found in the lexicon.

5 Related Work

Dealing with polysemy in distributional semantics is a fundamental issue since the various senses of a word type are conflated in a single vector. Previous work tackled the problem through vector adaptation, clustering and language models (Erk, 2012). Vector adaptation methods modify a traditional (i.e. polysemous) target word vector by applying pointwise operations such as addition or multiplication to that and the surrounding words in a sentence (Mitchell and Lapata, 2008; Erk and Padó, 2008; Thater et al., 2011; Van de Cruys et al., 2011). Alternatively, clustering methods have been used to cluster together the different contexts a target word appears assuming that each cluster of contexts captures a different sense of the target word (Dinu and Lapata, 2010; Erk and Padó, 2010; Reisinger and Mooney, 2010). Language models have also been used to remove polysemy from word vectors by predicting words that could replace the target word given a context (DeSchacht and Moens, 2009; Washtell, 2010; Moon and Erk, 2013). More recently, Polajnar and Clark (2014) applied context selection and normalisation to improve the quality of word vectors. Our hybrid models are related to the vector adaptation methods since we modify the synset vectors using its lemmas’ vectors to remove noise.

Our work is also inspired by recent work on improving classic distributional vector representations of words by incorporating information from different modalities. For example, researchers have developed methods that make use of both visual and contextual information to improve word vectors (Bruni et al., 2011; Silberer et al., 2013; Lazaridou et al., 2014). Following a similar direction, Faruqui and Dyer (2014) found that learning joint spaces from multilingual vector spaces using CCA improves the performance of standard monolingual vector spaces on semantic similarity. Fyshe et al. (2014) showed that integrating textual vector space models with brain activation data when people are reading words achieves better correlation to behavioural data than models of one modality.

Our hybrid models are also closely related to a supervised method proposed by Faruqui et al. (2015). Their method refines distributional semantic models using relational information from various semantic lexicons, including WordNet, by making linked words in these lexicons to have similar vector representations. While our models are also based on using information from WordNet for refining vector representations, they are fundamentally different. They create synset vectors in an unsupervised fashion and more importantly can be used for sense tagging.

6 Conclusions

This paper proposed hybrid models of lexical semantics that combine distributional and knowledge-based approaches and offer advantages of both techniques. A standard distributional semantic model is created from an unannotated corpus and then refined by (1) using WordNet synsets to create synset vectors; and (2) applying a graph-based technique over WordNet to reweight synset vectors. The resulting hybrid models can be viewed as enhanced distributional models using the information from WordNet to reduce the problems caused by ambiguous terms when models are created. Results show that our models perform better than traditional distributional models on lexical similarity tasks. Unlike standard distributional approaches the techniques proposed here also model polysemy and can be used to carry out word sense disambiguation.
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Abstract

As they grow in size, OWL ontologies tend to comprise intuitively incompatible statements, even when they remain logically consistent. This is true in particular of lightweight ontologies, especially the ones which aggregate knowledge from different sources. The article investigates how distributional semantics can help detect and repair violation of common sense in consistent ontologies, based on the identification of consequences which are unlikely to hold if the rest of the ontology does. A score evaluating the plausibility for a consequence to hold with regard to distributional evidence is defined, as well as several methods in order to decide which statements should be preferably amended or discarded. A conclusive evaluation is also provided, which consists in extending an input ontology with randomly generated statements, before trying to discard them automatically.

1 Introduction

Ontology learning from texts deals with the automated extraction of knowledge from linguistic evidence. This article investigates a slightly different problem, which is how Natural Language Processing may provide hints for the identification of statements of an input ontology which are unlikely to hold if the rest of it does. As a minimal example, consider the following set $\Delta$ of statements, from DBpedia (Mendes et al., 2012), and assume that $\Delta$ is a subset of a larger set of statements $K$ (for instance DBpedia itself, or some subset of it):

Ex 1.

$\Delta = \{(1) \text{keyPerson}(\text{Caixa Bank, CEO}),$

$\quad (2) \text{keyPerson}(\text{BrookField Office Properties, Peter Munk})$

$\quad (3) \text{occupation}(\text{Peter Munk, CEO})\}$

There is a clear violation of common sense in $\Delta$: the individual $CEO$ must be both a key person of $Caixa Bank$, and the occupation of another individual ($Peter Munk$), who is himself a key person of some company. Detecting such cases within (larger) sets of logical statements is of particular interest in OWL, which facilitates the aggregation of knowledge from multiple sources with overlapping signatures, yielding datasets in which several incompatible understandings of a same individual or predicate may coexist. This easily leads to undesired inferences, even when the dataset is logically consistent. But as the example illustrates, the problem may also occur within a single knowledge base, especially if it has been built semi-automatically, and/or is issued from a collaborative effort.

Another problem of interest consists in deciding which statement(s) should be preferably discarded or amended in order to get rid of the nonsense. In example 1, without further information, it would be intuitively relevant to discard or modify either (1) or (2). Unfortunately though, $\Delta$ alone does not give any indication of which of the two should be preferably discarded. But the whole input ontology $K \supset$...
may. To keep the example simple, let us assume that Peter Munk, CEO and occupation do not appear in $K \setminus \Delta$. Then a reasonable assumption is that the overall understanding of keyPerson within $K$ should be the decisive factor. If it generally ranges over person functions (i.e. if in most instances of the relation according to $K$, the second argument is a person function), then it is to be understood as “has as a key person someone whose function is”, and (2) should be preferably discarded. Alternatively, if keyPerson generally ranges over human beings, then (1) should be preferably discarded.

The article investigates the use of linguistic evidence to solve both of these problems: identifying violations of common sense, and selecting the statement(s) to be preferably amended or discarded. This may be viewed as a small paradigm shift, in that it questions an assumption commonly made in the knowledge extraction literature, namely that manually crafted knowledge strictly prevails over the one obtained from linguistic sources. By default, the case of a consistent input ontology $K$ will be studied, but section 6 discusses the application of the approach to an inconsistent $K$ as well.

As a concrete contribution, section 5 evaluates the adaptation of relatively simple techniques issued from named entity classification/ontology population, and based on distributional semantics. To illustrate how this works, let us assume that the only other appearance of keyPerson within $K$ is the following OWL statement:

$\forall xy(\text{keyPerson}(x,y) \rightarrow \text{Person}(y))$

i.e. in FOL:

(4) hasRange(keyPerson, Person)

Then $K \models \psi_1 = \text{Person(CEO)}$, and $K \not\models \psi_2 = \text{Person(Peter Munk)}$. Assume also that there are other instances of Person according to $K$, and that most of them are actually human beings (like Peter Munk). Then $\psi_1$ is an undesirable consequence of $K$, whereas $\psi_2$ on the other hand reinforces it.

Distributional semantics characterizes a word (or possibly a multi word unit) by some algebraic representation of the linguistic contexts with which it is observed. These representations have already been used for ontology population, for instance by (Tanev and Magnini, 2008), the main intuition being that individuals denoted by linguistic terms with similar contexts tend to instantiate the same classes. The underlying linguistic phenomenon is known as selectional preference, i.e. the fact that some contexts tend to select or rule out certain categories of individuals: e.g. the context “X was born in” tends to select a human being, whereas “X was launched” tends to rule it out. Back to the example, one can expect the similarity between the distributional representation of the term “C.E.O” and other terms denoting instances of Person according to $K$ to be relatively low, hindering the plausibility of $\psi_1$ with regard to $K$. In other words, $\psi_1$ should stand as an outlier among consequences of $K$, and therefore is probably undesirable. Conversely, the similarity between “Peter Munk” and terms denoting other instances of Person should be relatively high. For simplicity, suppose that (1), (2), (3) and (4) are the only 4 statements of $K$ which are candidate for removal. Then in order to give up the belief in $\psi_1$ while preserving $\psi_2$, it is necessary to discard (1), and retain (2) and (4). It is also sufficient to discard (1), i.e. discarding (3) as well would result in an unnecessary information loss. So in this case, the evidence provided by distributional semantics should suggest the removal of (1), or at least its modification, which is also intuitively the correct solution.

Section 4 formalizes this approach, by defining a score which estimates the plausibility of some consequences a subbases $\Gamma$ of $K$, given distributional evidence. Section 5 then provides an original evaluation of this strategy, based on the prior extension of a small OWL ontology with randomly generated statements. The approach is evaluated for both problems, i.e. the identification of undesired consequences and statements. Performances of several forms of distributional representations are also compared. Section 6 discusses immediate applications, in particular for (consistent and inconsistent) ontology debugging. Finally, section 7 considers possible extensions of this framework, as well as their limitations. Section 2 is a brief overview of related works in the fields of ontology learning and debugging, whereas section 3 introduces notational conventions, and lists some preliminary requirements to be met by the input $K$. 

\footnote{and coherent (see footnote 1)}
2 State of the art

Ontology learning from texts (Cimiano, 2006; Buitelaar et al., 2005) aims to automatically build or enriching a set of logical statements out of linguistic evidence, and is closely related to the field of information extraction. The work presented here borrows from a subtask called ontology population (which itself borrows from named entity classification), but only when the individuals and concepts of interest are already known (Cimiano and Völker, 2005; Tanev and Magnini, 2008; Giuliano and Gliozzo, 2008), which is not standard. A comparison may also be drawn with the use of linguistic evidence by (Suchanek et al., 2009) for information extraction in the presence of conflicting data.

But the objective of the present work is different, pertaining to ontology debugging, which covers a wide range of techniques, from syntactic verifications (Poveda-Villalón et al., 2012) to anti-patterns detection (Roussey and Zamazal, 2013), both based on common modeling mistakes, or the submission of models (Ferré and Rudolph, 2012; Benevides et al., 2010) or consequences (Pammer, 2010) of the input ontology to the user. As discussed in section 6, the framework depicted here presents an interesting complementarity with debugging techniques developed in the Description Logics community, prototypically based on diagnosis (Friedrich and Shchekotykhin, 2005; Kalyanpur et al., 2006; Qi et al., 2008; Ribeiro and Wassermann, 2009), because they require the prior identification of some undesired consequence of $K$ (be it ⊥). But distributional evidence may also provide a principled way of selecting most relevant diagnoses among a potentially large number of candidates, as well as an alternative to their exhaustive computation, which has been shown costly by (Schlobach, 2005).

3 Conventions and presuppositions

The prototypical input is a set of statements in OWL DL or OWL 2, although the approach may be generalized to other representation languages. OWL DL and OWL 2 are based on Description Logics (DL), which are themselves decidable fragments of first-order logic (FOL). The OWL notation is preferred to the DL one for readability, and FOL translations are given when not obvious.

An ontology is just understood here as a (finite) set of logical statements. A class will designate a named class in OWL, i.e. a FOL unary predicate, like Person, whereas a named individual, or just individual, designates a constant, like Peter Munk.

The input ontology $K$ must provide English terms denoting some of its named individuals (e.g. the term “Peter Munk”). These terms are prototypically named entities, but may also occasionally be common nouns (or common noun phrases), as shown in example 1 with “C.E.O”. There may be multiple terms for a same individual. The approach cannot handle polysemy though, in particular the fact that some individuals of $K$ may have homonyms (within $K$ or not), for instance that the term “JFK” can stand for a politician, airport or movie. Ideally, no distributional representation should be built for individuals of $K$ with potential homonyms. Some of them may be identified with simple strategies, like checking the existence of a Wikipedia disambiguation page. On the opposite, labels for classes of $K$ (prototypically common nouns or common noun phrases, which are arguably more ambiguous) are never used during the process.

4 Proposition

Given a subbase $\Gamma$ of the input ontology $K$ (possibly $K$ itself), the ontology verification strategy presented in introduction relies on the evaluation of a set $\Psi_\Gamma$ of consequences of $\Gamma$. This section first defines a score $sc_\Gamma(\psi)$ for each $\psi \in \Psi_\Gamma$, which intuitively evaluates the plausibility of $\psi$ wrt $\Gamma$, provided some distributional representation for each named individual appearing in $\Psi_\Gamma$. Then it discusses how this score can be used to select statements of the input ontology $K$ which, according to distributional evidence, should be preferably discarded, or at least amended.

4.1 Plausibility of a consequence $\psi \in \Psi_\Gamma$

For the experiments described in section 5, $\Psi_\Gamma$ is the set of consequences of $\Gamma$ of the form $A(e)$ or $\neg A(e)$, with $e$ a constant (like CEO) and $A$ a unary predicate (like Person), and for which linguistic occurrences of a term denoting $e$ could be retrieved. Possible extension of $\Psi_\Gamma$ with other types of formulas is discussed in section 7.
Let Ψ be a formula of ΨΓ, of the form A(e), e.g. Ψ = Person(CEO) or Ψ = Person(Peter Munk). Then instΓ(A) will designate all instances of A according to Γ for which linguistic occurrences could be retrieved, i.e. instΓ(A) = {e’ | A(e’) ∈ ΨΓ}, and instΓ(A) \ {e} will be called the support set for A(e). Similarly, instΓ(T) will designate all named individuals appearing in ΨΓ.

Let sim(e₁,e₂) be a measure of similarity between the distributional representations of individuals e₁ and e₂ (prototypically the cosine similarity between some vector representations of the linguistic contexts of e₁ and e₂). Then for each e’ ∈ instΓ(A) \ {e}, if sim(e,e’ ) is lower than what could be expected if e’ was a random individual of instΓ(T) \ {e} (i.e. not necessarily an instance of A), the hypothesis that A(e) is an outlier within ΨΓ will be reinforced.

For instance, in example 1, let Ψ = Person(CEO) and Γ = K. Then the support set instΓ(A) \ {e} is composed of all other instances of Person according to Γ. For each individual e’ of this support set, if sim(CEO, e’) is lower than what can be expected for a random individual of K with linguistic occurrences (and different from CEO), then the confidence in Person(CEO) should decline. Conversely, if sim(e, e’) is higher than expected, the hypothesis that Ψ is in line with ΨΓ will be reinforced.

Here is a cost-efficient and relatively simple method to compute a plausibility score scΓ(A(e)). Let S = instΓ(A) \ {e} designate the support set for Γ and e, and |S| the cardinality of S, i.e. the number of other instances of A according to Γ. And let us assume a set W of |S| randomly chosen elements of instΓ(T) \ {e}, i.e. of |S| individuals which are different from e, but not necessarily instances of A. Finally, let the random variable Xe,|S| model the expected value of \[ \sum_{e’ \in W} \frac{\text{sim}(e,e’)}{|S|} \], i.e. the mean of the similarities between e and each individual of W. In other words, if |S| individuals were randomly chosen instead of those of the support set, Xe,|S| models what the average similarity between e and these individuals can be expected to be. Then the plausibility scΓ(A(e)) of A(e) can be defined by:

\[
\text{scΓ}(A(e)) = p(X_{e,|S|} \leq \sum_{e’ \in S} \frac{\text{sim}(e,e’)}{|S|})
\]

scΓ(A(e)) estimates of how surprisingly high the similarity between e and the individuals of the support set S is, considering the overall similarity between e and the individuals of Γ.

For the evaluation described in section 5, the random variable Xe,|S| was assumed to follow a beta distribution Beta(α, β), which intuitively allows taking the size |S| of the support set into account. For instance, if S = {e’}, i.e. |S| = 1, then ceteris paribus a high similarity between e and e’ will be less informative than an equally high average similarity between e and all elements of a large S. Stated another way, the lower |S| is, the more uniform the distribution of Xe,|S| should be. This can be obtained by setting Xe,|S| ∼ Beta(m|S| + 1, (1 − m)|S| + 1), where m is the average similarity between e and all other individuals of the signature of Γ, i.e. m = \[ \sum_{e’ \in \Gamma \backslash \{e\}} \frac{\text{sim}(e,e’)}{|\Gamma|} \].

A possible interrogation here is the choice of instΓ(A) \ {e} as the support set for A(e). For instance, if Ψ = Person(Peter Munk), a case could be made for using instΓ(¬A) as well, i.e. for exploiting the (dis)similarity between Peter Munk and individuals which, according to K, are instances of ¬Person. This is quite unrealistic though from a linguistic point of view, which can be intuitively seen in this example by replacing Peter Munk with CEO. Assume for instance that Thelonious Monk and Beijing are (reliable) instances of Person and ¬Person respectively according to Γ. There is no reason to expect that sim(CEO, Beijing) > sim(CEO, Thelonious Monk). In other words, it is implausible to assume that elements of instΓ(¬A) should a priori share similar contexts.

Interestingly enough, and for the same reason, the support set for a consequence of Γ of the form ¬A(e) is not instΓ(¬A), but instΓ(A), which yields:

\[
\text{scΓ}(¬A(e)) = p(X_{e,|S|} \geq \sum_{e’ \in S} \frac{\text{sim}(e,e’)}{|S|})
\]

\[ \text{i.e. } \Gamma \models ¬\text{Person}(e’) \text{ not only } \Gamma \not\models \text{Person}(e’) \]
4.2 Linguistic compliance of \( \Gamma \)

This does not directly address the second problem mentioned in introduction though. For practical ontology verification, it is also desirable to identify the cause of this nonsense, i.e. statements (axioms in the DL terminology) which are intuitively problematic. For instance, in example 1, computing \( \text{sc}_\Gamma(\psi) \) for each \( \psi \in \Psi_K \) may signal that the consequence \( \psi_1 \) is unlikely to hold wrt the larger ontology \( K \). And discarding either (1) or (4) is sufficient to get rid of the belief in \( \psi \). But given the additional assumptions made about \( K \), discarding the former is preferable, in that discarding the latter would also result in the loss of \( K \).

In practice though, identifying optimal subbases is one in which the search space has been previously circumscribed, either by setting a maximal (small) number of statements to discard, or by identifying a set of potentially erroneous statements, through axiomatic pinpointing, as explained in section 6. This is also why the evaluation presented in section 5 focuses on the simplest possible case, i.e. the removal from \( K \) of one statement only, whereas the integration of distributional evidence to more complex debugging strategies is discussed in section 6.

As an alternative to the function \( \text{comp} \), and in order to avoid the fact that a same consequence may have different plausibility scores wrt two subbases of \( K \), one may choose to discard unlikely consequences based on their respective scores in \( K \), i.e. to use the score \( \text{comp}_K(\Gamma) \),

\[ \text{comp}_K(\Gamma) = \sum_{\psi \in \Psi_K} \frac{\text{sc}_K(\psi)}{|\Psi_K|} \]

This solution is arguably less satisfying, but more amenable to optimizations. A trivial example is that of a subbase \( \Gamma_1 \) with \( \max_{\psi \in \Psi_{\Gamma_1}} \text{sc}_K(\psi) < \text{comp}_K(\Gamma_2) \) for some already evaluated subbase \( \Gamma_2 \), in which case no subbase of \( \Gamma_1 \) can be optimal wrt \( \prec \).

Additionally, instead of taking the mean of the scores of evaluated consequences of \( \Gamma \), one may want to penalize the subbases of \( K \) with the most unlikely consequences, which gives a standard (total) lexicographic ordering \( \preceq_{\text{lex}} \) on \( 2^K \), defined as follows. Let \( \omega_T = \omega_{T_1}, \ldots, \omega_{T_K} \) be the vector of formulas of \( \Psi_T \) order by increasing score \( \text{sc}_T \), and let \( \text{sc}_T(\omega_T) = \text{sc}_T(\omega_{T_1}), \ldots, \text{sc}_T(\omega_{T_K}) \). Then \( \preceq_{\text{lex}} \) is defined by \( \Gamma_1 \preceq_{\text{lex}} \Gamma_2 \) iff either \( \text{sc}_{\Gamma_1}(\omega_{T_1}) = \text{sc}_{\Gamma_2}(\omega_{T_2}) \), or (there is a \( 1 \leq i \leq |\Psi_T| \) such that \( \text{sc}_{\Gamma_1}(\omega_{T_i}) < \text{sc}_{\Gamma_2}(\omega_{T_j}) \) for all \( 1 \leq j < i \), and either \( \text{sc}_{\Gamma_1}(\omega_{T_i}) < \text{sc}_{\Gamma_2}(\omega_{T_j}) \) or \( |\Psi_{\Gamma_1}| = i - 1 \).
as previously, a strict partial order $\prec$ over $2^K$ can be defined by $\Gamma_1 \prec \Gamma_2$ iff either $\Gamma_1 \prec_{\text{lex}} \Gamma_2$, or $(\Gamma_1 =_{\text{lex}} \Gamma_2$ and $\Gamma_1 \subset \Gamma_2$).

Again, $sc_K(\psi)$ may be used instead of $sc(\psi)$, yielding the lexical ordering $\leq_{\text{lex},K}$. This last possibility corresponds to a relatively intuitive operation, which consists in giving up in priority the most implausible consequences of $K$. All four possibilities are evaluated in what follows.

5 Evaluation

The dataset used for this evaluation is a fragment of the fisheries ontology from the NEON project. It has been automatically built out of 10 randomly selected named individuals, applying a module extraction procedure, followed by a trimming algorithm. The fragment contains 1038 (logical) statements, and involves 71 named individuals (mostly geographical or administrative entities), the least expressive underlying DL being SI.

The linguistic input is a small corpus of approximately 6300 web pages, retrieved with a search engine, using the labels of named individuals of $F$ as queries. The HTML documents were cleaned with the BootCat library (Baroni and Bernardini, 2004).

The construction of the distributional representations of the named individuals of $F$ was basic, the use of more elaborate methods (SVD,...) being left for future work. The approach presented in this article remains generic enough to be applied to most existing distributional frameworks, the only requirement being a real-valued similarity measure.

Two different forms of linguistic contexts were alternatively tested. The first option considers as a context any $n$-gram ($2 \leq n \leq 5$) without punctuation mark which immediately precedes or follows a term $t$ denoting an individual of $F$. The other option is a more customized one, extracting sequences of lemmatized words (lemmaPOS in what follows) surrounding $t$, in a shifting window of 3 to 5 tokens + the size of $t$, ignoring certain categories of word. Part-of-speech tagging was performed thanks to the Stanford Parser (Toutanova et al., 2003), with a pre-trained model for English. If Cont designates the set of contexts observed with at least 2 individuals, then an individual was represented by the vector of its respective frequencies with each context $c \in \text{Cont}$. Different possibilities were compared to weight these frequencies. The pointwise mutual information (PMI) was used in a standard way for n-grams and lemmaPOS contexts (with possible negative resulting frequencies set to 0). Following (Giuliano and Gliozzo, 2008), the self-information $self(c)$ was also used for n-grams, defined by $self(c) = -\log p(c)$, the probability $p(c)$ being estimated thanks to the Microsoft Web N-gram Services. A combined weighting by PMI and self-information was also tested for n-grams. These alternative settings are represented by capital letters in tables 1 and 2: LP for lemmaPOS with PMI, and NP, NS and NPS for n-grams with PMI, self-information and both respectively.

The ontology $F$ has been extended for the sake of the evaluation, with statements randomly generated out of its signature. The underlying assumption is that adding such statements to $F$ is very likely to generate violations of common sense (although nothing prevents in theory the generation of plausible statements too). The goal for the evaluation was then to automatically retrieve proper consequences of each extension of $F$ on the one hand, and the random statements themselves on the other hand.

To prevent any misunderstanding, it should be emphasized that this is not a realistic application case. The input ontology was selected for its quality, and degraded through random statement generation, allowing an arguably artificial, but also very objective evaluation procedure (the only bias may come from randomly generated statements which are actually plausible). By contrast, using a non modified input dataset, and evaluating whether or not the axioms/consequences spotted by the algorithm are actually erroneous is a complex and subjective task, with a possibly low inter-annotator agreement.

The generation procedure randomly selects a statement $\phi \in F$, and yields a statement $\phi'$ with the same syntactic structure as $\phi$, but in which individuals and predicates have been replaced by random individuals and predicates appearing in $F$. For instance, if $\phi = \forall xy(A(x) \wedge r(x, y) \rightarrow \neg B(y))$, then $\phi' = \forall xy(C(x) \wedge s(x, y) \rightarrow \neg D(y))$, with $C$ and $D$ (resp. $s$) randomly chosen among classes (resp. binary predicates) of the signature of $F$.

100 randomly generated statements $\phi_1, \ldots, \phi_{100}$
were added independently to $F$, yielding 100 input ontologies $K_1, \ldots, K_{100}$, such that each $K_i$ was consistent, and that there was at least one consequence of the form $A(e)$ or $\neg A(e)$ entailed by $K_i$ but not by $F$, with $e$ sharing at least one linguistic context with some other individual of $F$. All 100 input ontologies are available online.  

The first part of the evaluation was performed as follows. For each $K_i$ and each $\psi \in \Psi_{K_i}$, the plausibility $sc_{K_i}(\psi)$ was computed as in definitions 4.1/4.2, and $\Psi_{K_i}$ was ordered by increasing plausibility. Within $\Psi_{K_i}$ are consequences which were not initially entailed by $F$, but have been obtained after the extension of $F$ with the random statement $\phi_i$. So in a sense, these consequences are randomly generated too, and therefore one may expect many of them to convey absurd information (for instance, $\text{Architect(Belgium)}$), or at least to be outliers (like $\text{Person(CEO)}$ in ex 1) within $\Psi_{K_i}$. Let $\Psi_{K_i}^{rand}$ designate these additional consequences, i.e. $\Psi_{K_i}^{rand} = \Psi_{K_i} \setminus \Psi_F$. If $\psi \in \Psi_{K_i}^{rand}$, and if $sc_{K_i}(\psi)$ is actually lower than for most other formulas of $\Psi_{K_i}$, this would indicate that the plausibility score, as formulated in definitions 4.1/4.2, is actually a good estimator.

In order to evaluate this, column “rank” in table 1 gives the average ranking (for all 100 ontologies) within $\Psi_{K_i}$ of the formula $\psi_i \in \Psi_{K_i}^{rand}$ with lowest score. The lower this ranking, the more efficient the plausibility score is at detecting outlier consequences. Column “pVal” gives the probability (t-test) for the cumulated rankings of all formulas in all $\Psi_{K_i}^{rand}$ to be as low as the observed ones, if all consequences in all $\Psi_{K_i}$ had been randomly ordered.

Table 1: Average ranking among $\Psi_{K_i}$ of the lowest-ranked formula of $\Psi_{K_i}^{rand}$, and p-value for the rankings of all formulas of all $\Psi_{K_i}^{rand}$

<table>
<thead>
<tr>
<th>rank</th>
<th>p-val</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP 4.15 / 216.1</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>NP 9.73 / 216.1</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>NS 7.33 / 216.1</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>NPS 5.59 / 216.1</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Results are convincing, with a significant p-value for all four settings. For most ontologies (75/100), there was only one formula in $\Psi_{K_i}^{rand}$. A closer look at the data revealed that, for the best setting (LP), in most of theses cases (57/75), the only formula in $\Psi_{K_i}^{rand}$ was also the one with lowest plausibility in $\Psi_{K_i}$, over 216.1 on average, i.e. the only randomly generated consequence was also the least plausible one according to linguistic evidence. This is very encouraging, especially considering the relatively small number of named individuals (71) in $F$, i.e. that the support to evaluate the plausibility of a consequence $\psi \in \Psi_{K_i}$ was limited. On the other hand, performances were generally poor when the cardinality of $\Psi_{K_i}^{rand}$ was important ($> 0.25 \cdot |\Psi_{K_i}|$), which may be explained by the fact that support sets for some classes of $F$ were significantly modified after the extension of $F$ with $\phi_i$.

As for the settings, unsurprisingly, the two most beneficial (but unfortunately incompatible) factors were the use of lemmatized contexts on the one hand (LP), and the queries over the Web N-gram corpus on the other hand (NS and NPS).

The second part of the evaluation focused on the retrieval of the random statements $\phi_1, \ldots, \phi_{100}$, for the LP setting only, because it gave the best results in the previous experiment. For each extended base $K_i$, all immediate subbases $\Gamma_{i,1}, \ldots, \Gamma_{i,|F|+1}$ of $K_i$ were generated, i.e. each $\Gamma_{i,j}$ was such that $K_i = \Gamma_{i,j} \cup \{\phi_j\}$ for some statement $\phi_j$ of $K_i$. The different $\Gamma_{i,j}$ were ordered by decreasing compliance score $\text{comp}(\Gamma_{i,j})$ (resp. $\text{comp}_{K_i}(\Gamma_{i,j})$), or by decreasing lexicographic ordering $\leq_{\text{lex}}$ (resp. $\leq_{\text{lex}_{K_i}}$). Intuitively, this yields a ranking on $K_i$ where the least reliable statements wrt linguistic evidence should appear first: if $\phi_j \in \Gamma_{i,j}$, and if the subbase of $K_i$ obtained by discarding $\phi_j$ (i.e. $\Gamma_{i,j}$) has a higher linguistic compliance score than $K_i$, then discarding $\Gamma_{i,j}$ can be viewed as an improvement over $K_i$. And if $\Gamma_{i,j}$ is among the best ranked subbases of $K_i$, then $\phi_j$ is among the least reliable statements of $K_i$ wrt distributional evidence. For instance, in example 1, one may expect the subbase $K \setminus \{1\}$ to have a maximal linguistic compliance score among immediate subbases of $K$ (or to be

---


9 The ranking was a strict ordering: if two consequences had the same score, one of them was randomly designated as strictly lower ranked.

10 Again, the ranking was randomly turned into a strict ordering (see footnote 9).
maximal w.r.t. the lexicographic ordering), such that (1) is the best candidate for removal. So back to the test data, if $K_i = F \cup \{\phi_i\}$, i.e. if $\phi_i$ is, among the $|F+1|$ statements of $K_i$, the one which has been randomly generated, and if $\Gamma_{i,j} = K_i \setminus \phi_i$ is among the best ranked immediate subbases of $K_i$, this would indicate that the linguistic compliance score in definitions 4.3 (resp. 4.4), or the corresponding lexicographic ordering $\preceq_{\text{lex}}$ (resp. $\preceq_{\text{lex},K}$) is actually a good estimator of faulty statements.

An additional precaution was taken in order to avoid artificially good results. For most statements $\phi_j \in K_i$, discarding $\phi_j$ did not have any impact on the set $\Psi_{\Gamma_{i,j}}$ of consequences to be evaluated, i.e. $\Psi_{\Gamma_{i,j}} = \Psi_{K_i}$, and therefore $\text{comp}(\Gamma_{i,j}) = \text{comp}(K_i)$. Let $\Delta_i \subseteq K_i$ be the set of statements whose removal did have an impact (on average, there were 79.3 statements in $\Delta_i$). Then the compliance of a subbase $\Gamma_{i,j}$ of $K_i$ was evaluated only if $\phi_j \in \Delta_i$, i.e. only if the removal of $\phi_j$ made a difference. $K_i$ was also added to this set of evaluated subbases, yielding a ranking of $79.03 + 1 = 80.03$ bases on average.

Results are again positive. Column “rank” in table 2 gives the average ranking of $\Gamma_{i,j}$, i.e. the base obtained after the removal of the randomly generated statement $\phi_i$. Both lexicographic orderings outperformed the compliance scores (i.e. the mean of plausibility scores), and the best configuration was the fourth presented in section 4.2, using $\text{sc}_{K_i}(\psi)$ as a plausibility score instead of $\text{sc}_{\Gamma_{i,j}}(\psi)$.

<table>
<thead>
<tr>
<th>comp($\Gamma$)</th>
<th>rank</th>
<th>p-val</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.86 / 80.03</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>comp$_{K_i}$($\Gamma$)</td>
<td>8.05 / 80.03</td>
<td>0.001</td>
</tr>
<tr>
<td>$\preceq_{\text{lex}}$</td>
<td>6.51 / 80.03</td>
<td>0.001</td>
</tr>
<tr>
<td>$\preceq_{\text{lex},K_i}$</td>
<td>2.47 / 80.03</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 2: Average ranking of the randomly generated statement $\phi_i$ for each $K_i$, and p-value for the rankings of all $\phi_i$.

6 Applications

This section describes a few concrete use cases of the propositions made in section 4. A first basic but useful application is the identification of undesired consequences of a consistent input ontology $K$. As illustrated by example 1, violations of common sense often go unnoticed in publicly available OWL datasets, even though effective procedures can detect inconsistency$^{11}$ in most DLs. This is correlated with the overall sparse usage of negation in OWL, yielding ontologies which are consistent by default rather than by design. The identification of such cases can be very simply performed, by returning to the user the formulas of $\Psi_K$ with lower plausibility scores, like Person(CEO) in example 1. Axiom pinpointing algorithms (Schlobach and Cornet, 2003; Kalyanpur et al., 2007; Horridge, 2011) may then be used to compute all justifications for each returned consequence $\psi$, i.e. all (set-inclusion) minimal subsets of $K$ which have $\psi$ as a consequence.

In a more automated fashion, the greedy trimming approach described in (Corman et al., 2015) returns $n$ statements of $K$ which are candidate for removal, $n$ being given as a parameter, by incrementally selecting the immediate subbase of $\Gamma$ with maximal linguistic compliance score, starting with $\Gamma = K$.

But inconsistent$^{12}$ ontology debugging may also benefit from distributional evidence. As discussed in section 2, state-of-the-art approaches to ontology debugging suffer from the number of candidate outputs, i.e. of (set-inclusion) maximal consistent subsets of $K$, as well as from the cost of their computation. If the set $\mathcal{J}$ of justifications for the inconsistency of $K$ is known though, and if some (discriminant enough) preference relation $\preceq_{\alpha}$ over $\bigcup \mathcal{J}$ can be obtained, then prioritized base revision, as it is defined in (Nebel, 1992), provides a principled and computationally attractive solution to these problems. Even if the whole process cannot be depicted here, $\preceq_{\alpha}$ may actually be obtained through distributional evidence, by evaluating, for each statement $\phi \in \bigcup \mathcal{J}$, the plausibility of some consequences of candidate subbases in which $\phi$ does or does not appear. The support set in this case is reduced to consequences of the “safe” part of $K$, i.e. $K \setminus \bigcup \mathcal{J}$.

7 Extensions

A first straightforward extension of this framework consists in taking more complex classes into ac-
count. OWL (and most Description Logics) favor the recursive construction of arbitrarily complex classes out of the signature of \( \Gamma \), and this mechanism could naturally be used to extend \( \Psi \) with more consequences of the form \( C(e) \), where \( C \) is one of these complex classes. For instance, in example 1, if \( C_1 \) and \( C_2 \) are respectively defined by
\[
\forall x (C_1(x) \iff \exists y (\text{occupation}(y,x))) \quad \text{and} \quad \forall x (C_2(x) \iff \exists y (\text{occupation}(x,y)),
\]
then \( \Psi_K \) can be extended “for free” with \( C_1(\text{CEO}) \) and \( C_2(\text{Peter Munk}) \). Unfortunately, if \( \Psi^{+}_\Gamma \) is the set of all consequences of \( \Gamma \) which can be built this way, there is in general no finite subset \( \Psi^*_\Gamma \) of \( \Psi^{+}_\Gamma \) such that \( \Psi^*_\Gamma \models \psi \) for all \( \psi \in \Psi^{+}_\Gamma \). Therefore the complex classes to be used must be selected, which is not trivial. Intuitively, some complex classes are more relevant than other (e.g. the class of “physical objects owned by someone” may be linguistically relevant, but probably not “Moldavian or Muslim lawyers whose father lives in an apartment”).

Another simple variation of the framework presented here consists in setting \( \Psi^*_\Gamma \) to be all consequences of \( \Gamma \) of the form \( e_1 \neq e_2 \), i.e. the fact that that \( e_1 \) and \( e_2 \) are not the same individual according to \( \Gamma \). The unique name assumption is not made in OWL, which means that two distinct named individuals can be interpreted identically, and therefore these consequences do not hold by default. They may be explicitly stated in \( \Gamma \) (owl:differentIndividuals(\( e_1, e_2 \)), but are in most cases entailed by \( \Gamma \), provided it contains some form of negation (e.g. instances of two disjoint classes cannot be the same individual). If \( \Gamma_1 \) and \( \Gamma_2 \) are two subbases of \( K \) such that \( \Gamma_1 \models e_1 \neq e_2 \), but \( \Gamma_2 \models e_1 \neq e_2 \), and if the similarity between \( e_1 \) and \( e_2 \) is lower than expected, then ceteris paribus, \( \Gamma_1 \) will be preferred to \( \Gamma_2 \).

Conclusion

This article is centered on the use of distributional representations of (labels of) named individuals of an input ontology \( K \), in order to identify and repair violations of commonsense within \( K \). For a set of statements \( \Gamma \subseteq K \), and \( \Psi_\Gamma \) a specific set of consequences of \( \Gamma \), a score \( sc_\Gamma(\psi) \) is attributed to each \( \psi \in \Psi_\Gamma \), which evaluates the plausibility of \( \psi \) wrt \( \Gamma \) according to distributional evidence. Several methods based on this plausibility score are then proposed in order to compare two subbases \( \Gamma_1 \) and \( \Gamma_2 \) of \( K \), leading to the identification of potentially erroneous statements. An evaluation is provided, which consists in extending a test ontology with randomly generated statements before trying to spot them automatically, with significant results. A more thorough evaluation is still required though, testing in particular the impact of a higher number of named individuals and/or classes. Scalability of the approach may also be limited by its heavy reliance on a reasoner. Finally, potential improvements may come from using more elaborated distributional representations, like the one described in (Mikolov et al., 2013).
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Abstract

Implicit semantic role labeling, the task of retrieving locally unrealized arguments from wider discourse context, is a knowledge-intensive task. At the same time, the annotated corpora that exist are all small and scattered across different annotation frameworks, genres, and classes of predicates. Previous work has treated these corpora as incompatible with one another, and has concentrated on optimizing the exploitation of single corpora. In this paper, we show that corpus combination is effective after all when the differences between corpora are bridged with domain adaptation methods. When we combine the SemEval-2010 Task 10 and Gerber and Chai noun corpora, we obtain substantially improved performance on both corpora, for all roles and parts of speech. We also present new insights into the properties of the implicit semantic role labeling task.

1 Introduction

Semantic role labeling (SRL) is the task of identifying semantic arguments of predicates in text. It is an important step in text analysis and has applications in information extraction (Christensen et al., 2010), question answering (Shen and Lapata, 2007; Moreda et al., 2011) and machine translation (Wu and Fung, 2009; Xiong et al., 2012). A large body of work exists on algorithms for SRL (Gildea and Jurafsky, 2002; Srikumar and Roth, 2011). Their success is closely connected to the availability of two large, hand-constructed semantic role resources, FrameNet (Fillmore et al., 2003) and PropBank (Palmer et al., 2005). They used to concentrate on overt semantic roles, that is, semantic roles that are realized within the local syntactic structure of the predicate.

Recent years have seen a broadening of the focus in SRL to implicit semantic roles, that is all roles that remain locally unrealized but can be retrieved in the (typically prior) context (Ruppenhofer et al., 2010). In the following example annotated with PropBank roles (cf. Section 2), the target predicate come has two roles, a locally realized one (A1, the entity in motion), it, and an implicit role mentioned in the previous sentence (A4, the goal):

Well, sir, it’s [A4 this lonely, silent house] and the queer thing in the kitchen . ... I thought [A1 it] had come again.

Implicit SRL is useful to complete predicates’ argument structures for inference (Mirkin et al., 2010) and paraphrasing (Roth and Frank, 2013), or to assess the coherence of discourse (Burchardt et al., 2005). It however requires (even) more training data than traditional SRL. One reason is that potential arguments come from the whole text rather than just the sentence. Another one is that most of the powerful syntactic features that are a staple in traditional SRL are unavailable across sentence boundaries. Unfortunately, existing corpora for implicit SRL are quite small: The task requires full-text annotation, which is time-consuming and pushes semantic role frameworks to their limits (Palmer and Sporleder, 2010). It is also hard to do consistently, and can only be crowdsourced in limited settings (Feizabadi and Padó, 2014). Thus, even though multiple systems for implicit SRL exist (among others, Tonelli and Delmonte (2011), Laparra and Rigau (2012), Silberer
and Frank (2012)), results are still relatively poor. In this paper, we focus on the fact that the corpora that exist for implicit SRL differ not only in the semantic role frameworks used (FrameNet vs. PropBank), but also in genre (newswire vs. novels), and classes of annotated predicates (verbs vs. nouns). As a result, they are generally regarded as incompatible, and previous work has concentrated on getting most out of individual corpora, or spending annotation effort on focused extensions of these corpora. Instead, we will follow the intuition that the performance of implicit SRL can be improved significantly by combining corpora, using simple domain adaptation techniques to bridge the differences between them. We combine the two largest datasets for implicit SRL, the SemEval-2010 Task 10 dataset (Ruppenhofer et al., 2010) and the Gerber and Chai dataset (Gerber and Chai, 2012). This combination achieves improvements across all target and semantic roles despite the differences in genre, domain, and parts of speech. Our analyses indicate that the properties of the implicit SRL task – where syntactic features play a relatively minor role compared to semantic and discourse features – are responsible for this picture, and mean that models can actually profit from complementarity between combined corpora.

Plan of the paper. Section 2 summarizes the resource and model situation in SRL. Section 3 defines a simple system for implicit SRL that uses domain adaptation. Sections 4 and 5 report experiments and provide analysis. Section 6 concludes.

2 Traditional and Implicit SRL

This section first describes existing resources for traditional and implicit SRL (frameworks and corpora). Then it outlines the state of the art in modeling.

2.1 Frameworks for Semantic Roles

Almost all contemporary work on SRL is based on one of two frameworks: FrameNet and PropBank.

FrameNet is a dictionary and corpus annotated in the Frame Semantics paradigm (Fillmore et al., 2003). In Frame Semantics, the meaning of predicates (verbs, nouns, or adjectives) is conveyed by frames, conceptual structures which represent situations and define salient entities. Semantic roles describe these salient entities and are therefore located at the level of frames. E.g., the verb approach is analyzed as an instance of the frame ARRIVING, with the roles THEME, SOURCE, GOAL:

\[
\text{[Theme He] was } \text{approaching } \text{[Source from behind and slightly to the right of Sharpe]}.\]

Frame Semantics also offers an analysis of unrealized roles, called Null Instantiations, that distinguishes three classes. Indefinite non-instantiations (INIs) are interpreted generically. Constructional non-instantiations (CNI) include, e.g., passives. Finally, definite non-instantiations (DNIs) have a specific interpretation and often refer to expressions in the context. DNIs correspond to the pre-theoretic concept of implicit roles. The FrameNet corpus, however, does not annotate the antecedents of DNIs, so it cannot be used directly as training data for implicit SRL.

PropBank The second major framework for semantic role annotation is PropBank (Palmer et al., 2005). It defines a set of general semantic roles named ARG0-ARG5 of which ARG0 and ARG1 are interpreted as proto-agent and proto-patient (Dowty, 1991), respectively. The higher-numbered roles receive more predicate-specific interpretations. These “core” roles are complemented by adjunct roles such as MNR (manner) or TMP (time). For example,

\[
\text{Jim Unruh ... said } [A1 \text{ he} \text{ is } \text{approaching } [A2 \text{ next year} ] [\text{MNR with caution}].}
\]

PropBank has annotated the WSJ part of the Penn Treebank, i.e., newswire text, exhaustively with semantic roles. While it originally concentrated on verbs, the NomBank project (Meyers et al., 2004) extended the annotation scheme to nouns. PropBank does not have a specific taxonomy of null instantiations like FrameNet, but it can nevertheless be used equally for implicit role annotation.

2.2 Annotated Corpora for Implicit SRL

FrameNet and PropBank are both very large corpora, covering tens of thousands of instances. Corpora with implicit role annotation are generally much smaller; the main corpora are summarized in Table 1.

Ruppenhofer et al. Arguably the first corpus with a substantial set of annotations for implicit roles was
Table 1: Size of available English corpora with implicit semantic role annotation

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Scheme</th>
<th>POS</th>
<th>Genre</th>
<th># predicates</th>
<th># instances</th>
<th># implicit roles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ruppenhofer et al. (2010)</td>
<td>FrameNet</td>
<td>V, N</td>
<td>Novels</td>
<td>801</td>
<td>1575</td>
<td>245</td>
</tr>
<tr>
<td>Gerber &amp; Chai (2012)</td>
<td>PropBank</td>
<td>N</td>
<td>Newswire</td>
<td>10</td>
<td>1253</td>
<td>1172</td>
</tr>
<tr>
<td>Moor et al. (2013)</td>
<td>FrameNet</td>
<td>V</td>
<td>Newswire</td>
<td>5</td>
<td>1992</td>
<td>242</td>
</tr>
<tr>
<td>Feizabadi &amp; Padó (2014)</td>
<td>FrameNet</td>
<td>V</td>
<td>Novels</td>
<td>10</td>
<td>384</td>
<td>363</td>
</tr>
</tbody>
</table>

created for SemEval 2010 Task 10 (Ruppenhofer et al., 2010). This dataset covers a number of chapters from Arthur Conan Doyle short stories and provides full-text annotation of both explicit and implicit semantic roles. The texts were annotated manually with FrameNet roles. This dataset is a de-facto standard benchmark for implicit SRL.

**Gerber and Chai.** A study by Gerber and Chai (2012) investigated implicit arguments of NomBank nominalizations. They extended a part of the PropBank corpus with implicit roles for 10 nominal predicates, of which they annotated all instances.

**Further Corpora with Implicit Role Annotation.** Moor et al. (2013) created a corpus with all annotated instances for five verbs with the goal of focused improvement of implicit SRL. Feizabadi & Padó (2014) investigated the use of crowdsourcing to create annotations for implicit roles. Both corpora are more restricted in size and scope than the first two.

2.3 Models for Semantic Role Labeling

**Traditional SRL.** A broad range of models have been proposed for “traditional”, i.e., local SRL (Palmer et al., 2010). The task can be seen as a sequence of two classification tasks, predicate disambiguation and role labeling. Earlier models modeled them in a pipeline architecture, but recent works demonstrates the benefits of joint inference (Srikumar and Roth, 2011; Das et al., 2014). SRL models have drawn on a wide variety of features from two main groups: syntactic features describing the structural relation between predicate and argument candidate, and semantic features describing role and candidate. A general observation is that SRL models are lexically specific to a substantial degree, i.e., do not generalize very well between predicates, so that the availability of annotations remains a bottleneck.

**Implicit SRL** was formulated by SemEval 2010 Task 10 in two versions. The “full task” includes identification of all (explicit or implicit) semantic roles of the target predicate. The “null instantiation task” is the subtask of the full task concerned only with the identification and labeling of antecedents for implicit roles. It assumes that predicates and overt roles are already available. We follow the lead of almost all models for implicit SRL on the null instantiation task. Structurally, it can be approached similarly to role identification in traditional SRL.

The first systems on large-coverage implicit SRL adopted traditional SRL modeling techniques (Chen et al., 2010; Tonelli and Delmonte, 2010), but struggled with the scarcity of training data for the complex task. Work since then has concentrated on tapping into novel knowledge and data sources. There are three main directions. The first one is knowledge about semantic types. This includes Ruppenhofer et al. (2011) who extract semantic types for null instantiations from FrameNet and Laparra and Rigau (2012) who learn distributions over semantic types for each role from explicit role annotations in FrameNet. Similarly, Roth and Frank (2013) retrieve overt instances of implicit roles from comparable corpora. The second direction is discourse level knowledge. Laparra and Rigau (2013) and Gorinski et al. (2013) treat implicit SRL as a task similar to anaphor resolution, which motivates the use of several features of discourse such as distance and salience. A third set of studies concentrated on simply obtaining more annotated instances. Silberer and Frank (2012) use an entity-based coreference resolution model to automatically extended the training set. Moor et al. (2013) and Feizabadi and Padó (2014) manually construct focused corpora (cf. Section 2.2).

3 Combining Corpora for Implicit SRL

3.1 Rationale and Challenges

Despite the progress made by on implicit SRL, as discussed in the previous section, data sparsity remains the main bottleneck. This has two main reasons.
First, the set of constituents included in the search for each role is very large, potentially including the whole discourse. To address this problem, implicit SRL systems typically concentrate on a window of \( n \) sentences, typically the sentence with the predicate and its preceding discourse. Second, the powerful class of syntactic features becomes largely unavailable beyond sentence boundaries.

This situation calls for large, richly annotated corpora. Unfortunately, the annotation effort that has been expended on implicit role has been distributed over a number of different corpora, all of which are fairly small (cf. Section 2.2). The question that we are asking in this paper is: Can data from existing corpora be combined rather than spending annotation effort on yet another corpus?

We will consider the combination of the standard benchmark, the SemEval 2010 Task 10 dataset (Ruppenhofer et al., 2010) (henceforth SEMEVAL), with the corpus with the largest number of implicit roles, the Gerber and Chai (2012) corpus (henceforth GERBERCHAI). The main challenge in this endeavour is that these corpora have very different properties (cf. Table 1). Consequently, a number of challenges arise for data combination. Below we discuss them, our expectations, and our strategies to address them.

### Challenge: Differences in Role Framework

SEMEVAL was annotated with FrameNet roles, while GERBERCHAI was annotated with PropBank roles. While semi-automatic conversion schemes now exist in both directions, we decided to adopt the PropBank paradigm, working on the basis of the semi-automatically converted SEMEVAL annotation provided by the task organizers. The reasons are twofold: (a), we believe that, in parallel to results on traditional SRL, PropBank roles should be generally easier to label than FrameNet roles; (b), this effect should be particularly pronounced when facing sparse data problems, as is the case here.

### Challenge: Differences in Parts of Speech

SEMEVAL covers both verbal and nominal predicates, while GERBERCHAI contains only nominal predicates (cf. Table 1). Given the absence of syntactic features from implicit SRL, we believe that this is not a huge impediment. We will, however, evaluate on a per-POS basis to test this assumption.

### Challenge: Differences in Genre/Domain

Also, SEMEVAL is based on novels dealing with everyday affairs, while GERBERCHAI consists of newswire text focusing on finance and politics. It is well known that the performance of NLP models degrades when applied across domains and genres. This holds for traditional SRL (Carreras and Márquez, 2005) and is likely to extend to the implicit variant. For this reason, we believe that it is crucial to apply domain adaptation methods to ensure that reasonable generalizations can be learned. See Section 3.3 for details.

### 3.2 A Simple Implicit SRL System

We now describe the simple classification-based system for implicit SRL that we will use in our experiments. Like many systems from the literature, it focuses on the “null instantiation” step (cf. Section 2.2) — i.e., we assume that overtly realized roles are already available. The architecture of our system is inspired by the system by Laparra and Rigau (2012) which is among the best-performing systems on SEMEVAL.

Our system decomposes the task into two steps: (1), Determining a set of implicit roles that should be identified in context; (2) Determining the antecedents of these missing roles. For the first step, we extract the predominant role set (i.e., most frequently realized set) for each predicate by searching the predicate in a large corpus, OntoNotes (Hovy et al., 2006). We assume that all instances of the predicate realize these roles and select the subset that is not realized overtly for inclusion in the second step.

We phrase the second step as binary classification. The items to be classified are triples (target predicate, implicit role, candidate realization). The set of candidate realizations is defined as all constituents from the target predicate’s sentence and the two prior sentences which do not fill an explicit role for the target. We employ a Naive Bayes classifier that can deal relatively well with sparse data.\(^1\) We use 10 features, shown in Table 1 which attempt to capture relevant syntacto-semantic and the discourse features.

### 3.3 Domain Adaptation

The standard assumption in machine leaning is that data are independent and identically distributed, that is, drawn from the same underlying population. This

\(^1\)We also experimented with other classifiers including SVMs, but did not achieve better results.
whether the candidate realization has overtly realized any semantic role in the dataset.

Semantic Type:  Semantic type of the candidate realization’s head word (WordNet supersenses) or, if pronoun, of the next content words in the coreference chain.

Word Frequency:  Lemma frequency of the candidate filler’s head word.

POS:  Part of Speech of candidate realization’s head word.

Constituent type:  The constituent type of the candidate filler, e.g. NP, PP, VP, etc.

Distance:  Distance between candidate realization and target predicate (in sentences).

Salience:  Whether the candidate realization’s head word is included in a non-singleton coreference chain.

Previous Role:  Whether the candidate realization has overtly realized any semantic role in the dataset.

Same Role:  Whether the candidate realization has realized the implicit role as an overt role in the dataset.

Role Percentage:  The percentage with which the candidate realization has realized the implicit role.

Table 2: Feature Set (above: syntacto-semantic features; below: discourse features)

4.1 Experimental Setup

Design.  In this experiment, we evaluate our approach on the SEMEVAL dataset (SEMEVAL is the target domain and GERBERCHAI is the source domain). Since there is an established split of SEMEVAL into training and test parts, we simply use the test part for evaluation, and designate the SEMEVAL training part as well as GERBERCHAI for training.

We compare four experimental scenarios (cf. Table 3): (1) The standard “in-domain” setup that only uses SEMEVAL, as assumed by most studies on the dataset. (2) A pure “out-of-domain” setup where we use only GERBERCHAI as training data. Of course, there is reason to believe that this strategy will perform quite poorly. (3) A simple “concatenation” setup where we train on the union of GERBERCHAI and the SEMEVAL training corpus. (4) The feature augmentation setting where we train on the combined corpus, but apply Daumé’s (2007) learning method.

Preprocessing.  SEMEVAL comes pre-parsed with the Collins (Collins, 1997) parser. We parsed GERBERCHAI with the same parser, ignoring the Penn Treebank gold trees. Since all datasets are manually annotated with semantic roles, no overt SRL is necessary. Coreference information, which we require for some features, is available from manual annotation in the SEMEVAL test part, but not for the other datasets. We computed coreference chains with the Stanford CoreNLP tools (Manning et al., 2014).

Evaluation.  We evaluate implicit role predictions with precision, recall, and F1 score, following the official SemEval 2010 Task 10 guidelines. Note that
Table 3: Evaluation of implicit SRL (PropBank roles) on the SEMEVAL test set

<table>
<thead>
<tr>
<th>% of GERBERCHAI</th>
<th>Pr.</th>
<th>Rec.</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.10</td>
<td>0.20</td>
<td>0.13</td>
</tr>
<tr>
<td>5</td>
<td>0.13</td>
<td>0.29</td>
<td>0.17</td>
</tr>
<tr>
<td>10</td>
<td>0.14</td>
<td>0.31</td>
<td>0.19</td>
</tr>
<tr>
<td>15</td>
<td>0.13</td>
<td>0.31</td>
<td>0.18</td>
</tr>
<tr>
<td>20</td>
<td>0.13</td>
<td>0.30</td>
<td>0.18</td>
</tr>
<tr>
<td>100</td>
<td>0.13</td>
<td>0.30</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 4: Results on SEMEVAL test, training on SEMEVAL train plus varying amounts of data from GERBERCHAI

According to the guidelines, the true positives include all predictions that match the gold span indirectly through a (manually annotated) coreference chain.

**Baseline.** All previous studies on the SEMEVAL dataset used the FrameNet annotation, and without access to the actual predictions we cannot directly compare our predictions to theirs. We are grateful to Laparra and Rigau who agreed to share the predictions of their 2013 model with us, which is, at the time of writing, the system with the second-best reported scores. We converted the predictions into the PropBank format, using the FrameNet-to-PropBank mapping provided by the task organizers.

**Upper bound.** Implicit SRL systems typically trade off recall against precision by restricting the search space. Our system uses two heuristics: It restricts search to the current and two preceding sentences and to the predominant role set (cf. Section 3.2). The upper bound in recall on SEMEVAL test that can still be achieved in this setting is 60.1%.

**4.2 Results**

Table 3 shows the results of the four experimental conditions defined above and the comparison system, the converted Laparra and Rigau (2013). Our system, trained in-domain (1), achieves a performance comparable to Laparra and Rigau, albeit with a different precision-recall trade-off. Not surprisingly, pure out-of-domain training (2) does not perform well either. Simple data concatenation (3) leads to a minimal numeric improvement, but indicates that the datasets are indeed rather different.

We see a substantial improvement in performance when feature augmentation (4) is used. There is not only a major improvement in recall (+10 percentage points) but also a smaller improvement in precision (+3 points). We tested the difference to the in-domain model (1) for significance with bootstrap resampling (Efron and Tibshirani, 1993) and found it to be highly significant (p<0.01). In sum, we see an improvement of 5% F-Score, despite the differences between the corpora, when feature augmentation is used. Notably, we achieve a high recall, despite the upper bound imposed by the filtering heuristics.

Unfortunately, it is rather difficult to pinpoint individual instances whose improvements can be interpreted in a linguistically meaningful way. A comparative feature ablation study for models (1) and (4) showed that discourse features such as Previous Role (cf. Table 2) are among the most important features in (4), while they are almost useless in (1). This indicates that discourse-level features particularly profit from the inclusion of out-of-domain data.

**Analysis by Amount of Out-of-Domain Data.**

Since GERBERCHAI is about ten times as large as the SEMEVAL training set, we wondered whether the out-of-domain GERBERCHAI data is “overwhelming” the SEMEVAL data. Keeping the SEMEVAL test set for evaluation, we combined SEMEVAL train with subsets of GERBERCHAI in increments of 5% of the total number of predicates. The results, shown in Table 4, show that almost the complete benefit of the GERBERCHAI data is already present when we add 5% of GERBERCHAI, and we achieve the optimal result by adding 10%. The results are marginally higher than when we add the complete GERBERCHAI (difference not significant). Our take away is that, in contrast to the proposal by Moor et al. (2013), we do not require many annotations for each predicate: the results are best when the in-domain and out-of-domain corpora have about the same size.
Table 5: Evaluation of implicit SRL (PropBank roles) on the SEmEVAL test set, by target part of speech

<table>
<thead>
<tr>
<th>Training Set</th>
<th>Verbal predicates</th>
<th>Nominal predicates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pr.</td>
<td>Rec.</td>
</tr>
<tr>
<td>(1) SEmEVAL train (&quot;in-domain&quot;)</td>
<td>0.11</td>
<td>0.20</td>
</tr>
<tr>
<td>(2) GERBERCHAI train (&quot;out-of-domain&quot;)</td>
<td>0.09</td>
<td>0.12</td>
</tr>
<tr>
<td>(3) SEmEVAL train + GERBERCHAI, concat.</td>
<td>0.11</td>
<td>0.18</td>
</tr>
<tr>
<td>(4) SEmEVAL train + GERBERCHAI, feature aug.</td>
<td>0.13</td>
<td>0.30</td>
</tr>
<tr>
<td>Laparra and Rigau (2013)</td>
<td>0.15</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 6: Evaluation of implicit SRL (PropBank roles) on the SEmEVAL test set, by role

<table>
<thead>
<tr>
<th>Training Set</th>
<th>A0</th>
<th></th>
<th>A1</th>
<th></th>
<th>A2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) SEmEVAL train (&quot;in-domain&quot;)</td>
<td>0.19</td>
<td>0.29</td>
<td>0.23</td>
<td>0.09</td>
<td>0.26</td>
<td>0.13</td>
</tr>
<tr>
<td>(2) GERBERCHAI (&quot;out-of-domain&quot;)</td>
<td>0.19</td>
<td>0.34</td>
<td>0.24</td>
<td>0.03</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>(3) SEmEVAL train + GERBERCHAI, concat.</td>
<td>0.23</td>
<td>0.34</td>
<td>0.27</td>
<td>0.08</td>
<td>0.22</td>
<td>0.11</td>
</tr>
<tr>
<td>(4) SEmEVAL train + GERBERCHAI, feature aug.</td>
<td><strong>0.24</strong></td>
<td><strong>0.42</strong></td>
<td><strong>0.31</strong></td>
<td><strong>0.11</strong></td>
<td><strong>0.37</strong></td>
<td><strong>0.17</strong></td>
</tr>
<tr>
<td>Laparra and Rigau (2013)</td>
<td>0.21</td>
<td>0.28</td>
<td>0.24</td>
<td>0.10</td>
<td>0.13</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Analysis by Predicate POS. Since GERBERCHAI contains only noun targets, we could hypothesize that its inclusion improves results in SEmEVAL specifically for nominal predicates. To test this hypothesis, we evaluated verbal and nominal predicates separately. The results in Table 5 are actually comparable across parts-of-speech. Even though the benefit is somewhat smaller for verbs, there is still a substantial improvement (+4.1% F₁ for verbs; +5.9% F₁ for nouns). In contrast, studies on traditional SRL found only small (albeit consistent) improvements for extending training sets with instances of targets with different parts-of-speech (Li et al., 2009).

We believe that this is the case because implicit SRL, as discussed in Section 2.3, can rely less on syntactic features but must make predictions on the basis of semantic and discourse features, which are more comparable across target parts of speech. Consider these two examples — one verbal and one nominal predicate — of implicit A0 roles. Both occur in the same sentences as their predicates, but outside their syntactic domains:

SEMEVAL: The wagonette was paid off ... while [A₀] we started walking.
GERBERCHAI: His ... house ... is up for sale to pay for [A₀ his] lawyers.

While the role realizations are quite different structurally (subject vs. possessive), they are similar on the semantics and discourse levels: both are pronouns referring to agent-like entities and are realized in the immediately following discourse.

Analysis by Role. Finally, we performed an evaluation by individual semantic roles, shown in Table 6, to assess to what extent differences in role distribution between SEmEVAL and GERBERCHAI influence the improvements. We concentrate on A0 through A2, since A3 and A4 are so infrequent in SEmEVAL that evaluation results are not reliable.

Not surprisingly, we see the overall best results for A0, followed by A1 and A2. The improvement for combining corpora correlates with the overall performance: +7% F₁ for A0, +4% for A1, +6% for A2. The overall pattern of a major boost to recall and a minor one to precision are also stable across roles. Thus, corpus combination seems to benefit all roles as well. A notable observation is the inability of the naive out-of-domain models (2) and (3) to correctly predict any A2 roles. The reason is that for the nominal targets in GERBERCHAI, A2 is an incorporated role, that is, realized by the predicate itself. This pattern hardly occurs in SEmEVAL. Interestingly, the domain adaptation model (4) manages to extract relevant information from GERBERCHAI. Nevertheless, the fact that (4) is still worse than Laparra & Rigau (2013), which is trained just in-domain, indicates that more informative features for A2 are also necessary.
Table 7: Evaluation of implicit SRL (PropBank roles) on the \textsc{SemEval} test set, by role

<table>
<thead>
<tr>
<th>Training Set</th>
<th>A0 Pr. Rec. F₁</th>
<th>A1 Pr. Rec. F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) \textsc{GerberChai} (&quot;in-domain&quot;)</td>
<td>0.15 0.10 0.12</td>
<td>0.18 0.23 0.16</td>
</tr>
<tr>
<td>(2) \textsc{SemEval} (out-of-domain)</td>
<td>0.19 0.13 0.15</td>
<td>0.24 0.35 0.30</td>
</tr>
<tr>
<td>(3) \textsc{SemEval} + \textsc{GerberChai}, concat.</td>
<td>0.16 0.09 0.11</td>
<td>0.16 0.09 0.11</td>
</tr>
<tr>
<td>(4) \textsc{SemEval} + \textsc{GerberChai}, feature augmentation</td>
<td>0.24 0.18 0.21</td>
<td>0.24 0.18 0.21</td>
</tr>
</tbody>
</table>

Table 7 subdivides the results by semantic roles on \textsc{GerberChai} (3-fold CV)

5 Experiment 2

In Experiment 2, we use a combination of \textsc{GerberChai} and the complete \textsc{SemEval} for training and evaluate on \textsc{GerberChai}. The main question is whether the addition of the (much smaller) \textsc{SemEval} corpus to \textsc{GerberChai} can improve performance.

We consider the same four conditions as in Experiment 1. To obtain reliable results, we split \textsc{GerberChai} into three equal-sized parts and report averages over three cross-validation runs where we always use two thirds for training and one third for testing. Evaluation also is performed as before, with the exception that in the absence of manually annotated coreference chains, we only count direct matches as true positives. The upper bound for recall on this dataset (using the same 3-sentence window and predominant role set) is rather low, at 44%, which reflects the structural tendency of nominalizations to realize few roles locally.

Unfortunately, we do not have a directly comparable competitor, since Laparra and Rigau did not run their system on \textsc{GerberChai} data. The results obtained by Gerber and Chai (2012) are not directly comparable, since their approach was hand-tailored towards nominal implicit SRL in the newswire domain. It incorporates a large number of detailed linguistic resources (Penn Treebank, Penn Discourse Bank, NomBank, FrameNet) and assumes gold standard information on all levels. We therefore see this system as an upper bound rather than as a competitor.

The results are shown in Table 8. The overall patterns are very similar to Experiment 1: out-of-domain training (2) works worse than in-domain training (1), and simple concatenation (3) does not improve over in-domain training. With feature augmentation, however, we see a significant improvement of 9% in precision, recall and F₁. The difference is highly significant at p<0.01. This confirms the effectiveness of corpus combination, despite the small size of the added \textsc{SemEval} dataset compared to \textsc{GerberChai}. It is also clear, however, that the results are much worse than the upper bound set by Gerber and Chai.

Table 7 subdivides the results by semantic roles for (1), as the in-domain baseline, and (4), as the best model. Again, we see improvements for both A0 and A1, both regarding precision and recall. Interestingly, the improvements as well as the performance for A1 exceed those for A0 – a difference to the \textsc{SemEval} results, where we found the best results for A0.

6 Experiment 3

In Experiments 1 and 2, we have found an improvement for including out-of-domain data. However, it is unclear so far whether the improvements are simply due to the increased amount of training data, or to the training data becoming more varied. To distinguish between these two hypotheses, Experiment 3 keeps the total size of the training set constant and varies the proportions of the two source corpora, \textsc{SemEval} and \textsc{GerberChai}, in 10% increments, from 100\% \textsc{SemEval} to 100\% \textsc{GerberChai}. The size of the training set is limited by the smaller one of the training sets (\textsc{SemEval}, cf. Table 1).

As before, we apply feature augmentation and train models, which we now evaluate on both the \textsc{SemEval} and \textsc{GerberChai} test sets. If the improvements we have seen before are solely due to the larger size of the training sets, we expect to see the highest performance for the 100\% in-domain training
set, and decreasing performance with more out-of-domain data. If however variety is important, we expect to see a maximum somewhere between the two extremes, at the point where there is enough out-of-domain training data to introduce variety but not enough to overwhelm the in-domain data.

Figure 1 shows the results. On both test sets, we do not see the best result for 100% in-domain data – there is a substantial improvement moving from 100% to 90% in-domain data (from 0.13 to 0.18 F-Score on SEMEVAL and from 0.10 to 0.18 on GERBERCHAI). On the SEMEVAL test set, the result for 90% is the (tied) best result. We see minor variation until roughly the 50-50 split and then a mild degradation to the cases where the GERBERCHAI training data dominates, consistent with Experiment 1. On the GERBERCHAI test set, we see a more symmetrical picture, with relatively constant performance for almost all mixtures. We see degradation for the both “pure” (100%) training sets, but still better performance for in-domain than for out-of-domain (100% GERBERCHAI: 0.10; 100% SEMEVAL: 0.08).

Overall, the results are compatible with the second, but not the first hypothesis: the models do seem to profit from the combination of different corpora even when this does not involve larger training sets.

7 Conclusion

This paper has reviewed the state-of-the-art in implicit semantic role labeling (SRL) where scarcity of training data is the major bottleneck. We have argued that rather than annotating new datasets, researchers should gauge the potential for combining existing corpora, even if they are very different at first glance.

We have presented experiments on two standard corpora, the SemEval 2010 Task 10 corpus (novels) and Gerber and Chai’s nominalization corpus (newswire). They demonstrate that systems trained on either corpus can benefit substantially from combination with the other one. More specifically, we find that (a) domain adaptation techniques are helpful to bridge the differences between corpora; (b) improvements from corpus combination apply surprisingly uniformly to different roles and different parts of speech; (c) improvements can be obtained from relatively small amounts of “out-of-domain” data.

Further analyses have indicated that it is indeed the complementarity of the corpora, rather than the addition of training data, which is responsible for the improvement. This suggests that rather than annotating as many instances as possible, researchers should concentrate on annotating instances that are as varied as possible, similar to uncertainty sampling in active learning (Lewis and Gale, 1994). In future work, we will experiment with combining more than two corpora to test the scalability of the present approach.

An open question is to what extent the benefits that we see for implicit SRL generalize to other tasks. We believe that two factors combine to give us the present picture: the first one is the set of properties of implicit SRL as a task where semantic and discourse features play important roles. The second one is simply the low baseline performance; overall better models are presumably harder to improve.
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Abstract

This research describes the development of a supervised classifier of English Caused Motion Constructions (CMCs) (e.g. The goalie kicked the ball into the field). Consistent identification of CMCs is a necessary step to a correct interpretation of semantics for sentences where the verb does not conform to the expected semantics of the verb (e.g. The crowd laughed the clown off the stage). We expand on a previous study on the classification CMCs (Hwang et al., 2010) to show that CMCs can be successfully identified in the corpus data. In this paper, we present the classifier and the series of experiments carried out to improve its performance.

1 Introduction

While natural language processing performance has been improved through the recognition that there is a relationship between the semantics of the verb and the syntactic context in which the verb is realized (Guildea and Palmer, 2002), sentences where the verb does not conform to the expected syntax-semantic patterning behavior remain problematic.

1. The goalie kicked the ball into the field.
2. The crowd laughed the clown off the stage.

These sentences are semantically related – an entity causes a second entity to go along the path described by the prepositional phrase: in 1, the goalie causes the ball to go into the field, and in 2, the crowd causes the clown to go off the stage.

While only the verb in the first sentence is generally identified as a verb of motion that can appear in a caused motion context, both are examples of caused motion constructions (CMCs) (Goldberg, 1995). The verb laugh of sentence 2 is normally considered an intransitive manner of speaking verb (e.g. The crowd laughed at the clown), but in this sentence, the verb is coerced into the caused motion interpretation and the semantics of the verb gives the manner in which the movement happened (e.g. the crowd caused the clown to move off the stage by means of laughing). The semantics parallel one another: both sentences have a causal argument responsible for the event, an argument in motion, and a path that specifies the initial, middle, or final location, state or condition of the argument in motion (Hwang et al., 2013).

Thus, if the semantic interpretation is strictly based on the expected semantics of the verb and its arguments, it fails to include the relevant information from the CMC. Accurate semantic role labelling requires that NLP classifiers accurately identify these coerced usages in data.

In a previous study, we carried out preliminary work on the supervised identification of CMCs (Hwang et al., 2010). The pilot study was conducted in a highly controlled environment over a small portion of Wall Street Journal (WSJ) data. The annotation of CMCs were limited to 1.8K instances of WSJ data. In the pilot, we were able to establish a classifier predicting CMC with high accuracy (87.2% precision, 86.0% recall, and 0.866 f-score).

In a subsequent study, we developed a detailed set of criteria for identifying CMCs to insure the
production of consistent annotation with high inter-annotator agreement (Hwang et al., 2014). Through the semantic typing of the CMCs, the annotation guidelines defining CMCs were further refined from the guidelines used during the pilot study. Using the newly established criteria for annotation, we extended the annotation over the complete WSJ, and further included the Broadcast News and Webtext for the annotation of CMC. This study resulted in over 20K instances of CMC annotation.

In this paper, we carry out a supervised classification of the CMC. This study further expands on a pilot study with the larger set of high-quality annotated data for the further training and testing of CMC classifiers.

2 Caused Motion Constructions

CMCs are defined as having the coarse-grained syntactic structure of Subject Noun Phrase followed by a verb that takes both a Noun Phrase Object and a Prepositional Phrase: (NP-SBJ (V NP PP)); and the semantic meaning “The agent, NP-SBJ, directly causes the patient, NP, to move along the path specified by the PP’ (Goldberg, 1995). This construction is exemplified by the following sentences:

3. Frank sneezed the tissue off the table.
4. John stuffed the letter in the envelope.
5. Sally threw a ball to him.

However, not all syntactic structures of the form (NP-SBJ (V NP PP)):

6. Mary kicked the ball to my relief.
7. Jen took the highway into Pennsylvania.
8. We saw the bird in the shopping mall.

In 6, the PP does not specify a direction or a path. In 8, PP indicates the location in which the “seeing” event happened, not a path along which “we” caused “the bird” to move. Though the PP in 7 expresses a path, it is not a path over which Jen causes “the highway” to move.

3 Experimental Setup

3.1 Corpora

Our data comes from the latest version of OntoNotes, version 5.0, (Weischedel et al., 2012). Gold annotations for Penn Treebank, PropBank, and Verb Sense Annotation are available for all of OntoNotes corpora. As we did for the pilot study, we use the Wall Street Journal (WSJ) corpus. This corpus contains over 846K words selected from the non “strictly” financial (e.g., daily market reports) portion of the Wall Street Journal included in the Penn Treebank II (Marcus et al., 1994). We also pull from the smaller of the two WebText (WEB) data sets published in OntoNotes. This corpus contains 85K words selected from English weblogs. This portion of the data is not to be confused with the larger 200K word web data, which is a separate corpus in OntoNotes. The third corpus used in our experiments is the 200K word Broadcast News (BN) data. OntoNotes’ BN data contains news texts from broadcasting sources such as CNN, ABC, and PRI (Public Radio International).

3.2 Data Selection

In order to narrow the data down to a more manageable size for annotation, we exclude instances that can be deterministically categorized as NON-CMCs using the gold Penn Treebank annotation of the corpora. To do this we first select all sentences with the base syntactic form (NP-SBJ (V NP PP)) based on the Penn Treebank gold annotation.

Additionally, we use a set of heuristics (a smaller set than the pilot) to further select instances of potential CMCs. Instances which satisfy the following three conditions are extracted for annotation: (1) an NP exists in the verb phrase; (2) at least one PP exists in the verb phrase; and (3) the NP precedes the PP in the verb phrase.

For the remaining data, already annotated instances from the pilot study are separated out for double-checking. We also set aside instances that can be deterministically categorized as NON-CMC: instances with the function tags ADV, EXT, PRD, VOC, or TMP. These sentences are kept for a quick verification at the annotation stage that they indeed are cases of NON-CMCs and labeled as such.

3.3 Added Syntactic Complexity

In the pilot study, we had excluded passive instances (e.g. Coffee was shipped from Colombia by Gracie.), instances with traces in the object NP or PP including questions, relative clauses, and subordinate
clauses (e.g. *What did Gracie ship from Colombia?* and *It was Gracie that shipped coffee from Colombia.*) and instances in which the verb is a conjunct to the main verb in the sentence (e.g. *chop* in *He peeled the potatoes and chopped them into a bowl*), opting to match sentences by their surface structure. For the current study, our data selection includes instances that retain an underlying syntactic form (NP-SBJ (V NP PP)). In effect, we extend the syntactic variability in the data.

<table>
<thead>
<tr>
<th>Form</th>
<th>WSJ</th>
<th>BN</th>
<th>WEB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questions/Rel. clauses</td>
<td>2.3%</td>
<td>3.9%</td>
<td>2.6%</td>
</tr>
<tr>
<td>Passives</td>
<td>4.4%</td>
<td>4.6%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Conjoint</td>
<td>7.9%</td>
<td>10.2%</td>
<td>16.3%</td>
</tr>
<tr>
<td>Other clauses</td>
<td>46.3%</td>
<td>41.2%</td>
<td>37.3%</td>
</tr>
<tr>
<td>Other</td>
<td>41.4%</td>
<td>44.1%</td>
<td>44.7%</td>
</tr>
</tbody>
</table>

Table 1: Syntactic forms found in data. Other clauses include both subordinate and complement clauses.

Table 1 shows the breakdown of the syntactic forms in the current data. The pilot data was solely restricted to the “Other” category. More than half of all the syntactic forms represented in our current data add to the syntactic complexity beyond that of the pilot dataset, and lower our baseline classifier performance significantly.

### 3.4 Labels and Classifiers

The annotated data includes 4 major types of CMCs (Hwang et al., 2014). CMC types are listed below:

- **Displacement:** These CMCs express a (concrete or abstract) change of location of an entity (e.g. *The goalie kicked the ball into the field.* or *The market tilted the economy into recession.*). This is the most prototypical CMC type.

- **Change of Scale:** These CMCs express a change in value on a linear scale (e.g. *Torrential rains raised the water level to 500ft.*).

- **Change of Possession:** These CMCs express a change of possession (e.g. *John gave a book to Mary*).

- **Change of State:** These CMCs express a change of attribute of an item (e.g. *I smashed the vase into pieces.*)

The experiments presented in this paper are geared towards the identification of: (1) all 4 types unified under a single label and (2) the “Displacement” type of CMCs (1 of the 4 types). We build two binary classifiers – one for each of the two labels. We will refer to the former classifier as “CMC classifier” and the latter as the “DISPLACE classifier”. Table 2 shows the classification label distribution across the three corpora.

For all our experiments, 80% of the annotated data is randomly selected as the training/development data and the remaining 20% is set aside as the test/evaluation set. For our experiments, we use a Support Vector Machine (SVM) classifier with a linear kernel. In particular, we use LIBSVM (Chang and Lin, 2001) as our training and testing software. We use a 5-fold cross-validation process for the development stage.

### 3.5 Features

The features encode syntactic and semantic information that targets four elements in the sentence: (1) the verb, which expresses the event or the situation of the sentence, (2) the preposition, which instantiates the path information in a caused motion sentence, (3) the complement of the preposition, which covers the rest of the prepositional phrase, (4) the cause argument, which is recovered from the subject of the sentence or the prepositional by-phrase in a passive sentence, and (5) the undergoer argument, which is recovered from the direct object position of the sentence or from the subject position in a passive sentence. We will discuss the cause and undergoer argument recovery in further detail later.

#### 3.5.1 Feature Sets

The baseline feature set is encoded by the verb lemma – the lemmatized and case-normalized verb. The verb lemma feature is the baseline feature for all our experiments. Following are the semantic and syntactic features sets used in our experiments. Anytime we use the terms “Full Set” or full feature set, we are referring to a set of features that includes all of the feature sets below for each of the four
Table 2: CMC and DISPLACE label distribution in training and test data

<table>
<thead>
<tr>
<th></th>
<th>WSJ</th>
<th>WEB</th>
<th>BN</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMC</td>
<td>2250</td>
<td>14.8%</td>
<td>533</td>
</tr>
<tr>
<td>NONCMC</td>
<td>12959</td>
<td>85.2%</td>
<td>1291</td>
</tr>
<tr>
<td>DISPLACE</td>
<td>1261</td>
<td>8.3%</td>
<td>412</td>
</tr>
<tr>
<td>NONDISPLACE</td>
<td>13948</td>
<td>91.7%</td>
<td>1412</td>
</tr>
</tbody>
</table>

elements as noted above.

Features encoding **semantic** information are as following:

- **Nominal Entity** features which are automatically generated using BBNs IdentiFinder (Bikel et al., 1999). The IdentiFinder annotates relevant noun phrases with labels such as “Persons”, “Time”, “Location”, or “Organization”.

- **PropBank Frameset** features specify the verb’s sense based on its subcategorization frame. This is extracted from the gold annotation provided by Ontonotes.

- **Ontonotes Verb Sense** features which specify the verb’s sense. The semantics of these features are generally finer grained than what the PropBank framesets encode. These features are also provided as gold annotation in OntoNotes.

- **VerbNet Class** features that encode each of the VerbNet classes in which the verb is a member. A verb can be a member of one or more classes.

- **Preposition Type** features obtained from the automatic preposition labeller developed in a recent study by (Srikumar, 2013). The labeller introduces a set of 32 roles to disambiguate semantics of prepositions as used in sentences (e.g. from in *Her sudden death from pneumonia* ... (Cause) vs. *She copied the lines from the film.*). (Source)

Features encoding **syntactic** information include:

- **Part of Speech Tag** of the lexical item in the syntactic parse.

- **Dependency Relation Tag** of the lexical item in a dependency parse.

Please note that while we depend on the phrasal trees for the data selection process, for feature extraction, we employ the CLEAR dependency parses (Choi, 2012). These parses have been automatically converted from the Penn Treebank phrasal trees. The decision to encode syntactic features from the dependency parses rather than from phrasal parses was based on the flexibility and the amount of additional information we gain through the dependency parse type. After a series of experimental runs with features from both parse types, it was determined that further syntactic features based on the phrase trees produced relatively similar performance to that of its counterpart labels on the dependency trees. However, the dependency labels are functionally finer grained than phrase structure labels for those syntactic elements that are most relevant to the CMCs.

### 3.5.2 Cause & Undergoer Argument Recovery

We make a pre-processing pass of the data to recover these arguments when possible. The recovered arguments are as following:

- **Passive Sentences**: For passive sentences, the complement of the *by*-prepositional phrase is recovered as the cause argument and the subject is recovered as the undergoer argument.

- **Conjunctions**: Given two verbal conjuncts sharing the subject, as in "*He cut the peppers and diced the tomatoes*”, the CLEAR dependency parse places the conjunction and the second conjunct as dependents of the first verb. This means that in dependency trees the two conjuncts’ access to the cause argument is not symmetrical. The argument *He* is accessible to the verb *diced* via the verb *cut*, as the argument is a direct dependent of the verb *cut* and not the verb *diced*. To recover the arguments of the
second verb conjunct we reach for the dependent on the first conjunct as necessary.

- **Subordinate clauses:** For verbs that are found in subordinate clauses whose head node is a verb (also called matrix verb) such as an infinitival clause (e.g. *He [plans]-HEAD to cut the peppers into pieces*), or a relative clause (e.g. *Joe [cut]-HEAD the tomatoes Mary washed*), we reach for the head node’s arguments to fill in the missing cause and theme arguments. If there is an intervening relative pronoun (e.g. *Joe cut the tomatoes that Mary washed*), the relative pronoun is retrieved as the argument (either as cause or theme depending whether or not the subordinate clause is a passive), instead.

### 3.5.3 POS Tags & Dependency Relation Tags

After a series of experiments, it was determined that the part of speech and the dependency relation features might be too fine grained to provide useful information to the classifier. Thus, all of the features expressed by the part of speech and the dependency relation are featurized in the following manner.

- **Part of Speech Tags:** (1) Cardinal numbers (CD), pronouns (PRP), and gerundial (VBG) and participial (VBN) forms of verbs are featurized as found (one feature per tag). (2) Rest of the verb forms are mapped to the base tag VB. (3) Plural nouns are mapped to their singular counterparts. (4) Adjectives and adverbs are mapped to the base tag JJ and RB, respectively. (5) Rest are given the tag: OTHER.

- **Dependency Relation Labels:** (1) Relations specifying subjects, direct object, and agent (oblique of a passive sentence), and relations specifying the object of the preposition, complement clauses, and relative clauses are featurized as found (one feature per tag). (2) Complement clauses (e.g. *pcomp*, *acomp*) are grouped under a single *comp* label. (3) Modifiers (e.g. *partmod*, *advmod*) are grouped under the *mod* label. (4) Rest are given the tag: OTHER.

### 4 Classifier Experiments

Tables 3 and 4 show the precision and recall percentages and the f-score values for our experiments. Here we show results for three feature combinations: the **Baseline** set encoded from the verb's lemma, the **Baseline+P** plus the preposition feature set, and the **Full Set** that includes all of the features listed in Section 3.5. The best performance values are bold-faced. The significance of a feature set's performance was evaluated via a chi-squared test (McNemar, $p < 0.05$). Statistically significant change from the **Baseline** feature set is marked with a †. Additionally, for the CMC classification we show the inter-annotator agreement
(Gold) f-score (Hwang et al., 2014). Our best performances in CMC classification as measured by the f-score are comparable or higher than the inter annotator agreement f-score.

4.1 Syntactic vs. Semantic Features

With the exception of the DISPLACE classifier on the WEB corpus, both the Baseline+P and the Full Set of features perform significantly better than the Baseline in both sets of experiments. It is interesting that the Baseline+P set performs just as well and sometimes better than the full set of feature consistently across the corpora, though the differences in the values are not statistically significant.

In order to gain a better understanding of the performance on the full set of features, the full feature set was divided into syntactic features and semantic features as described in Section 3.5. As a means of control, both the syntactic and semantic feature sets also include the features for the verb lemma and the preposition. Out of the different feature combinations examined, the distinction between semantic and syntactic features is the most salient. Table 5 shows the system performance values for the syntactic and semantic features. We also show the performance of the Baseline+P plus VerbNet class (Baseline+PV) feature set, as it gives better insight into the semantic feature performance.

The numbers indicate that the semantic features have a consistently higher performance than the syntactic features. The syntactic feature sets, perform significantly lower than the full feature sets and they barely pass the Baseline features in performance. In fact, the syntactic features are significantly lower than the Baseline+P features, despite the fact that, just like the semantic features, they include the verb lemma feature and the preposition feature. This suggests, that the syntactic features even in the presence of the lexical features are not strongly predictive of caused motion constructions. Moreover, these numbers seem to indicate that the performance on the full set of features likely comes from the semantic feature performance.

Amongst the semantic features, the Baseline feature, the Baseline+P feature, and the feature for VerbNet class membership of the verb (i.e. Baseline+PV) give the highest results. With the exception of the CMC classifier on the BN corpus, the numbers for the Baseline+PV set are not significantly different from either the semantic feature or the full feature set performance. Other semantic combinations were also tested, but they did not result in any particular change from the semantic feature set and the full feature set.

The semantic features perform as the most predictive features. This finding makes intuitive sense. Recall that during the data selection stage, we selected for instances that show syntactic compatibility with CMCs. Although syntactic variability still exists in the selected data (e.g. relative clauses and passive sentences), because of the data selection stage based on syntax, the task of identification comes primarily down to the semantic distinction between existing sentences. Additionally, some of the existing syntactic differences are neutralized by the cause and undergoer argument pre-processing stage described in Section 3.5.2. Thus, it stands to reason that most of the useful contributions come from the lexical items themselves and the semantics of the verb and its arguments.

Finally, the baseline system of the DISPLACE classification shows either a similar or improved performance over the CMC classifier. The overall performances across the different feature sets show similar values. Given that DISPLACE makes up a smaller percentage of the total data as shown in Section 3.4 (e.g. DISPLACE label for WSJ accounts for just under 9% of the total test and training data), the comparable performance is likely indicative that the DISPLACE label represents a more semantically coherent phenomenon than the CMC label.

4.2 Removing Frequent NON-CMC Verbs

In this experiment, we remove the top 25 highly frequent verbs\(^1\) that do not appear in a CMC usage from both the training and testing data\(^2\). Their semantics are not compatible with the established definitions of CMCs. For example, verbs like be, do, or have cannot have caused motion usages, and verbs

\(^1\)We effectively went down the list of the most frequent verbs in our WSJ data, and stopped at the first verb that could be judged as compatible and non-contrary to the established definitions of CMCs. 25 is the number of verbs in this list before the first CMC-compatible verb was reached.

\(^2\)Top 25 verbs include: accuse, base, be, build charge, create, do, fall, file, find, have, hold, keep, leave, offer, open, play, prevent, produce, quote, reach, rise, see, use, and view.
Table 5: System performance on semantic and syntactic features.

Table 6: Removed lemma count and effect on CMC label

Table 7 and 8 show the precision and recall percentages and the f-score values when the instances of the most frequent NON-CMC verbs are removed from the training and testing data.

There is a general improvement in performance after the removal of the verbs from the data. The most marked improvement is in the WEB models (both CMC and DISPLACE) and the BN model’s DISPLACE label classification. In particular the recall value shows improvement in these classifier models. As we have seen before, the Baseline+PV set and the full feature set show the best predictions. There is no noticeable improvement in the WSJ classifiers except for a slight (statistically insignificant) increase in the baseline values.

4.3 Random Downsampling of Negative Labels

As we have seen in Section 3.4, the CMC and the DISPLACE instances in WSJ are outnumbered by the negative, NON-CMC labels. The previous experiment on removing NON-CMC verbs effectively brought up the percentage of positive labels for the CMC and DISPLACE labels to 20% and 11%, respectively. However, label proportions of 20-80 or, worse, 11-89 are still highly unbalanced. Several studies have shown that in cases of training size imbalance, downsampling data can help with the performance of supervised classifiers (Weiss and Provost, 2001; Kubat and Matwin, 1997). Thus, for this experiment, we randomly downsample the negative labels in the WSJ training data to increase the percentage of positive labels. For the sake of simplicity, we base the downsampling proportions on the CMC label: we cut the negative label so that the CMC label makes up 25% (Downsample1 "D1") and 30% (Downsample2 “D2”) of the total data. The proportions of the DISPLACE labels are, therefore, 14.0% (D1) and 16.8% (D2), respectively.

Table 9 shows the performance of the WSJ models on the downsampled training set. The results indicate that the downsampling of the negative labels in the training data leads to increased performance. We have also tested the semantic feature set and the Baseline+P feature set as well. Their performances

---

The downsampling was only applied to the training set, altering the distribution of labels only for the training data. The test set remains identical from its previous distribution in Section 4.2.
Table 7: System performance on CMC label classification with frequent NON-CMC verbs removed.

<table>
<thead>
<tr>
<th></th>
<th>WSJ P</th>
<th>WSJ R</th>
<th>WSJ F</th>
<th>WEB P</th>
<th>WEB R</th>
<th>WEB F</th>
<th>BN P</th>
<th>BN R</th>
<th>BN F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>63.32</td>
<td>40.67</td>
<td>0.4953</td>
<td>69.0</td>
<td>54.7</td>
<td>0.611</td>
<td>75.7</td>
<td>60.0</td>
<td>0.669</td>
</tr>
<tr>
<td>Baseline+P</td>
<td>71.71</td>
<td>71.56</td>
<td>0.7164</td>
<td>79.2</td>
<td>81.4</td>
<td>0.803</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline+PV</td>
<td>70.97</td>
<td>73.33</td>
<td>0.7213</td>
<td>79.6</td>
<td>83.6</td>
<td>0.815</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semantic</td>
<td>69.37</td>
<td>68.44</td>
<td>0.6890</td>
<td>77.1</td>
<td>84.3</td>
<td>0.805</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full Set</td>
<td>73.88</td>
<td>76.67</td>
<td>0.7525</td>
<td>79.5</td>
<td>82.9</td>
<td>0.811</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8: System performance on DISPLACE label classification with frequent NON-CMC verbs removed.

<table>
<thead>
<tr>
<th></th>
<th>WSJ P</th>
<th>WSJ R</th>
<th>WSJ F</th>
<th>WEB P</th>
<th>WEB R</th>
<th>WEB F</th>
<th>BN P</th>
<th>BN R</th>
<th>BN F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>63.25</td>
<td>58.73</td>
<td>0.6091</td>
<td>70.3</td>
<td>63.4</td>
<td>0.667</td>
<td>71.1</td>
<td>57.8</td>
<td>0.638</td>
</tr>
<tr>
<td>Baseline+P</td>
<td>72.77</td>
<td>67.86</td>
<td>0.7023</td>
<td>74.1</td>
<td>76.8</td>
<td>0.754</td>
<td>79.4</td>
<td>75.5</td>
<td>0.774</td>
</tr>
<tr>
<td>Baseline+PV</td>
<td>74.89</td>
<td>69.84</td>
<td>0.7228</td>
<td>76.1</td>
<td>81.7</td>
<td>0.788</td>
<td>79.8</td>
<td>81.4</td>
<td>0.806</td>
</tr>
<tr>
<td>Semantic</td>
<td>71.81</td>
<td>64.68</td>
<td>0.6806</td>
<td>73.8</td>
<td>75.6</td>
<td>0.747</td>
<td>74.5</td>
<td>77.5</td>
<td>0.760</td>
</tr>
<tr>
<td>Full Set</td>
<td>73.60</td>
<td>73.02</td>
<td>0.7331</td>
<td>76.7</td>
<td>84.1</td>
<td>0.802</td>
<td>81.4</td>
<td>81.4</td>
<td>0.814</td>
</tr>
</tbody>
</table>

5 Final Considerations and Future Work

We have presented our work on the automatic classification of CMCs in corpus data using the annotated data produced in our earlier study (Hwang et al., 2014). Our studies have shown that we can achieve the identification of caused motion instances at a higher rate than the inter-annotator agreement scores, the best performance that can be realistically expected. We have also shown that semantic information is highly indicative of the caused motion phenomenon, confirming our general intuition that the caused motion construction is a semantic phenomenon. We have also carried out cross-genre experiments, which we were not able to include in this paper in the interest of length. In these experiments, we find that syntax provides scalable features that generalize well across different types of text, producing better results in cross-genre experiments. We have also shown that the downsampling of the negative label has a positive impact on the classification of the labels.

We observe a large increase in the recall values, resulting in the overall improvement of the classifiers trained on downsampled data\(^4\). Interestingly, with the random downsampling of the training data, we see a boost in the full feature set’s performance far more than the Baseline+PV set’s performance. In fact, in all cases we observed that the full features now show a significantly higher performance than the other features (McNemar, \(p < 0.05\)). The observed results for the two downsampled classifiers are not statistically distinct from one another.

\(^4\)We only show the recall values in Table 9 as the increase observed in the f-score was mainly due to the recall values.

Table 9: Classification performance with downsampled training data.
This work has made use of various gold annotations for the purposes of feature extraction. The most obvious next step in this investigation will involve experimentation with automatically obtained features. Additionally, we hope to examine the impact of further features. As the experiments have shown, the lexical and semantic features (lemma, preposition, VerbNet classes) surface as strong predictors of CMCs. It follows from this, that we should expand the feature search to other semantic information. One particular set of features that might be interesting, would be based on FrameNet frames. Since FrameNet’s frames represent different conceptual semantic domains, features from FrameNet may be instrumental at capturing and highlighting the semantics of CMCs that are spread across VerbNet classes of differing semantic types. Moreover, it would also be interesting to expand on the lexical features: lexical features can be extended to not just the verb of the sentence but also to the noun phrases. Further investigation into using resources like WordNet (Miller, 1995; Fellbaum et al., 1998) might be needed to remedy sparse data issues that lexical features based on words from the noun phrases might create.
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Abstract

Word Sense Disambiguation has been stuck for many years. In this paper we explore the use of large-scale crowdsourcing to cluster senses that are often confused by non-expert annotators. We show that we can increase performance at will: our in-domain experiment involving 45 highly polysemous nouns, verbs and adjective (9.8 senses on average), yields an average accuracy of 92.6 using a supervised classifier for an average polysemy of 6.1. Our proposal has the advantage of being cost-effective and being able to produce different levels of granularity. Our analysis shows that the error reduction with respect to fine-grained senses is higher, and manual inspection show that the clusters are sensible when compared to those of OntoNotes and WordNet Supersenses.

1 Introduction

Word sense ambiguity is a major hurdle for accurate information extraction, summarization and machine translation. The utility of Word Sense Disambiguation (WSD) depends on the accuracy and on how useful the sense distinctions are. The first issue is quantitative, as it can be measured using a WSD system on certain dataset. The second examines whether the sense distinctions are appropriate, which varies from application to application. Although usefulness can be explored in a downstream application (Agirre et al., 2008), it is usually assessed subjectively, discussing the quality of the sense distinctions (Palmer et al., 2007). Both issues (performance and usefulness) are linked to the granularity of the sense inventory, and conflict with each other: finer granularity might produce more useful distinctions but the accuracy would be worse, and vice-versa.

WordNet (Fellbaum, 1998) is the most widely used resource to build word sense disambiguation tools and word sense annotated corpora, including recent large efforts (Passonneau et al., 2012), but its fine-grainedness has been mentioned to be a problem (Hovy et al., 2006; Palmer et al., 2007).

We think that a desiderata for a sense inventory would be that it provides useful sense distinctions and useful performance across a large range of applications. We would also add that it should be tightly integrated with WordNet, given its prevalence on NLP applications, and we thus focus on sense inventories which are mapped to WordNet.

In order to assess usefulness, we need specific measures. Downstream application is difficult, and unfeasible for new proposals, as a full-fledged sense inventories and associated annotations are necessary. We can instead estimate usefulness of proposed sense inventories using several proxy measures:

- High polysemy. Note that polysemy alone could be misleading, as a word with many senses might be skewed to a single sense: 99% of occurrences could belong to a single sense, while the rest are only seen once. Besides the absolute polysemy, we can use the accuracy of the most frequent sense (MFS, estimated in train data and applied to test data) as a simple
and effective indication of skewness. High polysemy and low MFS are desirable properties.

- High performance, as measured the accuracy of a supervised system trained on hand-annotated data. The higher the accuracy, the better.

- Flexible sense granularity, that is, the ability to produce different degrees of polysemy and accuracy, from fine-grained to coarse-grained. When comparing sense inventories with different granularities, absolute MFS and supervised performance are not enough. We propose to use error reduction of the supervised system with respect to the MFS as a measure of the balance between low MFS and high supervised performance. The larger the error reduction the better.

- Manual inspection of the sense distinctions, as a complement to quantitative measures.

We propose to use crowdsourced annotations (Passonneau and Carpenter, 2014) to cluster WordNet senses that are often confused by non-expert annotators. Our method can provide clusters at different levels of granularity. We show that we can construct clusters yielding around 90% accuracy for 45 words, with higher error reduction with respect to MFS than fine-grained senses. By construction, we merge senses which are often confused by annotators, yielding sensible sense clusters, as corroborated by manual inspection.

The paper is structured as follows. Section 2 mentions related work. We then present the annotations, followed by the clustering procedure. Section 5 report the main experiments. Section 6 compares our clustering to that of OntoNotes followed by a comparison to WordNet Supersenses. Section 8 draws the conclusions.

2 Related Work

Our work is close to (Passonneau and Carpenter, 2014) in that we use the same dataset and annotations presented in that work. They present a comparison of conventional expert-guided annotation model with a probabilistic annotation model that does not take agreement into account.

Previous efforts to cluster WordNet senses in order to produce coarse-grained inventories have shown that improved results can be obtained, but we think our approach fits the desiderata better. For instance, clustering together senses which have the same Semantic File (also called Supersenses) allowed the best supervised WSD system to date (Zhong and Ng, 2010) to increase accuracy from 58.3% to 82.6% in the Semeval 2007 all-words dataset (Navigli et al., 2007). Semantic Files are useful, but don't allow to provide flexible sense inventories.

The OntoNotes project (Hovy et al., 2006) devised a manual grouping method which explicitly sought 90% accuracy. Although the method was shown to be successful, the fixed sense groupings had to be produced manually, included complex mappings to WordNet (cf. Section 6), and was a limited exercise, with annotations for around 4900 words. Our work is similar in spirit to OntoNotes, but use a different methodology which allows for flexible granularity, as the annotation is done at the fine-grained level, and the clustering is done later fully automatically.

Automatic clustering algorithms are not new. (Tou Ng et al., 1999) propose to use annotator agreement to cluster senses, reporting higher inter-annotator agreement after clustering. We are in part inspired by their approach, as we extend it from two annotators to a sample with 25 annotators, and validate the approach with WSD systems.

The rest of approaches use other sources of information. Peters et al. (1998) make use of the WordNet hierarchy to group close senses. Mihalcea and Moldovan (1999) present similar approach that is based in the structure of WordNet. Tomuro (2001) presents are more principled algorithm based on Minimum Description Length. A work which is closely related to our work is (Agirre and Lopez de Lacalle, 2003), in which they examine a variety of information sources to cluster WordNet word senses, including a hierarchical clustering based on distributional information. Snow et al. (2007) present a supervised learning algorithm that learns merging senses and make use of wide range of WordNet-based and corpus-based features. (Navigli et al., 2007) mapped WordNet to the top level sense distinctions in the Oxford Dictionary of
English. All the above rely on automatic measures, while our method is based on human annotations.

3 MASC Crowdsourced annotations

The corpus used in the experiments is part of the Manually Annotated Sub-Corpus of the Open American National Corpus, which contains a subsidiary word sense sentence corpus consisting of approximately one thousand sentences per word annotated with WordNet 3.0 sense labels (Passonneau et al., 2012). In this work we make use of a publicly available subset of 45 words (17 nouns, 19 verbs and 9 adjective, see Table 2) that have been annotated, 1000 sentences per target word, using crowdsourcing (Passonneau and Carpenter, 2014). The authors collected between 20 and 25 labels for every sentence. They showed that a probabilistic annotation model based on crowdsourced data was effective, with favorable quality when compared to a conventional expert-guided annotation model.

4 Clustering Procedure

Having access to multiple annotations of the same item allows to identify correlations among senses of a word. In particular, we can mine how many times the annotators confused 2 particular senses of a word. If two senses are confused very often, it will signal that the annotators find the differences between the two senses difficult to discriminate in context. We also want to note that, in some cases, the context might be underspecified, and several senses might hold at the same time. We left this second phenomena for a future study.

We built a confusion matrix for each target word counting how many times two distinct senses are annotated in the same instance. More formally, the confusion of two senses of a target word \( \text{conf}(s_1, s_2) \) is defined as follows:

\[
\frac{1}{I} \sum_{i=1}^{I} \left( \frac{1}{2} \right) \sum_{m=1}^{J_i} \sum_{n=n+1}^{J_i} \mathbb{I} \left( (y_{i,n} = s_1 \land y_{i,m} = s_2) \lor (y_{i,n} = s_2 \land y_{i,m} = s_1) \right)
\]

where \( I \) is number of instances of the word, \( J_i \) is the number of turkers that annotated instance \( i \), and \( y_{i,m} \) is the annotation of turker \( m \) in instance \( i \). Finally, \( \mathbb{I}(s) = 1 \) iff the condition expressed in \( s \) is true.

We cluster the senses based on the information in the confusion matrix, i.e. two senses \( (s_1, s_2) \) will tend to be in the same cluster if \( \text{conf}(s_1, s_2) \) is high. We used agglomerative hierarchical clustering for the sake of simplicity, as we obtain one hierarchy of senses in one go, and then used different cuts in the hierarchy to obtain clusters of different sense granularities.

In order to obtain the target coarse-grained inventory, the procedure was the following: (0) we start at the leaves of the hierarchy, that is, with the fine-grained senses; (1) we train and test a word sense disambiguation algorithm on development data using the current sense distinctions (see the next Section for details); (2) if the accuracy is higher than 90%, or if there are only two senses left, we stop and output the current sense distinctions; (3) we go up one level in the hierarchical cluster, joining together the two senses with highest confusion score, and go to step (1). Note that the algorithm does not guarantee obtaining 90% on the training data. Once the coarse-grained senses are obtained, we train the word sense disambiguation on the development data and test over held-out data, yielding the final accuracy scores.

In order to contrast results, we also produced hierarchies of senses based on random clustering, where the clusters yield the same sense granularity as those of the confusion-based clustering explained above. We produced 10 random clustering for each word, and averaged over the runs to obtain the final accuracy.

5 Experiments

The gold standard is based on the multiple annotations in the corpus, but a single sense was selected as the correct one, following (Passonneau and Carpenter, 2014), which use a probabilistic annotation model (Dawid and Skene, 1979). We split the 1000 examples for each word into development and test, sampling 85% (and 15% respectively) at random, preserving the overall sense distribution.

The Word Sense Disambiguation algorithm of choice is It Make Sense (IMS) (Zhong and Ng, 2010), which reports the best WSD results to date. IMS is a freely available Java implementation\(^1\),

\(^1\)http://www.comp.nus.edu.sg/~nlp/
which provides an extensible and flexible platform for researchers interested in using a WSD component. Following Lee and Ng (2002), IMS adopts support vector machines as the classifier and integrates the state of the features extractors including parts-of-speech of the surrounding words, bag of words features, and local collocations as features.

IMS provides ready-to-use models trained with examples collected from parallel texts, SEM-COR (Miller et al., 1993), and the DSO corpus (Ng and Lee, 1996). In our experiments we train IMS with the train examples of the crowdsourced MASC. We used IMS out-of-the-box, using the default parametrization and built-in feature extraction. We compare results obtained with IMS against the Most Frequent Sense (MFS), which was estimated using the training corpus. Both systems (IMS and MFS) could be trained on fine-grained senses, on coarse-grained senses induced from the confusion matrix using the 90% threshold described above (Coarse_conf) and coarse-grained senses induced from random clustering using the 90% threshold (Coarse_random). We also used sense clusters from OntoNotes and WordNet Supersenses (cf. Sections 6 and 7).

5.1 Main results

The results of the six systems on development and test data are shown in Table 1, showing that we successfully attained an accuracy over 90% on average. The results for random clustering show that not any clustering yields meaningful results. Due to variation of the random sense-hierarchies, we calculated the upper and lower margins with 95% of confidence level (79.2-80.0 accuracy in test). The results show that random clustering performs significantly lower than the confusion based clustering. The results in development and test are very similar, confirming that the confusion information is stable in our in-domain scenario.

All in all, as Table 2 shows, 30 words out of the 45 attain an accuracy higher than 90% in test (14 out of 17 nouns, 11 out of 19 verbs and 5 out of 9 adjectives). The precision for the words which do not attain 90% is 87.4% on average, and 85.4% for adjective, being the lowest. The polysemy is reduced from 9.8 to 6.2. The appendix shows detailed information for each target word. In all but 3 words coarse-grained accuracy is above fine-grained. Note that MFS and IMS produce the same results in 11 words out of 45. We will revisit MFS in Section 6.

Figure 1 plots, on top, the results (on test) grouped on MFS and IMS for easier comparison. The figure also plots the error reduction of each coarse-grained inventory with respect to fine-grained (bottom), for the three sense inventories.

<table>
<thead>
<tr>
<th></th>
<th>Development</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MFS</td>
<td>IMS</td>
</tr>
<tr>
<td>Fine-grained</td>
<td>47.2</td>
<td>73.2</td>
</tr>
<tr>
<td>Coarse_random</td>
<td>60.4</td>
<td>79.9</td>
</tr>
<tr>
<td>Coarse_conf</td>
<td>84.2</td>
<td>92.9</td>
</tr>
</tbody>
</table>

Table 1: Development and test results using cross-validation (left side) and test results (right side) for IMS and MFS using three sense inventories.
5.2 Flexible clustering

As we reached 90% of accuracy with relatively high polysemy, we also checked whether MFS could reach 90% of accuracy if we continued to cluster senses. The experiments in development confirmed that MFS gets above 90% at expenses of coarser grained senses than IMS does: On average, the fine-grained polysemy (9.8) would drop to 4.4, compared to the 6.2 when clustering to reach 90% using IMS. When we obtain MFS > 90% 17 words have 2 senses and 40 words reach to 90% of accuracy, whilst when IMS > 90% only 5 words are reduced to 2 senses and 42 words reach to 90%. This shows that it makes more sense to cluster senses using the performance of IMS as stopping criteria, as the polysemy is preserved better.

In case we continued clustering senses until we have 2 senses for each word, IMS would reach 98.2% and MFS 95.7%, with an error reduction of 58% over the MFS. Note that this error reduction compares favorably to that of our clustering when stopping at IMS > 90%, showing that we could have kept clustering senses further without losing predictive power. These figures show that we could stop at arbitrary performance figures at the cost of obtaining highly skewed clusters (indicated by the high MFS value). We will revisit high MFS in Section 6.

6 Comparison to OntoNotes senses

In order to perform a qualitative study and check whether our sense clusters make sense, we decided to compare them to another coarse sense inventory which is mapped to WordNet. We chose OntoNotes 5.0 (Hovy et al., 2006), which also had the goal of attaining 90% sense accuracy. Alternatively, we could have used the Oxford Dictionary of English, which was mapped automatically to WordNet 2.1 (Navigli et al., 2007) but we preferred to factor out automatic mappings and version differences from the analysis.

Ontonotes contains lexical entries for 35 of our target words. The relation between the sense inventory of WordNet and OntoNotes is complex. Given that our work clusters WordNet senses, we focused on the 18 words where the OntoNotes senses where composed of one or several WordNet senses and where all WordNet senses were covered. Table 2

```
<table>
<thead>
<tr>
<th>Word</th>
<th>OntoNotes</th>
<th>WordNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```

The rest of words include senses not mapped to Word-
Word
common-j
fair-j
full-j
high-j
late-j
long-j
normal-j
particular-j
poor-j
board-n
book-n
color-n
control-n
date-n
family-n
image-n
land-n
level-n
life-n
number-n
paper-n
sense-n
time-n
way-n
window-n
work-n
add-v
appear-v
ask-v
find-v
fold-v
help-v
kill-v
know-v
live-v
lose-v
meet-v
read-v
say-v
serve-v
show-v
suggest-v
tell-v
wait-v
win-v
AVG 45 words
AVG 18 words

Fine-grained
#S IMS Mfs
10 70.5 39.0
11 88.8 67.3
9 78.5 45.1
8 86.3 71.9
8 84.9 52.1
10 78.0 49.3
5 81.9 66.0
7 85.0 51.0
6 76.2 52.4
10 88.9 79.9
12 56.3 64.4
9 65.5 32.4
12 79.5 46.6
9 80.1 24.1
9 64.3 26.6
10 70.6 49.0
12 57.6 20.8
9 69.9 52.1
15 58.0 21.7
12 87.7 71.2
8 76.4 41.0
6 93.8 38.6
11 90.1 48.4
13 72.1 55.8
9 75.9 38.6
8 69.8 20.5
7 40.3 49.3
8 64.4 47.3
8 78.3 36.4
17 62.4 28.4
6 93.2 83.7
9 61.2 36.0
16 63.9 59.7
12 63.1 35.4
8 73.5 47.6
12 64.4 50.7
14 69.7 28.9
12 82.8 73.9
12 64.9 35.7
16 73.1 40.7
13 75.7 27.5
5 74.3 63.5
9 57.6 38.9
5 70.2 36.6
5 72.8l 60.5
9.8 73.1 46.2
10.2 69.9 48.8

#S
7
11
8
7
7
6
4
6
2
9
11
2
6
4
2
7
6
7
5
11
2
6
7
7
3
2
2
5
6
13
6
6
11
7
3
3
2
11
7
11
9
3
6
3
2
6.2
6.0

Conf
IMS
87.0
88.8
92.4
94.5
87.0
98.7
85.4
94.6
94.6
93.8
88.9
99.3
96.6
91.5
100
90.9
96.5
94.5
89.5
92.5
100
93.8
94.5
91.2
91.7
85.9
91.0
87.7
96.5
86.5
93.2
99.3
89.6
89.2
97.3
93.8
86.6
85.1
96.1
88.3
94.2
97.3
86.1
96.2
100
92.6
91.5

Mfs
83.6
67.3
66.7
86.3
70.5
98.7
79.9
66.7
62.6
93.1
89.6
99.3
93.8
65.2
100
85.3
92.4
94.5
88.8
86.3
100
38.6
93.4
78.9
60.7
79.5
91.0
63.0
96.5
85.8
83.7
97.1
86.8
77.9
94.6
93.8
59.9
80.6
96.1
83.4
93.7
97.3
83.3
92.4
99.3
84.1
83.2

Random
IMS Mfs
74.3 46.9
88.8 67.3
80.2 54.2
87.1 74.6
87.5 58.5
79.8 53.6
83.8 72.2
89.5 60.0
88.2 73.6
89.8 80.9
58.3 65.3
85.6 76.8
82.8 52.0
84.2 43.4
79.7 64.9
74.6 59.0
62.9 43.2
74.6 59.3
67.3 43.8
89.6 73.9
87.7 72.4
93.8 38.6
89.7 51.7
78.6 62.4
84.9 59.3
80.9 63.1
74.3 77.1
69.2 59.6
83.9 53.8
65.7 30.8
93.2 83.7
69.3 48.7
67.0 62.5
64.8 40.3
82.5 66.9
76.6 69.1
83.5 61.1
84.5 76.1
67.5 44.0
76.4 46.1
79.1 41.6
81.0 73.3
69.2 54.6
82.2 66.1
87.9 82.3
79.6 60.2
76.8 59.6

#S
7
7
6
3
5
6
5
3
9
7
6
7
8
6
7
3
4
3
5.7

ON
IMS
88.9
85.6
93.8
90.3
87.7
80.9
93.2
100
89.6
81.5
70.5
82.4
82.1
96.1
80.0
91.2
94.4
96.2
88.0

Mfs
79.9
77.4
38.6
90.3
63.0
58.9
83.7
97.8
86.8
48.7
58.2
52.1
75.4
92.2
49.7
81.8
92.4
92.4
73.2

#S
1
2
2
2
2
2
1
1
2
5
5
4
8
5
3
7
6
5
10
5
5
3
5
8
4
5
6
5
3
7
4
4
7
2
3
7
8
4
3
6
5
1
3
4
4
4.7
4.3

SS
IMS
100
95.9
98.6
97.9
98.6
90.0
100
99.3
100
89.6
65.9
84.8
78.1
91.5
99.3
77.6
62.5
77.4
65.0
89.0
83.3
94.5
92.9
78.2
90.3
75.1
40.3
87.7
100
75.2
94.6
73.4
82.6
100
91.2
75.3
78.9
91.0
100
81.4
81.5
99.3
97.9
76.3
76.9
84.2
86.2

Mfs
100
93.9
98.6
92.5
98.6
86.7
100
99.3
100
79.9
71.1
73.8
46.6
85.1
99.3
60.8
28.5
53.4
46.2
71.2
74.3
66.9
48.4
59.9
62.8
38.5
49.3
63.0
100
41.8
83.7
59.7
81.2
100
87.8
64.4
59.9
88.8
100
65.5
32.8
99.3
97.2
64.9
70.1
73.3
74.3

Table 2: The 45 words, with PoS, polysemy, IMS and Mfs accuracy for fine-grained, our clustering (Conf.), random
clustering, OntoNotes coarse-grained senses (ON, cf. Section 6) and Supersenses (SS, cf. Section 7). The bottom
rows report averages for the 45 words and the 18 words in OntoNotes.

66
Net, or cases where one WordNet sense was mapped to several
OntoNotes senses


Table 3: Senses for add-v in WN, OntoNotes (ON) and our clusters (Conf), including frequencies in train and glosses.

<table>
<thead>
<tr>
<th>Conf</th>
<th>ON</th>
<th>WN #</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>421</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>115</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>6</td>
<td>94</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>92</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>47</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>5</td>
<td>44</td>
</tr>
</tbody>
</table>

Make an addition (to); join or combine or unite with others; increase the quality, quantity, size or scope of
State or say further
Constitute an addition
Bestow a quality on
Make an addition by combining numbers
Determine the sum of

Table 4: Senses for level-v in WN, OntoNotes (ON) and our clusters (Conf), including frequencies in train and glosses.

<table>
<thead>
<tr>
<th>Conf</th>
<th>ON</th>
<th>WN #</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>449</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>197</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>143</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

a position on a scale of intensity or amount or quality
a relative position or degree of value in a graded group
a specific identifiable position in a continuum or series or especially in a process
an abstract place usually conceived as having depth
a structure consisting of a room or set of rooms at a single position along a vertical scale
height above ground
a flat surface at right angles to a plumb line
indicator that establishes the horizontal when a bubble is centered in a tube of liquid

Table 5: Senses for help-n in WN, OntoNotes (ON) and our clusters (Conf), including frequencies in train and glosses.

<table>
<thead>
<tr>
<th>Conf</th>
<th>ON</th>
<th>WN #</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>285</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>217</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>6</td>
<td>194</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>21</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

give help or assistance; be of service
be of use
contribute to the furtherance of
improve the condition of
abstain from doing; always used with a negative
improve; change for the better
help to some food; help with food or drink
take or use

lists those 18 words. We leave the analysis of the rest of words for further work, as they raise issues about overlapping sense boundaries, and our main goal is to check the quality of our method to group fine-grained senses.

Table 2 shows the statistics for those 18 words. Overall, the average polysemy of our clusters is higher and the performance of IMS on our clusters is also higher. We take this as an indication of the good quality of our clusters. On the other hand, the MFS on our clusters is considerably higher, which could mean that our algorithm has a tendency to lump together frequent senses, casting doubts on the quality of the clusters.

We selected three words for illustration, depending on the difference in number of clusters. Tables 3 to 5 show the senses of those four words\(^4\). In the case of add-v (Table 3), the clusters produced by our algorithm are the same as OntoNotes. For level-n (Table 4), although the number of clusters is the same, we group WordNet sense #3 together with senses #1 and #2, while OntoNotes keeps it separate. Note that sense #3 is very frequent, and as such it is lumped into a coarse grained sense which covers most of the occurrences. WordNet sense #8, on the contrary, is grouped by Ontonotes with #7, while we keep them separate. We think that in both cases, one could argue that our clusters make as much sense as those of OntoNotes, even if the distribution of our

\(^4\)Note that coarse senses not in WordNet are not included.
cluster is more skewed than that of Ontonotes.

In the case of help-v (Table 5) our clusters produces more senses than those in Ontonotes. We think that sense #4, which is always used with a negative, can be sensibly considered a separate sense. Senses #5 and #7 are very similar, but being unattested in the train data, our algorithm is unable to cluster them.

In summary, the analysis of those (and other) examples shows that, in general, the sense clusters produced by our algorithm make sense. In a way, this was to be expected, as the clustering decisions depend on how often the volunteers confused the use of two senses. Our analysis also shows that our clustering does have an undesired tendency to cluster together frequent senses, while senses which occur rarely in the train data are usually kept separate, adding artificially to the overall polysemy figure.

In the future we would like to study whether it is possible to make our algorithm more robust to this tendency to join frequent senses, perhaps discounting frequency from confusion measures.

7 Comparison to Supersenses

We also perform a qualitative study comparing our coarse grained senses to WN Supersenses. Supersenses are based on the lexicographer file names for WordNet, where all senses of the word that belong to the same lexicographer file (e.g. the artifact file) are joined together. They include 15 sense for verbs and 26 for nouns. Although WordNet also provide supersenses for adjective and adverbs, these are not semantically motivated and do not provide any higher abstraction (Johannsen et al., 2014).

Table 2 show the results for the target 45 words (adjectives included). The average polysemy of the supersenses is lower for all parts of speech with respect to our clustered senses and OntoNotes. Note that, word-wise, polysemy varies significantly: many words keep one or two senses, while others maintain high polysemy level (roughly similar to fine-grained senses). IMS and MFS performances are similar to OntoNotes.

Tables 6 to 8 show the differences in clustering for the same set of words (add-v, level-n, and help-n). In the case of add-v (Table 6), we produce two coarse grained sense against the 5 supersenses. The only coarse sense in Supersenses groups the arithmetic operation with state or say further, begin both communication senses, while our algorithm keeps groups them in separate sense clusters.

For level-n (Table 7) our algorithm produces more senses than the number of supersenses (6 vs 4). Supersenses of state and attribute are distributed between our clusters #1 and #2. Our clusters #3, #4 and #6 are lumped together as an artifact, although it would make sense to keep them separated. Finally, in the case of help-n (Table 8), we obtain the same amount of senses, but grouping differs considerably. For example, WordNet senses #3 and #4 are grouped under the stative supersense, although the definition and use of the two senses are completely different. On the other hand, our cluster #1 comprises the most frequent 4 senses.

Overall, the comparison of supersenses and our confusion-based coarse grained senses show complicated overlaps, contrary to OntoNotes, in which most of the clusters in one are subsumed in the other. Each of the sense groupings represent very different sense inventories. This shows the difficulty of having a universal sense representation that is useful for any application at hands. Actually, the choice of the inventory will depend on the angle of the meanings required by the application.

8 Conclusions and Future Work

This work explores the use of crowdsourced annotations to cluster senses that are often confused by non-expert annotators. Our method can provide clusters at different levels of granularity. We show that, for instance, we can construct clusters yielding around 90% accuracy for 45 words, with higher error reduction with respect to MFS than fine-grained senses. By construction, we merge senses which are often confused by annotators, yielding sensible sense clusters, as corroborated by manual inspection. The comparison to OntoNotes groupings fares well, with similar groupings, while the comparison to Supersenses shows that Supersenses follow a different grouping criterion, with overlapping clusters. The main weakness of our method seems to be the tendency to cluster together frequent senses.

This work is a small contribution towards the design of an ambitious annotation effort enabling
Table 6: Senses for add-v in WN, Supersenses (SS) and our clusters (Conf), including frequencies in train and glosses.

<table>
<thead>
<tr>
<th>Conf</th>
<th>SS</th>
<th>WN #</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>change</td>
<td>1 421</td>
<td>make an addition (to); join or combine or unite with others; increase the quality, quantity, size or scope of</td>
</tr>
<tr>
<td>1</td>
<td>stative</td>
<td>6 94</td>
<td>constitute an addition</td>
</tr>
<tr>
<td>1</td>
<td>possession</td>
<td>3 92</td>
<td>bestow a quality on</td>
</tr>
<tr>
<td>1</td>
<td>communication</td>
<td>2 115</td>
<td>state or say further</td>
</tr>
<tr>
<td>2</td>
<td>communication</td>
<td>5 44</td>
<td>determine the sum of</td>
</tr>
<tr>
<td>2</td>
<td>cognition</td>
<td>4 47</td>
<td>make an addition by combining numbers</td>
</tr>
</tbody>
</table>

Table 7: Senses for level-n in WN, Supersenses (SS) and our clusters (Conf), including frequencies in train and glosses.

<table>
<thead>
<tr>
<th>Conf</th>
<th>SS</th>
<th>WN #</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>state</td>
<td>2 197</td>
<td>a relative position or degree of value in a graded group</td>
</tr>
<tr>
<td>1</td>
<td>state</td>
<td>3 143</td>
<td>a specific identifiable position in a continuum or series or especially in a process</td>
</tr>
<tr>
<td>1</td>
<td>attribute</td>
<td>1 449</td>
<td>a position on a scale of intensity or amount or quality</td>
</tr>
<tr>
<td>2</td>
<td>attribute</td>
<td>4 11</td>
<td>height above ground</td>
</tr>
<tr>
<td>5</td>
<td>cognition</td>
<td>7 18</td>
<td>an abstract place usually conceived as having depth</td>
</tr>
<tr>
<td>6</td>
<td>artifact</td>
<td>8 13</td>
<td>a structure consisting of a room or set of rooms at a single position along a vert. scale</td>
</tr>
<tr>
<td>4</td>
<td>artifact</td>
<td>6 3</td>
<td>a flat surface at right angles to a plumb line</td>
</tr>
<tr>
<td>3</td>
<td>artifact</td>
<td>5 2</td>
<td>indicator that establishes the horizontal when a bubble is centered in a tube of liq.</td>
</tr>
</tbody>
</table>

Table 8: Senses for help-n in WN, Supersenses (SS) and our clusters (Conf), including freq. in train and glosses.

<table>
<thead>
<tr>
<th>Conf</th>
<th>SS</th>
<th>WN #</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>social</td>
<td>1 285</td>
<td>give help or assistance; be of service</td>
</tr>
<tr>
<td>1</td>
<td>social</td>
<td>6 194</td>
<td>contribute to the furtherance of</td>
</tr>
<tr>
<td>1</td>
<td>body</td>
<td>2 80</td>
<td>improve the condition of</td>
</tr>
<tr>
<td>1</td>
<td>stative</td>
<td>3 217</td>
<td>be of use</td>
</tr>
<tr>
<td>2</td>
<td>stative</td>
<td>4 2T</td>
<td>abstain from doing; always used with a negative</td>
</tr>
<tr>
<td>5</td>
<td>change</td>
<td>8 4</td>
<td>improve; change for the better</td>
</tr>
<tr>
<td>3</td>
<td>consumption</td>
<td>5 0</td>
<td>help to some food; help with food or drink</td>
</tr>
<tr>
<td>4</td>
<td>consumption</td>
<td>7 0</td>
<td>take or use</td>
</tr>
</tbody>
</table>

widespread use of high accuracy WSD. For the near future we would like to improve the error reduction with respect to the MFS trying to factor out sense frequency from clustering decisions. We would also like to check out-of-domain corpora, and to contrast the results of our confusion-based clusters with respect to other sense-clustering methods. Finally, we are aware that the final validity our technique needs to be shown in a downstream application.
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Abstract

We propose a novel method to learn negation expressions in a specialized (medical) domain. In our corpus, negations are annotated as ‘flat’ text spans. This allows for some infelicities in the mark-up of the ground truth, making it less than perfectly aligned with the underlying syntactic structure. Nonetheless, the negations thus captured are correct in intent, and thus potentially valuable. We succeed in training a model for detecting the negated predicates corresponding to the annotated negations, by re-mapping the corpus to anchor its ‘flat’ annotation spans into the predicate argument structure. Our key idea—re-mapping the negation instance spans to more uniform syntactic nodes—makes it possible to re-frame the learning task as a simpler one, and to leverage an imperfect resource in a way which enables us to learn a high performance model. We achieve high accuracy for negation detection overall, 87%. Our re-mapping scheme can be constructively applied to existing flatly annotated resources for other tasks where syntactic context is vital.

1 Introduction

Accounting for extra-propositional aspects of meaning in text is a very active NLP research area in recent years, exploring different aspects of meaning such as factivity (Saurí and Pustejovsky, 2009), uncertainty/hedging (Farkas et al., 2010), committed belief (Prabhakaran et al., 2010), and modalities (Prabhakaran et al., 2012a). Among these, negation detection has generated special interest because of demonstrated needs for negation detection capability in practical applications such as information retrieval (Averbuch et al., 2004), information extraction (Meystre et al., 2008), sentiment analysis (Wiegand et al., 2010; Councill et al., 2010), and relation detection (Chowdhury and Lavelli, 2013).

Accurately detecting negations is especially important in systems processing medical/clinical text. Consider the segment “Mild hyperinflation without focal pneumonia”, taken from a patient’s clinical record. It indicates the absence of focal pneumonia in the patient. Not capturing this extra-propositional aspect of negation concerning focal pneumonia will lead to wrong—and harmful—inferrations in downstream processing, e.g. by a clinical decision support system. The need for sophisticated negation detection capabilities in clinical text is even more urgent given the broadening spectrum of applications in this domain: clinical question answering (Lee et al., 2006), clinical decision support (Demner-Fushman et al., 2009), medical information extraction (Uzuner et al., 2010), medical entity relation mining (Tymoshenko et al., 2012), patient history tracking (Raghavan et al., 2012), etc. Our motivation for detecting negations in medical texts also stems from practical concerns of an operational medical question answering (QA) system (Ferrucci et al., 2013).

Most recent approaches to negation detection adopt supervised machine learning techniques to learn the phraseology of negation-containing expressions. They often follow a two step process—detection of negation cues (“no”, “without”, . . .), followed by detection of their associated scopes. Cue detection is a relatively simple task, since the set of cue words is not large. Determining the scope of
a negation cue, on the other hand, is more challenging. Negation constructs do not necessarily apply to entire sentences: in the earlier example, *Mild hyperinflation* is not negated. The scope detection task is to identify the part(s) of the sentence that come under the scope of a negation cue. Scope detection is crucial for interpreting negations, and to that end, the BioScope corpus (Vincze et al., 2008) was released, with annotations of both negation cues and their associated scopes.

The fact that these scopes are represented only as text-spans is a drawback of BioScope. Without being anchored to a syntactic analysis of the sentences in which they occur, BioScope’s scope annotations suffer from a variety of inconsistencies of mark-up. They also may, and occasionally do, fail to align with the underlying syntactic structures (Vincze et al., 2011; Stenetorp et al., 2012). Such inconsistencies make it hard for a system to learn the actual syntactic patterns connecting negation cues and their scopes—which are, after all, the real object of negation interpretation.

The insight that we develop in this paper is that a scope span can be associated with one or more nodes in the syntactic analysis of a negated expression, and that these will be further connected—in a systematic way—to the negation cue node. Mapping loosely and/or inconsistently bounded spans to unique syntactic nodes (and configurations thereof) reduces the noise inherent in BioScope. The learning task for scope detection would now be the easier one of learning negation scoping patterns from syntactic representations.

To elaborate on this, we look at BioScope’s issues in some detail (Section 3.1). Our intent here, however, is not to offer a review or criticism of the corpus, nor to suggest how to correct those issues. Given that we do want to use BioScope (we motivate our choice of BioScope separately in Section 2), we propose a new method for learning how to detect negated constructs which are rooted in syntactic structure elements, and therefore directly usable by downstream components, many of which typically assume awareness of syntax. Our method is to re-map BioScope’s scope span annotations onto the syntactic space and then to use those annotations’ corresponding node structure(s) to train a system to automatically detect negated syntactic nodes.

As outlined earlier, due to the re-mapping, many syntactic inconsistencies would not be seen by the learner, which now is trained on cleaner data and consequently, faces a simpler learning problem.

We verify that our re-mapping process identifies the correct negated syntactic node with high accuracy (93%); this validates the approach we propose here. Our supervised learning system, trained using re-mapped scope nodes to detect them automatically, obtains an overall accuracy of 87%, using automatically tagged cues. In the light of state-of-the-art performance figures, ours is a novel, constructive and pragmatic approach which allows us to leverage effectively an important resource, despite its representational imperfections, and to utilize the essential ‘nuggets’ it captures and exposes—namely the expressions of negated predicates. This strategy can also be applied to other tasks where syntactic context is important but resources are annotated by text spans only (e.g. hedge detection (Farkas et al., 2010)).

The rest of the paper is grounded in discussion of related work, and of BioScope and its annotations (Section 2), highlighting some relevant details of the issues with these (Section 3). We then outline the syntactic framework we use in Section 4. Section 5 presents our re-mapping of BioScope, and Section 6 offers experiments and results. In Section 7, we compare our performance with previously published studies. Section 8 concludes the paper.

2 Background

Early approaches in negation detection were limited in the nature of negation they were concerned with. The prime example here, NegEx (Chapman et al., 2001), took a view of negation interpretation to be “determining whether a finding or disease ... is present or absent”. From such a standpoint, the notion of scope is limited, since the scope is always the finding or disease that follows a negation cue. While this works well for simpler expressions of negations, it tends to fail for more complex negation constructs. More recent approaches attempt to tackle the variability in scopes encountered in broader data by using statistical learning methods grounded in publicly available corpora with cue and scope annotations.

The first such corpus was BioScope (Vincze et
al., 2008), which annotates negation cues and associated scopes in 3 genres—medical abstracts, scientific papers and clinical records. The BioNLP Event Extraction (EE) shared task corpus (Kim et al., 2009) also marks negation in the event annotations on sentences from molecular biology literature. Most recently, the *SEM 2012 shared task corpus (Morante and Blanco, 2012) marks negations, their foci, and scopes in sentences from Conan Doyle stories in an attempt to extend the research on negation to the general domain. Both the BioNLP-EE and *SEM corpora capture negations within—and therefore aligned with—syntactic analyses. Thus they deploy annotation schemes which assume downstream consumers of some granular negation representation, learnable from the annotated resource(s). However, the language in both of them differs greatly from the language encountered in clinical text, making them unsuitable for our QA system requirements. In contrast, BioScope matches our genre of clinical text. As an additional plus, it captures negation in a task-independent, linguistically motivated framework, which enables the building of systems applicable to a wider range of domains.

BioScope’s negation-scope-as-span annotation framework, however, limits the corpus utility. Various approaches have used it to train negation scope span detection systems, and many have shown the importance of deep syntactic features in that task (e.g., (Ballesteros et al., 2012; Velldal et al., 2012; Zou et al., 2013)). They share a drawback: they are optimized for predicting the spans as they are annotated in BioScope—despite its various syntactic inconsistencies. For example, Ballesteros et al. (2012) use manual rules to detect the voice (passive or active) of a verb phrase; this is motivated by an annotation guideline for whether to include verb subjects in the span or not. In reality, what matters in the end is whether a detection system can capture the underlying phenomenon of negation that the annotations stand to represent, and not whether it can accurately replicate the representational choices the annotations follow. In light of this, our approach differs from the conventional ones, in that it mitigates the effects of inconsistencies in BioScope’s original annotations by re-mapping it, as we explain in Section 5 below.

3 BioScope Corpus

The BioScope corpus (Vincze et al., 2008) is annotated for hedges and negations in sentences from biomedical domain; in this work, we use only the negation annotations. A negation (or hedge) annotation comprises a cue and a corresponding scope. The scope (hereafter BioScopeScopeSpan) is marked as a contiguous text-span including the associated cue annotation (BioScopeCue). BioScope contains sentences from three sub-genres—abstracts, full papers, and clinical records. We use all three sub-corpora. We divide each sub-corpus into ‘Train’ (70%), ‘Dev’ (15%) and ‘Test’ (15%) sets through random sampling. We use sentences in the Train and Dev sets to build and select best models and report the results obtained by our best models on Dev and Test sets.

3.1 Issues Challenging the Use of BioScope

BioScope is an important resource that has helped deeper understanding of various linguistic aspects of negation in a task independent manner. But, as we saw in the preceding sections, while demonstrating the importance of syntactic context for negation detection, recent efforts share the frustration arising from the fact that BioScopeScopeSpan annotations do not align with underlying syntactic structure. This problem is further exacerbated by inconsistencies in the corpus annotation. From a performance-driven point of view alone, negation detection systems trained over BioScope annotations are optimized to match the annotated spans in the corpus (as discussed in Section 2). However, for a negation detection system followed by downstream components implementing negation-driven inference, spans alone are not sufficient—especially spans which do not align with syntax. Negated expressions need to be captured within their syntactic context, and for this, we need the uniformity of syntax structures.

The misalignment issues of BioScopeScopeSpan annotations with respect to the underlying syntactic structures have already been extensively studied (Vincze et al., 2011; Stenetorp et al., 2012). Vincze et al. (2011) point out infelicities and mismatches, comparing BioScope annotations with the more syntactically oriented negated event annotations in the BioNLP-EE corpus (Kim et al., 2009). Inconsis-
tencies are largely due to ‘loose’ annotation guidelines for BioScope, which are not rigorous enough in ensuring that annotation spans align with syntactic analyses. Given our position in this work—we utilize BioScope, despite its shortcomings, in an alternative framework of analysis and training (see Section 2)—we explain some of the commonly occurring inconsistencies in this section. For this purpose, we use example annotations e1-e5 from BioScope. (Boldface denotes BioScopeCue annotations and *italics* denotes corresponding BioScopeScopeSpan annotations as present in the BioScope corpus.)

One of the main source of inconsistencies within the syntactic space is with regard to the inclusion or exclusion of subjects of propositions. For example, in e1, the annotations identify the negation span to be the entire clause following the word but, including its subject and object. However, in e2, only the object of the predicate is marked as the negation scope (Figure 1). Vincze et al. (2011) state that “the treatment of subjects [in BioScope] remains problematic since in BioScope it is only the complements that are usually included within the scope of a keyword (that is, subjects are not with the exception of passive constructions and raising verbs)”. Leaving aside the rationale for such a guideline, we note that such an inconsistency is harmful: proper interpretation of negated propositions does require a subject, and making annotations consistent by ignoring subjects, if present, does not help downstream components. Additionally, it makes the learning of contexts of negated propositions difficult.

e1: The cDNA hybridized to multiple transcripts in pre-B and B-cell lines, but transcripts were not detected at significant levels in plasmacytoma, T-cell, and nonlymphoid cell lines.
e2: Moreover, cAMP activators did not activate NF-kappa B in Jurkat cells.

Another problem with BioScopeScopeSpan annotations stems from the requirement that such annotations should have contiguous spans. For example, since sentence e3 is a passive construction, the corresponding BioScopeScopeSpan annotation captures the subject (mechanism) as well. The contiguity requirement then forces the proposition IFNs mediate this inhibition—which modifies the subject but is itself not negated (Figure 2)—to be included within the BioScopeScopeSpan and therefore to be interpretable as negated. Clearly, there may be arbitrary intervening text in such, and similar, constructions, again making the learning task difficult.

e3: However, the mechanism by which IFNs mediate this inhibition has not been defined.

Sometimes, the BioScopeScopeSpan annotation boundaries do not align with syntactic constituents. For example, in e4, the BioScopeScopeSpan annotation excludes the determiner the from the scope while in e5, the determiner the is part of the scope. This might be due to the guideline that the scope should include the cue as well, causing to extend the scope annotation leftward until it covers the cue word (absence). Still, we are left with a span boundary which crosses, partially, a noun phrase boundary.

e4: Tal-1 transcription was shown to be monoallelic in Jurkat, a T-cell line that expresses tal-1 in the absence of apparent genomic alteration of the locus.
e5: The effects of selenium were specific for NF-kappa B, since the activity of the transcription factor AP-1 was not suppressed.

A system trained and optimized on how well it predicts the BioScopeScopeSpan boundaries suffers from also being forced to learn such syntactic inconsistencies along with the syntactic patterns that truly capture negation. In addition to learning the actual negation patterns, such a system is also forced to learn artifacts of annotation guidelines like: when to include or exclude subjects and when to include or exclude determiners. In order to circumvent this, we propose an approach in which we first re-map BioScope annotations onto nodes in the syntactic tree, and then train a system using features derived from the nodes, and node configurations, providing the context for the negation cue and scope nodes. We next describe the syntactic framework we use and then explain our approach in detail.

4 Syntactic Framework

Negation, as a language device, is naturally conceptualized as applying to fully instantiated predicate–argument clusters. We therefore use predicate argument graphs as structural abstractions of syntax trees. Additional advantages of these abstractions include their affinity for having extra-propositional
Figure 1: PAS for \textit{e2}: “Moreover, cAMP activators did not activate NF-kappa B in Jurkat cells”

Figure 2: PAS for \textit{e3}: “However, the mechanism by which IFNs mediate this inhibition has not been defined.”

aspects of meaning ‘layered’ onto the representation (precedents in prior studies can be found in e.g. (Saurí and Pustejovsky, 2009; Diab et al., 2009)), and their pervasive use in a state-of-the-art QA system—for question analysis, candidate generation, and analysis of passage evidence (Ferrucci et al., 2010; Ferrucci, 2012)—which is at the heart of our medical adaptation (Ferrucci et al., 2013).

We use predicate-argument structure (PAS) (McCord et al., 2012) derived from dependency parses produced by the English Slot Grammar parser (McCord, 1990). In addition to normalizing across different tree structures expressing essentially the same meaning, PAS provides a simplified view over ‘raw’ syntactic trees, gathering all arguments to a predicate from local, and distant, parse tree nodes (see (McCord et al., 2012) for details). Figures 1 and 2 show the PASes for examples \textit{e2} and \textit{e3}. By localizing the logical arguments to a proposition, predicate-based representation provides direct access to all arguments of e.g. a verb frame: an important requirement for extracting context-denoting syntactic features.

PAS-based view into sentences offers unambiguously uniform treatment of some of the issues highlighted in the previous section. For example, going back to \textit{e2}, and the rationale for including or excluding subjects in the scope of a negation, we observe that verb nodes in the PAS always have fully instantiated frames, with subject arguments bound to the
predicate nodes corresponding to the deep syntactic subject: observe how activator is ‘subj’ both to do and activate. Thus whether to include a subject into a verb scope (e.g. not activate) becomes largely irrelevant, and a PAS-based scope rendering can always include subjects. As another example, for the PAS for e3, the granular analysis of the arguments to the predicate for define can be leveraged to designate the predicate node for mechanism as the scope of the negation not (defined), while excluding the IFN mediate inhibition subtree from the same scope.

5 Learning Negations from Re-mapped BioScope

Our goal is a system for automatic identification of negations and their scopes within the PAS of a sentence. Our resource for this is BioScope, with its text-based span annotations. We propose a novel approach, realized as a two-step process:

(1) BioScope-to-PAS mapping: map BioScope’s text-span cue and scope annotations to PAS nodes (CuePredicate and NegatedPredicate) by identifying the predicate nodes in the PAS of the sentence that best capture the annotations.
(2) NegatedPredicate learning: train a statistical model to automatically identify the scope predicate using features from the PAS context of cue and scope predicates.

5.1 BioScopeScopeSpan-to-NegatedPredicate Mapping

Having obtained PASes for sentences in the corpus, we mark the PAS node with the minimal span that contains the entire BioScopeScopeSpan annotation as the NegatedPredicate. We define the ‘span’ of a PAS node to be the span of text covered by the subtree rooted at that node, which includes the spans of all of its descendants. Similarly, we mark the PAS node with the minimal span that contains the BioScopeCue annotation as the CuePredicate.

For example, in Figure 1, the predicate labeled not was marked as the CuePredicate and the predicate labeled do was marked as the corresponding NegatedPredicate. In order to perform a sanity check on our re-mapping, we judged whether the predicate nodes that we mark as NegatedPredicate in sentences from our Dev set are in fact the ones being negated. Of the 470 sentences containing negations, 13 (2.8%) failed to parse, breaking the mapping. In other words, our mapping strategy has coverage of about 97.2%. Of the sentences where a NegatedPredicate was obtained, our mapping achieved an accuracy of 92.8% in finding the correct negated predicate.

5.2 NegatedPredicate Learning

We now build a supervised learning system which, given a CuePredicate in a sentence, will identify its corresponding NegatedPredicate. For every predicate p in a sentence PAS with a CuePredicate, we create an instance <CuePredicate, p>. The instance <CuePredicate, p> is assigned true if p is the corresponding NegatedPredicate. For all other p in the PAS, <CuePredicate, p> is assigned false.

We extract three types of features for each instance <CuePredicate, p>: 1) token features (word lemma and POS tag) of CuePredicate and p, 2) syntactic context features (token features of parent predicates and all argument predicates) of CuePredicate and p, and 3) predicate pair features (is CuePredicate argument of p or vice versa?; distance between CuePredicate and p; relative position of CuePredicate and p).

We use the ClearTk (Ogren et al., 2008) framework to build our system and perform experiments. We use quadratic kernel SVMs in all our experiments. The ClearTK wrapper for SVM-Light (Joachims, 2006) internally shifts the prediction threshold using sigmoid fitting to deal with the highly skewed class imbalance (around 5% of positive cases) in our data. Prior studies (Prabhakaran et al., 2012b) have shown this approach to be effective in addressing the class imbalance problem.

During prediction, given an unseen sentence PAS and a CuePredicate (either GOLD or automatically predicted) in it, we need to find the corresponding NegatedPredicate. We iterate over all candidate predicates c in the sentence PAS and apply our trained model to assign a true or false value to <CuePredicate, c>. For any CuePredicate in a sentence there must be one and only one NegatedPredicate, since BioScope corpus marks a single BioScopeScopeSpan for every BioScopeCue. We choose the c for which <CuePredicate, c> is assigned a true value with the highest confidence as
Precision Recall F-measure Precision Recall F-measure

<table>
<thead>
<tr>
<th>Genre</th>
<th>On Dev</th>
<th>On Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical</td>
<td>95.68</td>
<td>96.15</td>
</tr>
<tr>
<td>Abstracts</td>
<td>94.4</td>
<td>96.9</td>
</tr>
<tr>
<td>Papers</td>
<td>79.22</td>
<td>98.31</td>
</tr>
<tr>
<td>Overall</td>
<td>92.36</td>
<td>97.09</td>
</tr>
</tbody>
</table>

Table 1: Performance of our CuePredicate detection on Dev and Test sets

the NegatedPredicate. If \(<\text{CuePredicate}, c>\) is assigned a \textit{false} value for all \(c\), we choose the \(c\) with the least confident \textit{false} assignment as the NegatedPredicate.

6 Experiments and Results

The most commonly used metric to evaluate negation scope span detection is Percentage of Correct Scopes (PCS). PCS measures the percentage of exact matches between predicted and actual scope spans. Since our task is different—negated predicate detection as opposed to negated span detection—we report the Percentage of Correct Scope Predicates (PCSP) obtained in our experiments. Models built from the composite training corpus comprising training corpora of all three genres (see Section 3) perform better than models built separately over each sub-corpus. We report results separately for each sub-corpus, as well as for the entire corpus, and compare them with a strong baseline.

6.1 Gold vs. Predicted CuePredicates

We report results for the NegatedPredicate detection task obtained using GOLD CuePredicates as well as predicted CuePredicates. In order to measure the performance on predicted CuePredicates, we built a CuePredicate detector using linear kernel SVM to detect whether a predicate is a negation cue or not. We use three types of features: 1) \textit{token features} (lemma and POS) of the predicate, 2) \textit{linear context} (token features of the token after the predicate in the sentence; features of tokens before the predicate turned out to be not useful), and 3) \textit{syntactic context} (token features of parent and argument predicates).

As shown in Table 1, our CuePredicate tagger obtained F-measures in the range of state-of-the-art results on negation cue detection using the BioScope (90-96% F-measure (Velldal et al., 2012)).

6.2 Baseline NegatedPredicate Predictor

Since this formulation of the task is new, we built a strong baseline system appropriate for it. In our baseline, we predict the NegatedPredicate to be the parent predicate of the CuePredicate, if the CuePredicate is a terminal node in the PAS (this will cover the most common cues such as \textit{no} and \textit{not}). If the CuePredicate is not a terminal node (which covers the cases of verbal negation cues such as \textit{failed}), we choose the CuePredicate itself as the NegatedPredicate. Columns 1 and 3 of Table 2 show PCSP obtained by the baseline algorithm on our Dev and Test sets respectively using GOLD CuePredicates. Columns 5 and 7 show corresponding results using predicted CuePredicates.

6.3 Our NegatedPredicate Predictor

The results obtained by our NegatedPredicate detection system (Section 5.2) on Dev and Test sets using GOLD CuePredicates is shown in Columns 2 and 4 of Table 2. Our system outperforms the baseline by a large margin in all cases, with especially high performance in clinical records. We obtain an overall PCSP of 90.2% and 89.2% on Dev and Test sets respectively. The results we obtain in Test set are in the range of what we obtain using Dev set, which shows that our system does not overfit to our Dev set. On applying our system on predicted CuePredicates, the overall results (columns 6 and 8) decrease by around 3-5% from using GOLD CuePredicates. The overall PCSP value of 86.8% obtained on the Test set reflects the accuracy of our end-to-end system on a blind test. Note that this is a conservative estimate since we penalize our system for failed parses where the mapping step could not find a GOLD NegatedPredicate to compare against.
7 Comparison with Previous Approaches

Comparing our system with previously published approaches to negation scope detection is not straightforward, essentially because our and their tasks are different: negated predicate detection vs. negated scope span detection. The resulting difference in evaluation metrics makes PCS numbers reported elsewhere not directly comparable with our PCSP results presented in Table 2. To make such a comparison meaningful, we transform (reverse map) the NegatedPredicates we identify back into text spans and use those to derive PCS values better aligned with previously published ones. (Note that these PCS numbers are still not directly comparable, due to differences in experiment setup, e.g. cross validation vs. held out test set.

Transforming the NegatedPredicates back to BioScopeScopeSpan annotations is not trivial. As discussed in Section 5.1, we choose NegatedPredicate to be the predicate node that minimally covers BioScopeScopeSpan. Hence, the span of a NegatedPredicate may include text spans that were originally not part of the corresponding BioScopeScopeSpan annotation. Therefore, we built a statistically trained system to predict whether the span of a descendant node of a NegatedPredicate should, or should not, be included in reverse mapping that NegatedPredicate to the corresponding BioScopeScopeSpan.

We use the same set of features and learning configuration as we used for NegatedPredicate learning (Section 5.2). Our transformation obtained high accuracy (94.9%) for the clinical records. However, it was a harder task for abstracts (66.1%) and papers (73.1%) which contain more complex sentences.

We applied this transform on the predicate nodes identified by our end-to-end system (Section 6.3) in order to derive PCS values. In Table 3, we compare these PCS values against four previous studies above (due to lack of space, we do not discuss their techniques here), as well as with a baseline of our own where we use the covered text of the predicate node and all of its descendants as scopes used in the comparison. Our system (with transform) obtains higher PCS values than all other reported studies on the clinical records. The PCS values obtained for the abstracts and papers sub-corpora are lower, but still in comparable range to the other studies. It is important to note that the main source of error here is the NegatedPredicate-to-BioScopeScopeSpan trans-

Table 2: Percentage of Correct NegatedPredicate (PCSP) on Dev and Test sets

<table>
<thead>
<tr>
<th></th>
<th>Gold Cues (On Dev)</th>
<th>Gold Cues (On Test)</th>
<th>Predicted Cues (On Dev)</th>
<th>Predicted Cues (On Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline System</td>
<td>System</td>
<td>Baseline System</td>
<td>System</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Clinical</td>
<td>83.45</td>
<td>97.12</td>
<td>88.37</td>
<td>100.00</td>
</tr>
<tr>
<td>Abstracts</td>
<td>81.34</td>
<td>89.18</td>
<td>79.07</td>
<td>84.50</td>
</tr>
<tr>
<td>Papers</td>
<td>73.02</td>
<td>79.37</td>
<td>81.36</td>
<td>86.44</td>
</tr>
<tr>
<td>Overall</td>
<td>80.85</td>
<td>90.21</td>
<td>82.06</td>
<td>89.23</td>
</tr>
</tbody>
</table>

Table 3: PCS measures from previous BioScope span detection approaches and our end-to-end system.

<table>
<thead>
<tr>
<th></th>
<th>Morante09</th>
<th>Ballestros12</th>
<th>Velldal12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>On Dev (1)</td>
<td>On Test (2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Clinical</td>
<td>70.75</td>
<td>89.06</td>
<td>89.41</td>
</tr>
<tr>
<td>Abstracts</td>
<td>66.07</td>
<td>68.92</td>
<td>72.89</td>
</tr>
<tr>
<td>Papers</td>
<td>41.00</td>
<td>61.43</td>
<td>68.09</td>
</tr>
<tr>
<td>Overall</td>
<td>-</td>
<td>-</td>
<td>50.85</td>
</tr>
</tbody>
</table>

Col. 1-3: end-to-end systems (Morante and Daelemans, 2009), (Ballesteros et al., 2012), and (Velldal et al., 2012);
Col. 4-7: our end-to-end system with different ways of obtaining the spans in our Dev and Test sets;
Col. 8: (Zou et al., 2013) system using GOLD cues (often 5-10% higher than using predicted cues)
form step, with its inherent lower accuracies for these two corpora, as reported above. We emphasize that for practical applications this transformation is of little use: what matters more, certainly for a negation detection system feeding downstream components, are the PCSP values presented in Section 6.

8 Discussion and Conclusion

The results for our system, with reverse mapping, offer indirect evidence for our observation in Section 3.1: training a system to predict BioScopeScope boundaries would require it also to learn inconsistencies in BioScope annotations. This is a hard learning task, given the noise discussed in Section 3.1. Indeed, our results for learning the reverse-mapping transformation show that it is harder to learn the specific annotation criteria in BioScope than to learn the structural patterns expressing negations (which, as we saw in Section 6, obtained close to 90% accuracy). While we had to build a system to transform nodes back to spans for the purposes of comparative analysis, such a system has no role in our quest for practical negation detection and representation.

This substantiates our strategy of using BioScope, as is, to learn not scope spans of negation expressions, but negated predicates within the predicate-argument structure (Section 5). The re-mapping route takes us where we want to be, from the point of view of a practical application of negation-based inference: with access to negated predicate nodes. The end-to-end accuracy (overall, across three different genres) of 87% on blind test validates the creative way we propose to make use of a valuable and unique resource—despite its imperfections—by extracting the real value in it, while mitigating the effects of its various inconsistencies.

The results in Tables 2 and 3 show that we have achieved our primary objective: using BioScope to train a system which detects structured negation expressions in clinical text. Our approach to negation scope learning in the syntactic space is a two-step one—first, re-mapping the text-span annotations for negation scopes in BioScope to the syntactic space and then training a scope predicate predictor. We show that our transformation introduces only a small percentage of error and also that our predicted nodes can be transformed back to original span annotations with performance comparable to other negation scope span prediction systems trained on the same dataset. Notably, in clinical records, our system outperforms reported state-of-the-art results (column 8 of Table 3).

In a broader context, the work we report here indirectly argues that the method we propose to circumvent certain limitations of a corpus like BioScope can be applied to similar tasks (such as hedging, sentiment analysis, and variety of modalities, cf. Section 1), for which current annotation resources offer flat, and possibly inconsistent, annotations. In addition, we chose PAS as our syntactic framework for the reasons listed in Section 4, but our approach is not limited to PAS. Indeed, the claims, and methods, are presented to be applicable, and workable, in a more general syntactic framework.
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Abstract
The terms “belief” and “factuality” both refer to the intention of the writer to present the propositional content of an utterance as firmly believed by the writer, not firmly believed, or having some other status. This paper presents an ongoing annotation effort and an associated evaluation.

1 Introduction
This paper presents an ongoing project aimed at developing a community-wide evaluation of expressed belief, also known as “factuality”. Belief and factuality are closely related to hedging, veridicality, and modality. The project has grown out of the DARPA DEFT project; participants include the Linguistic Data Consortium (LDC) and three performer sites: Columbia University/George Washington University, the Florida Institute for Human and Machine Cognition, and the University of Albany. The goal of our research project is not linguistic annotation, but the identification of meaning which is expressed in a non-linguistic manner. Such a meaning representation is useful for many applications; in our project we are specifically interested in knowledge base population. A different part of the DEFT program is concerned with the representation of propositional meaning, following the tradition of the ACE program in representing entities, relations and events (ERE) (Doddington et al., 2004). The work presented here is concerned with the attitude of agents towards propositional content: do the agents express a committed belief or a non-committed belief in the propositional content? Our work has several characteristics that set it apart from other work: we are interested in annotation which can be done fairly quickly; we are not interested in annotating linguistic elements (such as trigger words); and we are planning an integration with sentiment annotation.

The structure of the paper is as follows: we start out by situating our notion of “belief” with respect to other notions of extra-propositional meaning (Section 2); we then present our annotation in some detail, with a special comparison to FactBank (Saurí and Pustejovsky, 2012). While the goal of this paper is not to talk about computational systems that were run as part of the evaluation (different publications will be available for that purpose), we quickly summarize their main characteristics so that the evaluation results can be interpreted. We then turn to
the pilot evaluation we have performed, presenting first the evaluation with respect to propositions (Section 5) and then a qualitative evaluation. We conclude with a discussion of plans for the upcoming open evaluation, scheduled for December 2015.

2 Terminology and Related Work

In this section, we identify how we define different terms. Different papers may have different and conflicting definitions of these terms, but for lack of space we do not provide an overview over all definitions.

While at first the terms “belief” and “factuality” appear to relate to rather different things (a subjective state versus truth), in the NLP community they in fact refer to the same phenomenon, while having rather different connotations. The phenomenon is the communicative intention of a writer\(^1\) to present propositional content as something that she firmly believes is true, weakly believes is true, or has some other attitude towards, namely a wish or a reported belief. The term “belief” here describes the cognitive state of the writer (Diab et al., 2009), and comes from artificial intelligence and cognitive science, as in the Belief-Desire-Intention model of Bratman (1999 1987). The term “factuality” describes the communicative intention of the writer (Saurí and Pustejovsky, 2012, p. 263) (our emphasis):

The fact that an eventuality is depicted as holding or not does not mean that this is the case in the world, but that this is how it is characterized by its informant. Similarly, it does not mean that this is the real knowledge that informant has (his true cognitive state regarding that event) but what he wants us to believe it is.

We would like to emphasize that the terms “belief” and “factuality” do not refer to the underlying truth of propositions, only to the intention of the writer to present them as, in her view, true. Thus, we as researchers cannot determine what is true from an analysis of factuality (or of belief). The term “factuality” is often misunderstood in this respect, which is one of the reasons we prefer not to use it. In order to understand the relation between belief/factuality and truth, we need to distinguish two assumptions. First, we may assume that the writer is not lying (assumption of truthfulness). In this paper, we make this first assumption. Second, we could assume that the writer knows what is true (assumption of truth). In this paper, we do not make this second assumption. We discuss these two assumptions in turn.

We start with the assumption of truthfulness. In the quote above, Saurí and Pustejovsky (2012) (apart from distinguishing factuality from truth) also make the point that the writer’s communicative intention of making the reader believe she has a specific belief state does not mean that she actually has that cognitive state, since she may be lying. Lying is clearly an important phenomenon that researchers have looked into (Mihalcea and Strapparava, 2009; Ott et al., 2011).\(^2\) However, we (as linguists interested in understanding how language enables communication) feel that assuming the writer is truthful is a standard assumption about communication which we should in general make. This is because if we do not make this assumption, we cannot explain why communication is possible at all, since discourse participants would have no motivation to ever adopt another discourse participant’s belief as their own. We therefore do claim that we can infer belief from utterances, while assuming that the writer is not lying, and knowing that this assumption may be false in certain cases.

We now turn to the second assumption, the assumption of truth. Even if we assume that the writer is not lying, the assumption of truth is not required for communication to succeed; this is because the writer may be wrong, and this has no effect on the communication. For example, Ptolemy successfully made many people believe that the sun rotates around the earth, as was his (presumably) honest communicative intention. Therefore, to us as researchers interested in describing how language

---

\(^1\)For brevity, we will assume a female writer as the source of utterances in this paper. Everything we say applies equally to spoken and written communication, and equally to male and female communicators.

\(^2\)Sarcasm and irony differ from lying in that the communicative intention and the cognitive state are aligned, but they do not align with the standard interpretation of the utterance. Here, the intention is that the reader recognizes that the form of the utterance does not literally express the cognitive state. We leave aside sarcasm and irony in this paper; for current computational work on sarcasm detection, see for example (González-Ibáñez et al., 2011).
is used to communicate, it does not matter that astronomers now believe that Ptolemy was wrong, it does not change our account of communication and it does not change the communication that happened two millennia ago. And since we do not need to make the assumption that the writer knows what she is talking about, we choose not to make this assumption. In the case of Ptolemy, we leave this determination – what is actually true – to astronomers. In other cases, we typically have models of trustworthiness: if a writer sends her spouse a text message saying she is hungry, the spouse has no reason to believe she is wrong. We leave this issue aside in this paper.

The term “hedge” refers to words or phrases that add ambiguity or uncertainty (Propositional Hedges) or show the speakers lack of commitment to a proposition (Relational Hedges). For example, The ball is sort of blue contains a Relational Hedge (sort of) and I think the ball is blue includes a propositional hedge (think). Propositional hedges indicate non-committed belief. There has been a major effort to annotate texts with hedging information (Farkas et al., 2010), with an open evaluation. While belief and hedging are closely related, we see the belief/factuality annotation as more general than hedging (since it does not only include non-committed belief), and also more semantic (since we are not identifying language use but underlying meaning).

The term “modality” is used in formal semantics as well as in descriptive linguistics. Many semanticists (e.g. (Kratzer, 1991; Kaufmann et al., 2006)) define modality as quantification over possible worlds. Modality can be of two types: epistemic, which qualifies the speaker’s commitment, and deontic, which concerns freedom to act. Belief/factuality falls under epistemic modality. Another view of modality relates more to a speaker’s attitude toward a proposition (e.g. (McShane et al., 2004; Baker et al., 2010; Prabhakaran et al., 2012)), which is closer to the way we model belief.

We interpret the term “veridical” as referring to a property of certain words (usually verbs), namely to mark the proposition expressed by their syntactic complement clause as firmly believed (committed belief) by the writer (Kiparsky and Kiparsky, 1970). Veridicality as a property of lexical or lexico-syntactic elements is thus a way of relating belief/factuality to linguistic means of expressing them, but we take the notion of belief/factuality as being the underlying notion.

3 Annotation

3.1 Annotation Manual

The purpose of this annotation is to capture the commitment of the writer’s belief in the propositions expressed in the text. The annotation for this project marks beliefs held by the writer only. We exhaustively annotate all (clausal) propositions in each document with a four-way belief type distinction, with the following categories.

**Committed belief (CB)** – the writer strongly believes that the proposition is true. Examples:

(1) a. The sun will rise tomorrow.
   b. I know John and Katie went to Paris last year.

**Non-committed belief (NCB)** – the writer believes that the proposition is possibly or probably true, but is not certain. Examples:

(2) a. It could rain tomorrow.
   b. I think John and Katie went to Paris last year.

**Reported belief (ROB)** – the writer attributes belief (either committed or non-committed) to another person or group. Note that this label is only applied when the writer’s own belief in the proposition is unclear. Examples:

(3) a. Channel 6 said it could rain tomorrow.
   b. Sarah said that John and Katie went to Paris last year.

**Non-belief propositions (NA)** – the writer expressed some other cognitive attitude toward the proposition, such as desire or intention, or expressly states that s/he has no belief about the proposition (e.g., by asking a question). Examples:

(4) a. Is it going to rain tomorrow?
   b. I hope John and Katie went to Paris last year.

We do not make any effort to evaluate the truth value of the propositions, only the expressed level of belief in them held by the writer. Thus a strongly held false belief would not appear any different from
a strongly held true belief. Similarly, lying, sarcasm, irony, and other cases where the writer’s internal belief may differ from the expressed belief are not captured. That is, we take all expressed beliefs at “face value”. We also do not capture any cognitive attitudes expressed about a proposition other than belief. An NA tag signifies just that there is no belief expressed about the proposition; it does not signify that there is another cognitive attitude expressed (e.g., 4a). Similarly, a proposition tagged as CB may also have other cognitive attitudes expressed about them (e.g., in “John managed to go to Paris last week”, the author is expressing CB towards the proposition go, but also the success modality (Prabhakaran et al., 2012)); we do not capture them.

Annotators are not required to identify the full text span of the proposition. Instead, we take advantage of the close relationship between the semantics of the proposition and the syntactic structure of the clause by marking only the head of the structural unit containing the proposition (propositional head). For each proposition, annotators mark a head word and tag it with one of the four belief types. Note that the syntactic head word (perhaps lemmatized) can serve as a convenient name for the proposition, so for the examples above, we can talk about the belief in the ‘rain’ proposition and in the ‘go’ proposition. When a sentence has a single clause containing only one proposition, there will be only one head word to identify (usually a verb, but see details below on identifying heads of propositions). Many sentences contain multiple propositions, and the annotation guidelines provide detailed instructions on identifying head words. Note that the (b) examples above contain an additional proposition which is not marked; a full markup for example (3b) is below.

(5) Sarah said/CB that John and Katie went/ROB to Paris last year.

This is equivalent to the following span-based annotation:

(6) [CB Sarah said [ROB that John and Katie went to Paris last year.]]

The general principles of head word selection for each proposition can be summarized as follows:

1. Annotate the lexical verb of the clause expressing the proposition, if there is one.
2. If the verb of the clause is a copula, annotate the head of the predicate that follows the copula (noun for NP, preposition for PP, etc.).
3. Deontic modal auxiliaries, which signal a complex proposition, are annotated in addition to the lexical verb, as a separate belief.

All annotations are applied to a single whitespace-delimited word. In cases where the head of a proposition is a multiword expression (MWE), the head of the MWE is selected. In cases of noun phrases where no head is apparent (e.g. bok choy), the last word of the MWE is selected.

3.2 Comparison with FactBank
As already explained (Section 2), we take the terms “belief” and “factuality” to refer to the same phenomenon underlyingly (with perhaps different emphases). Therefore, the FactBank annotation is basically compatible with ours. Our annotation is much simpler than that of FactBank in order to allow for a quicker annotation. We summarize the main points of simplification here.

- We have taken the source always to be the writer. As we will discuss in Section 7.1, we will adopt the FactBank annotation in the next iteration of our annotation.
- We do not distinguish between possible and probable; this distinction may be hard to annotate and not too valuable.
- We ignore negation. If present, we simply assume it is part of the proposition which is the target.

Werner et al. (2015) study the relation between belief and factuality in more detail. They provide an automatic way of mapping the annotations in FactBank to the 4-way distinction of speaker/writer’s belief that we present in this paper.

3.3 Corpus and Annotation Results
The annotation effort for this phase of belief annotation for DEFT produced a training corpus of 852,836 words and an evaluation corpus of 100,037 words. All annotated data consisted of English text from discussion forum threads. The discussion forum
threads were originally collected for the DARPA BOLT program, and were harvested from a wide variety of sites. Discussion forum sites were chosen for harvesting in BOLT based on human judgement that the site was likely to contain many threads discussing either current events or personal anecdotes. For details on the BOLT collection, see Garland et al. (2012). Threads longer than 1000 words were truncated to produce documents consisting of one or more consecutive posts from a single thread. Long threads may generate multiple documents consisting of non-overlapping sections of the same thread (e.g., document 1 contains posts 1-5, while document 2 contains posts 6-12, etc.). The distribution of the four belief types in the training and evaluation corpora can be seen in Table 1.

<table>
<thead>
<tr>
<th>Annotations</th>
<th>CB</th>
<th>NCB</th>
<th>ROB</th>
<th>NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Corpus</td>
<td>143240</td>
<td>79995</td>
<td>3890</td>
<td>17150</td>
</tr>
<tr>
<td></td>
<td>(56%)</td>
<td>(3%)</td>
<td>(5%)</td>
<td>(36%)</td>
</tr>
<tr>
<td>Evaluation Corpus</td>
<td>17553</td>
<td>8730</td>
<td>583</td>
<td>941</td>
</tr>
<tr>
<td></td>
<td>(50%)</td>
<td>(3%)</td>
<td>(5%)</td>
<td>(42%)</td>
</tr>
</tbody>
</table>

Table 1: Annotation Statistics

The source data pool, annotation procedures, and annotators were the same for both the training and evaluation datasets, with the exception of the fact that the evaluation annotations received a full second pass over the annotation by a senior annotator (not the same as the first pass annotator) to increase consistency and reduce annotator errors. The training annotations were produced with a single annotation pass, and quality control was conducted through a second pass by a senior annotator on a sample of approximately 15% of the data. Inter-annotator agreement on headword selection was 93% and agreement on belief type labeling was 84%. Overall observed agreement, combining headword selection and belief type label, was 78% (Kappa score .60).

4 Evaluation Systems

We conducted a multi-site pilot evaluation for the task of identifying beliefs expressed in text. Three performer sites took part in this evaluation. In this section, we briefly describe the systems built at these performer sites. The first two systems are rule-based systems, whereas the third system is a supervised learning system. We limit the discussion of these systems to a high level, postponing the detailed system descriptions to separate future publications.

4.1 System A

System A is adapted from a Sentiment Slot Filling system which participated in the 2014 TAC KBP SSF Evaluation (Shaikh et al., 2014). This system uses the Stanford Parser to create a syntactic dependency structure for every sentence in a given document. Using the dependency tree, it extracts the belief targets, which are usually the subjects of the sentence. In addition, the system extracts belief relations – a unary or binary predicate – typically a verb, an adjective or a noun. The focus of this version of System A is to identify propositional heads that express belief of any type. Each relation so extracted was initially marked as CB. A few heuristics were then applied to distinguish CBs from NCBs - such as presence of hedge words (maybe, guess). In addition, a few heuristics were added to tag relations as NAs, for example when the predicates appear in a question. The current version of System A does not account for ROB tags.

4.2 System B

System B uses the dependency tree and part-of-speech tags from the Stanford NLP tools, together with a custom verb lexicon to recognize belief expressions. The tree is processed to convert objects and complements to a single format, and then transformed into one or more belief triples (subject, verb, object). The system maintains a database of nested belief context, as in ‘X believes Y believes Z’, but we did not notice many instances of this phenomenon in the data. Partly because our System B
recognizes reported beliefs (ROB) independently of the distinction between committed/non-committed belief in the annotations, the heuristic rules (mainly based on the presence of modal auxiliaries) that we added for the purpose of classifying the beliefs (CB, NCB, ROB, NA) did not work reliably in all cases.

4.3 System C

System C uses a supervised learning approach to identify tokens denoting the heads of propositions that denote author’s expressed beliefs. It approaches this problem as a 5-way (CB, NCB, ROB, NA, nil) multi-class classification task at the word level. System C is adapted from a previous system which uses an earlier, simpler definition and annotation of belief (Prabhakaran et al., 2010). The system uses lexical and syntactic features for this task, which are extracted using the part-of-speech tags and dependency parses obtained from the Stanford CoreNLP system. In addition to the features described in (Prabhakaran et al., 2010), System C uses a set of new features including features based on a dictionary of hedge-words (Prokofieva and Hirschberg, 2014). The hedge features improved the NCB F-measure by around 2.2 percentage points (an overall F-measure improvement of 0.25 percentage points) in experiments conducted on a separate development set. It uses a quadratic kernel SVM to build the model, which outperformed the linear SVM in experiments conducted on the development set.

5 Proposition-Oriented Evaluation

We now describe the results obtained on a proposition-oriented quantitative evaluation of these systems. We focus on a system’s ability to correctly identify the propositional heads of each type of belief (CB, NCB, ROB, NA). Only the words denoting heads of propositions will get one of these tags, and hence the majority of words in our data will not have any tags. We expect the system to find the propositional heads and to correctly assign their belief tags.

We use the entire Evaluation dataset described in Section 3 for this evaluation (entirely unseen during the development of the systems). We report precision, recall and F-measure for each belief type. We also report their micro-averages as the overall result. We compute F-measure as the harmonic mean between precision and recall. The best results obtained by each system described in Section 4 are presented in Table 2.

For System A, four different configurations were run for the evaluation, in which the NCB and NA tagging was either enabled or disabled. The current version does not account for ROB tags.) In Table 2, Columns 2-4, we show the performance of System A while all 3 tags (CB, NCB and NA) are enabled. The results of other three configurations are comparable. Any sentence where the belief target could not be located, either due to parsing error or due to missing coreference (as supplied by ERE), was discarded. This resulted in a relatively lower recall in the evaluation, but produced high precision in a target-driven pilot evaluation (Section 6). The results obtained by System B in the evaluation are shown in Table 2: Columns 5-7. The results of System B, when ignoring the belief categories (i.e., on identifying heads of propositions), were 83.6% precision and 50% recall. Table 2: Columns 8-10 shows results obtained by System C trained on 80% of the training dataset (the rest of the corpus was used as a development set).

The supervised learning approach obtained over-

<table>
<thead>
<tr>
<th></th>
<th>System A</th>
<th></th>
<th>System B</th>
<th></th>
<th>System C</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB</td>
<td>35.9</td>
<td>39.9</td>
<td>37.8</td>
<td>42.1</td>
<td>36.8</td>
</tr>
<tr>
<td>NCB</td>
<td>13.3</td>
<td>8.8</td>
<td>10.6</td>
<td>4.6</td>
<td>7.4</td>
</tr>
<tr>
<td>ROB</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td>NA</td>
<td>40.3</td>
<td>5.9</td>
<td>10.2</td>
<td>35.8</td>
<td>4.8</td>
</tr>
<tr>
<td>Overall</td>
<td>35.5</td>
<td>22.5</td>
<td>27.6</td>
<td>34.4</td>
<td>20.6</td>
</tr>
</tbody>
</table>

Table 2: Results obtained for System A, System B, and System C on the final Evaluation dataset.
all better performance than rule based approach in our evaluation. ROB and NCB were the most difficult classes to predict for all three systems (e.g., highest recall posted for ROB is only 15.6%). CB was relatively easier to predict. NA was difficult to predict using the rule based approach, but supervised learning approach obtained reasonable performance of 69.9 F-measure.

6 An Entity-Focused Evaluation: Preliminary Investigation

In this section, we describe an initial investigation towards an entity-focused evaluation. An entity-focused evaluation tests a different kind of question about beliefs: given an entity e, what beliefs does the writer have about e? This entity-focused evaluation draws its parallels from TAC KBP Sentiment Slot Filling Evaluation (SSF) task. In the SSF, the task is to determine a target entity given a source entity and a sentiment between them. The goal is to populate a knowledge base with information regarding entities and the sentiment relations between them. In the same vein, an entity-focused belief task would provide knowledge about the salient belief relations between entities. For this purpose, we needed to define what is meant by “having a belief about an entity” and agreed on the following preliminary rules. The rules are entirely syntactic. In the following examples, the target entity is Mary, and the statement after the arrow shows what the beliefs are about her (and what the level of commitment by the writer is).

Adjunct clause case 1. If the target entity is contained in a clause (lets call it the “core clause”) but NOT in an adjunct clause which modifies the core clause, we omit the adjunct clause (even though the adjunct clause in some sense pertains to the core clause but by virtue of being an adjunct, it is omissible).

(7) While John was in/CB Paris, Mary left/CB Paul → CB: Mary left Paul

Adjunct clause case 2. If the target is in an adjunct clause to a core clause where the target is not mentioned, we retain both the adjunct clause as a standalone belief, and the combination of the adjunct and core (i.e., we have two beliefs about the entity).

(8) John was happy/CB when Mary left/CB Paul → CB: John was happy when Mary left Paul; CB: Mary left Paul

We devised similar rules for complement clauses, we omit them here.

For the actual evaluation, we used files which also had been hand-annotated for ACE entities. However, we did not have a gold annotation for entity-focused belief, as this study is still contributing towards a definition of this notion. Only two systems participated, System A and System C. System A as described in Section 4.1 already takes the notion of entity into account. For System C, we used the parse to determine the span associated with the annotated headword, and counted a proposition whose span included an entity to be about that entity. In order to understand how these two ways of determining entity-focused belief relate to each other, we compared the two systems to each other. We obtained an F-measure of 52%. We also hand evaluated the positive claims of System C, obtaining an accuracy of 48% on the positive claims. The errors are due to parse errors, the presence of the entity in adjuncts which do not appear germane (contradicting adjunct clause case 2), the presence of irrelevant adjunct clauses (counter to adjunct clause case 1), and to a lack of clarity in the annotation standard. As an example of the lack of clarity, consider the following sentence from our evaluation corpus, with two kids as target entity:

(9) I didn’t see these two kids (sic) names on the news two kids is a possessor of the direct object, and fell into the span of the annotated see for System C, but System A deemed the ‘see’ belief not to be about it. We conclude that this purely syntactic definition of “belief about an entity” is not satisfactory. The definition of “belief about an entity” remains an open question and we return to it in Section 7.3.

7 Plans for Next Round

7.1 Adding the Source

Currently, we are only annotating and evaluating the writer’s beliefs. Beliefs attributed by the writer to other sources are marked ROB. We intend to annotate the source for all beliefs, using the method of
nested attribution pioneered by MPQA (Wiebe et al., 2005) and adopted by FactBank (Saurí and Pustejovsky, 2012). Consider the following sentence.

(10) John believes Mary knows that the clock was stolen

In the nested attribution approach, according to the writer, according to John, Mary firmly believes (CB) the ‘steal’ proposition. According to the writer, John firmly believes the ‘know’ proposition and the ‘steal’ proposition (as indicated by the veridical verb know). The writer herself firmly believes (CB) the ‘believe’ proposition, does not express an opinion on the ‘know’ proposition (ROB), and also firmly believes (CB) the ‘steal’ proposition (again, the reader infers this from the use of know). We intend to annotate all these levels of belief.

7.2 Defining the Target Proposition

In our work to date, we have assumed that the target of a belief is a proposition, and we have represented the proposition by the syntactic head word of the clause which describes the proposition (which is equivalent to a text span under syntactic projection). We are investigating extending this in several manners. First, we are considering including the heads of event noun phrases (the sudden collapse of the building). Second, we are looking at using a semantic representation for the proposition (as opposed the syntactic head of the text passage describing the proposition). We do not propose to develop our own semantic representation, but instead we will look to using existing relation and event representations based on the ACE program (Doddington et al., 2004). These have the advantage that there are off-the-shelf computational tools available for detecting ACE relations and events; they have the disadvantage that they do not cover all propositions we may be interested in. An alternative would be the use of a shallower semantic representation such as PropBank (Kingsbury et al., 2002), FrameNet (Baker et al., 1998), or AMR (Banarescu et al., 2013).

7.3 Entities as Targets

In Section 6, we discussed an initial evaluation of a belief being about an entity. In this section we discuss further guidelines for identifying belief targets, i.e., when one can say that someone’s belief is about a certain entity.

In general, the notion of belief “aboutness” is fairly fuzzy and it may be difficult to circumscribe precisely without some additional constraints. Suppose then that one of the ultimate objectives of belief extraction is to populate a knowledge base with beliefs held about specific entities: individuals, groups, artifacts, etc., which adds this constraint that the extracted belief is knowledge-base-worthy, or reportable. Some initial guidelines may go as suggested below. The objective is to provide guidance for a human assessor — not to propose a solution. We should note that these guidelines generally transcend any syntactic or structural considerations and appeal directly to the annotators’ judgment. Furthermore, we note that these guidelines are not about effects relating to information structure — in one sense of “being about”, the same sentence may be referred to as being “about” different things in different contexts. We are aiming for a lexical-semantic, not a pragmatic notion of aboutness.

A belief whose target is proposition \( p \) is about an entity \( T \) if one of the following clauses holds:

1. \( p \) describes a property of \( T \), where the property is considered semi-permanent but not necessarily limited to physical or mental characteristics (e.g., red, long, brainy) and may also include behavioral properties (smart, slow) as well as characteristics bestowed on by others (beloved).

2. \( T \) is an agent of \( p \), i.e., \( T \) is said to be performing some activity, physical or mental: drive a car, send a letter, etc.

3. \( T \) is directly involved in (or affected by) \( p \) but is not an agent: this includes situations where \( T \)’s involvement may be passive but is nonetheless required for \( p \) to be performed, e.g., receive a letter, win a prize, etc.

We make no claim that the above list is exhaustive or that there would not be exceptions to these rules. For this reason we may also attempt to describe conditions under which a belief is not about \( T \). For example: a belief target \( p \) is not about entity \( T \) even though \( T \) may be mentioned within the scope of \( p \) if:
4. T appears uninvolved in p and is apparently unaffected by its execution, e.g., reading about, waiting for, etc.

We intend to explore whether we can define this notion of belief aboutness sufficiently well to obtain good inter-annotator agreement.

7.4 Combining with Sentiment
We are planning on working on an annotation and an evaluation that combines belief with sentiment. The motivation for this is that belief and sentiment are similar types of meaning: they are attitudes towards propositions or entities which are expressed directly or indirectly. The similarity can also be seen in the fact that FactBank took the notion of nested source from MPQA, which is a sentiment-annotated corpus. Furthermore, many lexical items express both a belief and a sentiment at once:

(11) I hope Bertha enjoys the oysters

Here, the writer expresses a positive sentiment towards the ‘enjoy’ proposition, and at the same time she is expressing a lack of certainty (NCB) in the ‘enjoy’ proposition.

7.5 Adding Spanish and Chinese
We will be extending our annotation (including some of the extensions mentioned above) to Spanish and Chinese.

8 Conclusion
We have presented an ongoing annotation effort related to belief/factuality and an initial evaluation based on that annotation effort. To our knowledge, the annotated corpus is by far the largest corpus annotated in terms of belief/factuality. We have presented several proposed extensions to the annotation. The linguistic resources described in this paper will be published in the LDC catalog, making them available to the broader research community. The materials will be used in an open evaluation in late 2015 or early 2016. The evaluation will cover both belief/factuality and sentiment.
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Abstract

Explicit Semantic Analysis (ESA) utilizes the Wikipedia knowledge base to represent the semantics of a word by a vector where every dimension refers to an explicitly defined concept like a Wikipedia article. ESA inherently assumes that Wikipedia concepts are orthogonal to each other, therefore, it considers that two words are related only if they co-occur in the same articles. However, two words can be related to each other even if they appear separately in related articles rather than co-occurring in the same articles. This leads to a need for extending the ESA model to consider the relatedness between the explicit concepts (i.e. Wikipedia articles in Wikipedia based implementation) for computing textual relatedness. In this paper, we present Non-Orthogonal ESA (NESA) which represents more fine grained semantics of a word as a vector of explicit concept dimensions, where every such concept dimension further constitutes a semantic vector built in another vector space. Thus, NESA considers the concept correlations in computing the relatedness between two words. We explore different approaches to compute the concept correlation weights, and compare these approaches with other existing methods. Furthermore, we evaluate our model NESA on several word relatedness benchmarks showing that it outperforms the state of the art methods.

1 Introduction

Significance of quantifying relatedness between two natural language texts has been shown in various tasks which deal with information retrieval (IR), natural language processing (NLP), or other related fields. The semantics of a word can be obtained from existing lexical resources like WordNet and FrameNet. However, such lexical resources require domain expertise for defining the hierarchical structure, which makes their creation very expensive. Therefore, distributional semantic models (DSMs) have achieved much attention as they utilize available document collections like Wikipedia, and do not depend upon human expertise (Harris, 1954). DSMs represent the semantics of a word by transforming it to a high dimensional distributional vector in a predefined concept space. Many models have been proposed that derive this concept space by using explicit concepts or implicit concepts. Explicit Semantic Analysis (ESA) (Gabrilovich and Markovitch, 2007) utilizes the concepts which are explicitly derived under human cognition like Wikipedia concepts (articles). However, Latent Semantic Analysis (LSA) derives a latent concept space by performing dimensionality reduction (Landauer et al., 1998).

Gabrilovich and Markovitch (2007) introduced ESA model in which Wikipedia and Open Directory Project were used to obtain the explicit concepts, however, Wikipedia has been a popular choice in further ESA implementations (Polajnar et al., 2013; Gottron et al., 2011; Aggarwal et al., 2014). ESA represents the semantics of a word with a high dimensional vector over the Wikipedia concepts. The tf-idf weight of the word with the textual content under a Wikipedia concept reflects the magnitude
Table 1: Top 5 Wikipedia concepts for “football” and “soccer” in the ESA vector

<table>
<thead>
<tr>
<th></th>
<th>football</th>
<th>soccer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FIFA</td>
<td>History of soccer in the United States</td>
</tr>
<tr>
<td>2</td>
<td>Football</td>
<td>Soccer in the United States</td>
</tr>
<tr>
<td>3</td>
<td>History of association football</td>
<td>United States Soccer Federation</td>
</tr>
<tr>
<td>4</td>
<td>Football in England</td>
<td>North American Soccer League (196884)</td>
</tr>
<tr>
<td>5</td>
<td>Association football</td>
<td>United Soccer Leagues</td>
</tr>
</tbody>
</table>

of the corresponding vector dimension. To obtain the semantic relatedness between two words, it computes the vector dot product between their vectors. ESA considers the dimensions as orthogonal to each other. For instance, the synonyms like “soccer” and “football” are highly related, however, they may not co-occur together in many Wikipedia articles. Table 1 shows that the top 5 Wikipedia concepts retrieved for “football” and “soccer” do not share any concept, however, the concepts may exhibit relatedness to each other. Consequently, ESA model assumes that words can be related only if they co-occur in the same articles. However, two words can also be related even if they do not share the same articles at all, but appear in the related ones. LSA resolves the orthogonality issue to some extent by building latent concept space in an unsupervised way (Landauer et al., 1998). However, the resulting latent concepts are not as clearly interpretable as the human-labeled concepts in the ESA model. Previous studies (Gabrilovich and Markovitch, 2007; Cimiano et al., 2009; Hassan and Mihalcea, 2011) show that ESA performs better than LSA for computing text relatedness. Therefore, it is important to consider the relatedness between dimensions in the ESA model, rather than considering them orthogonal, and also without losing the explicit property of ESA model at the same time.

We then apply the different approaches for computing concept relatedness in our model NESA to compute text relatedness. We evaluate NESA on several word relatedness benchmarks to verify whether considering non-orthogonality in ESA model improves its performance.

2 Related Work

2.1 Text Relatedness

In recent years, there have been a variety of efforts to develop semantic relatedness measures. Classical approaches assess the relatedness scores by using existing knowledge bases or corpus statistics. Lexical resources such as WordNet or Roget thesaurus (Jarmasz and Szpakowicz, 2004) are used as knowledge bases to compute the relatedness scores between two words. Most of these approaches make use of the hierarchical structure present in the lexical resources. For instance, Hirst and St-Onge (1998), Leacock and Chodorow (1998), and Wu and Palmer (1994) utilize the edges that define taxonomic relations between words; Banerjee and Pedersen (2002) computes the scores by obtaining the overlap between glosses associated with the words; and some of the other approaches (Resnik, 1995; Lin, 1998) use corpus evidence with the taxonomic structure of WordNet. These approaches are limited to perform only for the lexical entries and thus do not work with non-dictionary words. Moreover, these measures rely on the manually constructed lexical resources and they are not...
Corpus-based methods such as LSA (Landauer et al., 1998), Latent Dirichlet Allocation (LDA) (Blei et al., 2003), and ESA (Gabrilovich and Markovitch, 2007) employ statistical models to build the semantic profile of a word. LSA and LDA generate unsupervised topics from a textual corpus, and represent the semantics of a word by its distribution over these topics. LSA performs singular value decomposition (SVD) to obtain a latent concept space. On the contrary, ESA directly uses supervised topics such as Wikipedia concepts that are built manually, and considers that every concept is orthogonal to each other. Polajnar at el. (2013) proposed an approach to improve ESA by considering the concept relatedness using word overlap in Wikipedia articles’ content. Radinsky at el. (2011) introduced Temporal Semantic Analysis (TSA) also considers the concept relatedness in ESA model, which is computed by using their temporal distribution over the New York Times news archives from the last 100 years. Although, these approaches consider relatedness between explicit concepts (Polajnar et al., 2013; Radinsky et al., 2011) and improve the accuracy, however, either they define a weak concept relatedness measure or require an external corpus statistics. Our approach takes inspiration from them and uses more advanced concept relatedness measures that rely on the same corpus statistics, which is used to build the ESA model.

2.2 Concept Relatedness
As NESA model requires a concept relatedness measure to overcome orthogonality, we address here the existing methods of computing it (Strube and Ponzetto, 2006; Witten and Milne, 2008; Polajnar et al., 2013). Most of these approaches rely on Wikipedia and its derived knowledge bases such as DBpedia\(^1\), YAGO\(^2\) and FreeBase\(^3\). These knowledge bases provide immense amount of information about millions of concepts or entities which can be utilized for computing concept relatedness.

Strube and Ponzetto (2006) proposed WikiRelate that counts the edges between two concepts in Wikipedia link structure, and also considers the depth of a concept in the Wikipedia category structure. Witten and Milne (2008) applied Google distance metric (Cilibrasi and Vitanyi, 2007) on incoming links in Wikipedia. Hoffart at el. (2012) utilized the textual content associated with the Wikipedia concepts. It observes the partial overlap between the concepts (key-phrases) appearing in the article content. The above mentioned approaches mainly exploit the article content or Wikipedia link structure for computing concept relatedness. In this paper, we also utilize the distributional information of the title and hyperlinks for computing concept relatedness.

3 Non-Orthogonal Explicit Semantic Analysis
To compute text relatedness, NESA uses relatedness between the dimensions of the distributional vectors to overcome the orthogonality in ESA model. In addition to represent the words as distributional vectors, where each dimension is associated with a Wikipedia concept as in ESA model, NESA also utilizes a square matrix \( C_{n,n} \) (\( n \) is the total number of dimensions) containing the correlation weights between the dimensions. Thus, to obtain the relatedness score between the words \( w_1 \) and \( w_2 \), NESA formulates the measure as follows:

\[
\text{rel}_{\text{NESA}}(w_1, w_2) = \mathbf{w}_1^T \cdot C_{n,n} \cdot \mathbf{w}_2
\]

where \( \mathbf{w}_{1,1} \) and \( \mathbf{w}_{2,1} \) are the corresponding distributional vectors consisting of \( n \) dimensions. Every concept dimension can be further semantically interpreted as a distributional vector in some other vector space of \( m \) dimensions. This transformation allows the computation of the correlation weights between the concept dimensions. Thus, a transformation matrix \( E_{m,n} \) can be built, where each column corresponds to a transformation vector for each concept dimension. Using the matrix \( E_{m,n} \), we can compute the matrix \( C_{n,n} \) by multiplying \( E_{m,n} \) with its transpose as in equation 2. In the next section, we discuss the different approaches used for computing \( C_{n,n} \) containing the relatedness between the concept dimensions.

\[
C_{n,n} = E_{n,m}^T \cdot E_{m,n}
\]
4 Computing Concept Relatedness

NESA requires the relatedness scores between Wikipedia concepts (articles), therefore we present the different approaches for computing $C_{n,n}$ matrix using $E_{m,n}$. Every Wikipedia article consists of different fields to represent the semantics of the concept dimensions, such as Wikipedia title, textual description and hyperlinks. We utilize this information to implement four different concept relatedness measures: VSM-Text, VSM-Hyperlinks, ESA-WikiTitle, and DiSER. These approaches represent the semantics of a concept with a distributional vector of m dimensions. All such vectors combined as column vectors for n concept dimensions form the matrix $E_{m,n}$.

4.1 VSM-Text

This approach is based on plain Vector Space Model (VSM) for text. It calculates the relatedness scores between concepts by taking word overlap between their corresponding Wikipedia article content. The concept is transformed to a column vector $m \times 1$, where $m$ is the total number of unique words in the Wikipedia corpus. The magnitude of each dimension is calculated on the basis of the number of occurrences of the different words in the associated Wikipedia article content.

4.2 VSM-Hyperlink

Similar to the VSM-Text, this approach calculates the concept relatedness by taking the overlap between the hyperlinks present in their corresponding Wikipedia articles’ content. The concept is transformed to a column vector $m \times 1$, where $m$ is the total number of hyperlinks in the whole Wikipedia. The magnitude of each dimension is calculated on the basis of the number of occurrences of the different hyperlinks in the associated Wikipedia article content.

4.3 ESA-WikiTitle

One intuitive way of obtaining concept relatedness scores is by using ESA itself for calculating the relatedness between the concepts. We use the associated Wikipedia article title for this purpose. ESA represents the semantics of a word with a high dimensional vector over the Wikipedia concepts. Therefore, each concept dimension is transformed into a column vector of $m \times 1$, where $m$ is the total number of Wikipedia concepts. The magnitude of each dimension is computed by using the term frequency (tf) and inverse document frequency (idf) for the terms appearing in the Wikipedia article title over the Wikipedia corpus (Gabrilovich and Markovitch, 2007).

4.4 DiSER

Distributional Semantics for Entity Relatedness (DiSER) (Aggarwal and Buitelaar, 2014) is a model for computing relatedness scores between entities. DiSER considers every Wikipedia concept as an entity. Therefore, it can be used for computing concept relatedness matrix $C_{n,n}$, as required by the NESA model. In contrast to text relatedness measures based on DSMs such as ESA, which do not distinguish between entity and text, DiSER differentiate between entity and its surface forms by using unique hyperlinks referring to entities in Wikipedia for encoding entities while building DSMs. It uses the distributional information of such hyperlinks only over the whole Wikipedia corpus for representing a concept by a high dimensional distributional vector. Therefore, each concept dimension is transformed into a column vector of $m \times 1$, where $m$ is the total number of Wikipedia concepts. The magnitude of each dimension is computed by using the concept frequency (cf) and inverse document frequency (idf) for an concept in the Wikipedia corpus. The concept frequency (cf) is a slight variation of term frequency. It computes the frequency of a concept appearing as hyperlink in the Wikipedia articles. To obtain the DiSER based relatedness scores between Wikipedia concepts, we use Entity Relatedness Graph (EnRG)\(^4\) (Aggarwal et al., 2015), which is a focused related entities explorer based on DiSER scores.

5 Evaluation of Concept Relatedness Measures

In this section, we evaluate the different approaches defined for computing concept relatedness measures in the previous section. For our evaluation, we use the snapshot of English Wikipedia from 1\(^{st}\) October, 2013. This snapshot consists of 13,872,614 articles,

\(^4\)EnRG demo: http://enrg.insight-centre.org
in which 5,934,022 are Wikipedia redirects. We filtered out all the namespace\(^5\) pages by using the articles’ titles as they have specific namespace patterns. There are 3,571,206 namespace pages in this snapshot. We remove all those articles which contain less than 100 unique words or less than 5 hyperlinks; such articles are too specific and may generate some noise. We perform further filtering by removing all the articles if their titles are numbers like “19”, dates like “June 1”, or if the title starts with “list”. We finally obtain a total of 3,635,833 Wikipedia articles for our experiment. We implement all the concept relatedness measures by using these obtained Wikipedia articles.

VSM-Text represents the semantics of a concept with a column vector of \(mx1\), where \(m\) is the total number of unique words appear in Wikipedia. Wikipedia contains more than 2.5 billion unique words, therefore, to reduce the matrix size, we use only 5 million most frequent words. ESA-WikiTitle represents the semantics of a concept with a column vector of \(mx1\), where \(m\) is 3,635,833 in our implementation. In order to obtain the hyperlinks for VSM-Hyperlink and DiSER, we retain only those text segments which have manually defined links provided by Wikipedia volunteers. However, the volunteers may not create the link for every surface form appearing in the article content. For instance, “Apple” occurs 213 times in “Steve Jobs” Wikipedia page in our corpus, but only 7 out of these 213 are linked to the “Apple Inc.” Wikipedia page. The term frequency of “Apple” is calculated without considering the partial string matches, for example, we do not count if “apple” appears as a substring of any annotated text segment like “Apple Store” or “Apple Lisa”. To obtain the actual frequency of every hyperlink for computing the magnitude of the dimension, we apply “one sense per discourse” heuristic (Gale et al., 1992), which assumes that a term tends to have the same meaning in the same discourse. We link every additional un-linked occurrence of the text segment with the same hyperlink appearing most of the times for the same segment in the article. The total number of hyperlinks possible in our corpus would be equal to the total number of Wikipedia articles i.e. 3,635,833.

5.1 Dataset
In order to evaluate the concept relatedness measures, we performed our experiments on the gold standard benchmark dataset KORE (Hoffart et al., 2012). The KORE dataset consists of 21 seed Wikipedia concepts selected from the YAGO knowledge base\(^6\). Every seed concept has a ranked list of 20 related Wikipedia concepts. In order to build this dataset, 20 concept candidates are selected and ranked by human evaluators on crowdsourcing platforms to give the relative comparison between two candidates against the corresponding seed Wikipedia concept. For instance, human evaluators provide their judgement if “Mark Zuckerberg” is more related to “Facebook” than “Sean Parker”. With the answers for such binary questions, a ranked list is prepared for every seed Wikipedia concept. The KORE dataset\(^7\) consists of 21 seed candidates, thus forming 420 concept pairs with their relatedness scores assigned by 15 human evaluators.

5.2 Experiment
We compare the concept relatedness measures described in section 4 against other existing methods. Hoffart et al. (2012) proposed KORE and KPCS which use the article content to compute the concept relatedness. They use Mutual Information (MI-weight) to capture the importance of the hyperlink for a Wikipedia concept. To evaluate the concept relatedness measures using KORE dataset, we compute the concept relatedness scores for all the concept pairs and rank the list of 20 candidates for each seed Wikipedia concept. We calculated Spearman Rank correlation between the gold standard dataset and the results obtained from VSM-Text, VSM-Hyperlink, ESA-WikiTitle and DiSER.

5.3 Results and Discussion
Experimental results are shown in Table 2. We compare our results with the other existing methods of computing concept relatedness: WLM, KORE, and KPCS. WLM is the Wikipedia Link-based approach by Witten and Milne (2008). KPCS and

\(^6\)http://datahub.io/dataset/yago
\(^7\)http://www.mpi-inf.mpg.de/yago-naga/aida
Table 2: Spearman rank correlation of concept relatedness measures with gold standard

<table>
<thead>
<tr>
<th>Concept Relatedness Measures</th>
<th>Spearman Rank Correlation with human</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSM-Text</td>
<td>0.510</td>
</tr>
<tr>
<td>VSM-Hyperlink</td>
<td>0.637</td>
</tr>
<tr>
<td>ESA</td>
<td>0.661</td>
</tr>
<tr>
<td>DiSER</td>
<td>0.781</td>
</tr>
<tr>
<td>WLM</td>
<td>0.610</td>
</tr>
<tr>
<td>KPCS</td>
<td>0.698</td>
</tr>
<tr>
<td>KORE</td>
<td>0.673</td>
</tr>
</tbody>
</table>

KORE are the approaches proposed in (Hoffart et al., 2012), where KPCS is the cosine similarity on MI-weighted keyphrases while KORE represents the keyphrase overlap relatedness. These keyphrases can be the text segment with hyperlinks in the article content. Therefore, KPCS is a similar approach to VSM-Hyperlink, besides KPCS assigns MI-weights to capture the generality and specificity of concept in the Wikipedia article. Many concepts in the gold standard dataset are defined by ambiguous surface forms such as “NeXT” and “Nice”, or they have ambiguous text segments in their surface forms like “Jobs” in “Steve Jobs” and “Guitar” in the “Guitar Hero” video game. Therefore, the effect of using only hyperlinks can be observed with the remarkable difference between the results obtained by ESA and DiSER. DiSER improves the accuracy over ESA by 20%. These scores illustrate that ESA fails in generating the appropriate semantic profiles for ambiguous terms. VSM-Text does not capture the semantics of Wikipedia concepts as the textual description in Wikipedia article also contains generic terms which are not enough to specify the precisely semantics of Wikipedia concepts. Therefore, VSM-Hyperlink achieved noticeable improvement over VSM-Text as VSM-Hyperlink builds the semantic profile by using hyperlinks in the article content. These hyperlinks are created by Wikipedia volunteers, therefore, it can be assumed that the text segments which are linked to other Wikipedia article, are more important than un-linked ones. However, KPCS and KORE achieved significantly higher accuracy in comparison to VSM-Hyperlink, which indicates that generality and specificity of hyperlinks in the article content are very influential features for concept relatedness measures.

6 Evaluation of NESA for Word Relatedness

In this section, we evaluate NESA for word relatedness. We experiment by using different concept relatedness measures as explained in section 4 for building the $C_{n,n}$ in NESA model as shown in equations 1 and 2. We use the same filtered Wikipedia articles as used for evaluating the concept relatedness measures in the previous section.

6.1 Dataset

We use 6 different word relatedness benchmarks to evaluate NESA.

WN353 consists of 353 word pairs annotated by 13-15 human experts on a scale of 0-10. 0 refers to un-related and 10 stands for highly related or identical. This dataset mainly contains generic words like “money”, “drink”, “movie”, etc. It also contains named entities such as “Jerusalem”, “Palestinian” and “Israel”, which makes this dataset more challenging for approaches that use only the lexical resources.

WN353Rel and WN353Sim datasets are the subsets of WN353. As WN353 contains similar and related word pairs, Agirre at el. (2009) refine the WN353 gold standard by splitting it in two parts: related word pairs and similar word pairs. The notion of similarity and relatedness are defined as follow: two words are similar if they are connected through the taxonomic relations like synonym or hyponym in lexical resources, while two words can be considered related if they are connected through other relations such as meronym and holonym. For instance, “football” and “soccer” are two similar words while “computer” and “software” can be considered as related. Finally, WN353Rel and WN353Sim contain 252 and 203 word pairs respectively.

MC30 is the dataset build by Miller and Charles (1991) that contains the selected word pairs of WN353. The relatedness scores of these words are
Table 3: Spearman rank correlation of relatedness measures with gold standard datasets

<table>
<thead>
<tr>
<th></th>
<th>WN353</th>
<th>WN353Rel</th>
<th>WN353Sim</th>
<th>MC30</th>
<th>RG65</th>
<th>MT287</th>
</tr>
</thead>
<tbody>
<tr>
<td>H&amp;S</td>
<td>0.347</td>
<td>0.142</td>
<td>0.497</td>
<td>0.811</td>
<td>0.813</td>
<td>0.278</td>
</tr>
<tr>
<td>L&amp;C</td>
<td>0.302</td>
<td>0.172</td>
<td>0.412</td>
<td>0.793</td>
<td>0.823</td>
<td>0.284</td>
</tr>
<tr>
<td>Lesk</td>
<td>0.337</td>
<td>0.125</td>
<td>0.511</td>
<td>0.583</td>
<td>0.5466</td>
<td>0.271</td>
</tr>
<tr>
<td>W&amp;P</td>
<td>0.316</td>
<td>0.131</td>
<td>0.461</td>
<td>0.784</td>
<td>0.807</td>
<td>0.331</td>
</tr>
<tr>
<td>Resnik</td>
<td>0.353</td>
<td>0.184</td>
<td>0.535</td>
<td>0.693</td>
<td>0.731</td>
<td>0.234</td>
</tr>
<tr>
<td>J&amp;C</td>
<td>0.317</td>
<td>0.089</td>
<td>0.442</td>
<td>0.820</td>
<td>0.804</td>
<td>0.296</td>
</tr>
<tr>
<td>Lin</td>
<td>0.348</td>
<td>0.154</td>
<td>0.483</td>
<td>0.750</td>
<td>0.788</td>
<td>0.286</td>
</tr>
<tr>
<td>Roget</td>
<td>0.415</td>
<td>-</td>
<td>-</td>
<td>0.856</td>
<td>0.804</td>
<td>-</td>
</tr>
<tr>
<td>SSA</td>
<td>0.629</td>
<td>-</td>
<td>-</td>
<td>0.810</td>
<td>0.830</td>
<td>-</td>
</tr>
<tr>
<td>Polajnar et al.</td>
<td>0.664</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ESA</td>
<td>0.660</td>
<td>0.643</td>
<td>0.663</td>
<td>0.765</td>
<td>0.826</td>
<td>0.507</td>
</tr>
<tr>
<td>NESA (VSM-Text)</td>
<td>0.666</td>
<td>0.648</td>
<td>0.669</td>
<td>0.768</td>
<td>0.827</td>
<td>0.509</td>
</tr>
<tr>
<td>NESA (VSM-Hyperlink)</td>
<td>0.670</td>
<td>0.649</td>
<td>0.672</td>
<td>0.768</td>
<td>0.828</td>
<td>0.516</td>
</tr>
<tr>
<td>NESA (ESA-WikiTitle)</td>
<td>0.681</td>
<td>0.652</td>
<td>0.684</td>
<td>0.774</td>
<td>0.830</td>
<td>0.541</td>
</tr>
<tr>
<td>NESA (DiSER)</td>
<td><strong>0.696</strong></td>
<td><strong>0.663</strong></td>
<td><strong>0.719</strong></td>
<td>0.784</td>
<td><strong>0.839</strong></td>
<td><strong>0.572</strong></td>
</tr>
</tbody>
</table>

**RG65** is a collection of 65 non-technical word pairs. These word pairs are annotated by 51 human experts (see for more detail (Rubenstein and Goodenough, 1965)).

**MT287** is a relatively newer dataset that contains 287 word pairs. This dataset is prepared mainly to study the effect of temporal distribution (Radinsky et al., 2011) of a word over several years. The relatedness scores of the word pairs are obtained from 15-20 mechanical turkers.

### 6.2 Experiment

We compare the NESA model with other state of the art methods of calculating word relatedness: Explicit Semantic Analysis (ESA), Salient Semantic Analysis (SSA), and several WordNet-based similarity measures. Hassan and Mihalcea (2011) reported SSA performance on WN353, MC30 and RG65 datasets as shown in table 3. The WordNet-based similarity measures are implemented using WS4J (WordNet Similarity for Java)\(^8\) library built on WordNet 3.0.

### 6.3 Results and Discussion

Table 3 shows the results of the NESA model with different concept relatedness approaches and other state of the art methods of calculating word relatedness. The knowledge-based methods that use lexical resources like WordNet or Roget thesaurus (Jarmasz and Szpakowicz, 2004), achieve higher accuracy if the words in benchmark datasets are available in the knowledge bases. For instance, WordNet-based measures (H&S (Hirst and St-Onge, 1998), L&C (Leacock and Chodorow, 1998), Lesk (Banerjee and Pedersen, 2002), W&P (Wu and Palmer, 1994), Resnik (Resnik, 1995) J&C (Jiang and Conrath, 1997), Lin (Lin, 1998)) and Roget thesaurus-based measure (Jarmasz and Szpakowicz, 2004) achieved higher accuracy on MC30 and RG65 datasets. However, these approaches may not fit well for the datasets that contain non-dictionary words, therefore, the accuracy of knowledge-based measures decrease significantly on other datasets. Corpus-based measures ESA and SSA achieved higher scores than knowledge-based methods on WN353, WN353Rel, WN353Sim and MT287 datasets. Moreover, corpus-based methods performed comparable to knowledge-based methods on MC30 and RG65. Most of the knowledge-based measures use the taxonomic relations for computing word relatedness. Therefore, these measures

\(^8\)https://code.google.com/p/ws4j/
obtained poor results on WN353Rel in contrast to WN353Sim dataset. However, corpus-based measures performed well for both type of relations i.e. similarity and relatedness.

The NESA model combined with any concept relatedness measure outperforms ESA for all the word relatedness benchmark datasets. It shows that considering non-orthogonality between explicit concepts in ESA model improves the accuracy. NESA-VSM-Hyperlink performs better than NESA-VSM-Text implying that considering only the hyperlinks from the article content works better than taking the overlap of whole content. NESA-ESA-WikiTitle and NESA-DiSER achieved higher scores than both NESA-VSM-Text and NESA-VSM-Hyperlink. It shows that the distributional representation of the article title captures the semantic information better than considering only the corresponding article content. Another interesting thing to note is that the correlation scores obtained by NESA model with the four concept relatedness measures follow the same order in table 3 as of the correlation scores obtained in evaluating concept relatedness shown in table 2. It represents the consistency of proposed concept relatedness measures in two different experiment settings. NESA-DiSER achieved the highest correlation scores in all the word relatedness benchmark datasets.

7 Conclusion

We presented Non-Orthogonal ESA which introduces the relatedness between the explicit concepts in the ESA model for computing semantic relatedness, without compromising with the explicit property of the ESA concept space. We showed that the word relatedness results vary with the different concept relatedness measures. NESA outperformed all state of the art methods, in particular, NESA-DiSER achieved the highest correlation with the gold standard. We also evaluated the different concept relatedness measures using benchmark dataset KORE, in which DiSER outperformed all others.
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Abstract

Named entity disambiguation is the task of linking entity mentions to their intended referent, as represented in a Knowledge Base, usually derived from Wikipedia. In this paper, we combine local mention context and global hyperlink structure from Wikipedia in a probabilistic framework. We test our method in eight datasets, improving the state-of-the-art results in five. Our results show that the two models of context, namely, words in the context and hyperlink pathways to other entities in the context, are complementary. Our results are not tuned to any of the datasets, showing that it is robust to out-of-domain scenarios, and that further improvements are possible.

1 Introduction

Linking mentions occurring in documents to a knowledge base is the main goal of Entity Linking or Named Entity Disambiguation (NED). This problem has attracted a great number of papers in the NLP and IR communities, and a large number of techniques, including local context and global inference (Ratinov et al., 2011). We propose to use a probabilistic framework that combines entity popularity, name popularity, local mention context and global hyperlink structure, relying on information in Wikipedia alone. Entity and name popularity are useful disambiguation clues in the absence of any context. The local mention context provides direct clues (in the form of words in context) to disambiguate each mention separately. The hyperlink structure of Wikipedia provides a global coherence measure for all entities mentioned in the same context.

The advantages of our method with respect to other alternatives are as follows: (1) It does not involve a large number of methods and classifier combination. (2) The method learns the parameters directly from Wikipedia so no additional hand-labeled data and training is needed. (3) We combine the global hyperlink structure of Wikipedia with a local bag-of-words probabilistic model in an intuitive and complementary way. (4) The absence of training allows for robust results in out-of-domain scenarios.

The evaluation of NED is fragmented, with several popular shared tasks, such as TAC-KBP1, ERD2 or NEEL3. Other evaluation datasets include AIDA and KORE504, which are very common in NED evaluation. Note that each dataset poses different problems. For instance AIDA is composed of news, and systems need to disambiguate all occurring mentions. TAC includes news and discussion forums, and focuses on a large number of mentions for a handful of challenging strings. KORE includes short sentences with very ambiguous mentions. Unfortunately, there is no standard dataset, and many contributions in this area report results in just one or two datasets. We report our results on eight datasets, improving the state-of-the-art results on five.

2 Resources

The knowledge used by our Bayesian network comes from Wikipedia. We extract three informa-

1http://www.nist.gov/tac/2014/KBP/
2http://web-ngram.research.microsoft.com/erd2014/
3http://www.scc.lancs.ac.uk/microposts2015/challenge/index.html
tion resources to perform the disambiguation: a dictionary, textual contexts and a graph.

The dictionary is an association between strings and Wikipedia articles. We construct the dictionary using article titles, redirections, disambiguation pages, and anchor text. If the mention links to a disambiguation page, it is associated with all possible articles the disambiguation page points to. Each association between a string and article is scored with the prior probability, estimated as the number of times that the mention occurs in the anchor text of an article divided by the total number of occurrences of the mention. We choose candidate entities for disambiguation by just assigning all entities linked to the mention in the dictionary.

In addition we build a graph using the Wikipedia link structure, where entities are nodes and edges are anchor links among entities from Wikipedia. We used the third-party dictionary and graph described in (Agirre et al., 2015), which is publicly available\(^5\).

Finally, we extract textual contexts for all the possible candidate entities from a Wikipedia dump. We collect all the anchors including a link to each entity in Wikipedia, and extract a context of 50 words around the anchor link.

### 3 A Generative Bayesian Network

Given a mention \(s\) occurring in context \(c\), our system ranks each of the candidate entities \(e\). Figure 1 shows the dependencies among the different variables. Note that context probability is given by two different resources.

Candidate entities are ranked combining evidences from 4 different probability distributions, which we call entity knowledge \(P(e)\), name knowledge \(P(s|e)\), context knowledge \(P(c_{bow}|e)\) and graph knowledge \(P(c_{grf}|e)\) respectively.

Entity knowledge \(P(e)\) represents the probability of generating entity \(e\), and is estimated as follows:

\[
P(e) = \frac{\text{Count}(e) + 1}{|M| + N}
\]

where \(\text{Count}(e)\) describes the entity popularity, e.g., the number of times the entity \(e\) is referenced within Wikipedia, \(|M|\) is the number of entity mentions and \(N\) is the total number of entities.

\(^5\)\url{http://ixa2.si.ehu.eus/ukb/ukb-wiki.tar.bz2}

![Figure 1: Dependencies among variables in a Bayesian network.](image)

in Wikipedia. As can be seen, the estimation is smoothed using the add-one method.

Name knowledge \(P(s|e)\) represents the probability of generating a particular string \(s\) given the entity \(e\), and is estimated as follows:

\[
P(s|e) = \frac{\text{Count}(e, s) + 1}{\text{Count}(e) + S}
\]

where \(\text{Count}(e, s)\) is the number of times mention \(s\) is used to refer entity \(e\) and \(S\) is the number of different possible names used to refer to \(e\).

The context knowledge is modeled in two different ways. In the bag-of-words model, \(P(c_{bow}|e)\) represents the probability of generating context \(c = \{w_1, w_2, \ldots, w_n\}\) given the entity \(e\), and is estimated as follows:

\[
P(c_{bow}|e) = P_e(w_1)P_e(w_2)\ldots P_e(w_n)
\]

where \(P_e(w)\) is estimated as:

\[
P_e(w) = \lambda P_e'(w) + (1 - \lambda) P_w(w)
\]

\(P_e(w)\) is the maximum likelihood estimation of each word \(w\) in the context of \(e\) entity. Context words are smoothed by \(P_w(w)\) that is the likelihood of words in the whole Wikipedia. \(\lambda\) parameter is set to 0.9 according to development experiments done in Aida development set (also known as Aida test-a).

The graph knowledge is estimated using personalized Pagerank. We used the probabilities returned by UKB\(^6\) (Agirre et al., 2015). This software returns \(P(e|c_{grf})\)\(^7\) the probability of visiting a candidate entity when performing a random walk on the

\(^6\)\url{http://ixa2.si.ehu.es/ukb/}

\(^7\)Note that, contrary to us, the results in (Agirre et al., 2015) multiply the Pagerank probability with the prior.
Wikipedia graph starting in the entity mentions in the context. In order to introduce it in the generative model, we must first convert it to $P(c_{grf}|e)$. We use Bayes’ formula to estimate the probability:

$$P(c_{grf}|e) = P(e|c_{grf})P(c_{grf})/P(e)$$

Finally, the Full Model combines all evidences to find the entity that maximizes the following formula:

$$e = \arg \max \ P(s, e_{bow}, e_{grf}, c) = \arg \max \ P(e)P(s|e)P(c_{bow}|e)P(c_{grf}|e)$$

4 Experiments

We tested our algorithms on a wide range of datasets: AIDA CoNLL-YAGO test-b (Hoffart et al., 2011), KORE50 (Hoffart et al., 2012) and six TAC-KBP datasets corresponding to six years of the competition (Aida, Kore and Tac hereafter). No corpus was used for training the parameters of the system, apart from Wikipedia, as explained in the previous sections.

We used gold-standard mentions and we evaluated only those mentions linked to a Wikipedia entity (ignoring so-called NIL cases). Depending on the dataset, we used the customary evaluation measure: micro-accuracy (Aida, Kore, Tac09 and Tac10) or Bcubed+ (Tac11, Tac12, Tac13 and Tac14). Each gold standard uses a different Wikipedia version: 2010 for Aida and Kore, 2008 for Tac. We use the Wikipedia dump from 25-5-2011 to build our resources, as this is close to the versions used at the time. We mapped gold-standard entities to 2011 Wikipedia automatically, using redirects in the 2011 Wikipedia. This mapping could cause a small degradation of our results.

4.1 Results

The top 4 rows in table 1 show the performance of the different combinations among probabilities. The remaining row shows the best results reported to date on those datasets (see caption for details).

The results suggest that each probability contributes to the final score of the Full Model, shown on row 4, showing that both context models are complementary between each other. The only exception is Tac13, where the bow model is best.

Our system obtains very good results in all datasets, excelling in Tac09-10-11-12-13, where it beats the state-of-the-art. The figures obtained by the Full Model on Aida, Kore and Tac14 are close to the best results. Note that the table shows the results of the system reporting the best values for each dataset, that is, our system is compared not to one single system but to all those systems. For example, (Hoffart et al., 2012) reported lower figures for Kore, 64.58. Regarding the results for TAC-KBP, the full task includes linking to the Knowledge Base and detecting and clustering NIL mentions. In order to make results comparable to those for in Aida and Kore, the table reports the results for mentions which are linked to the Knowledge Base, that is, results where NIL mentions are discarded.

5 Adjusting the model to the data

We experimented with weighting the probabilities to adapt the Full Model mentioned above to a specific scenario. For the Weighted Full Model, we introduce the $\alpha, \beta, \gamma$ and $\delta$ parameters as follows:

$$e = \arg \max \ P(s, e_{bow}, e_{grf}, c) = \arg \max \ P(e)^{\alpha}P(s|e)^{\beta}P(c_{bow}|e)^{\gamma}P(c_{grf}|e)^{\delta}$$

Weighting may change the optimal configuration for $\lambda$, we thus optimized all parameters on the development set of Aida, yielding $\lambda = 0.8, \alpha = 0.2, \beta = 0.1, \gamma = 0.6$ and $\delta = 0.1$ performing a exhaustive grid search. The step size used in this experiment is 0.1. The parameters yielded high results for development, up to 82.88.

Table 2 summarizes the results of the Weighted Full Model for Aida, showing that model reaches 83.61 points, close to the best micro accuracy reported by (Houlsby and Ciaramita, 2014) and above those reported by (Hoffart et al., 2011; Moro et al., 2014). The values of (Hoffart et al., 2011) and (Moro et al., 2014) for Aida are, respectively,
Table 1: Bold marks the best value among probability combinations, and * those results that overcome the best value reported in the state-of-the-art: (Houlsby and Ciaramita, 2014) for Aida, (Moro et al., 2014) for Kore, (Han and Sun, 2011) for Tac09 and see TAC-KBP proceedings for the rest.

<table>
<thead>
<tr>
<th>Test</th>
<th>Aida</th>
<th>Kore</th>
<th>Tac09</th>
<th>Tac10</th>
<th>Tac11</th>
<th>Tac12</th>
<th>Tac13</th>
<th>Tac14</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(e)P(s</td>
<td>e)$</td>
<td>67.51</td>
<td>36.11</td>
<td>67.46</td>
<td>76.76</td>
<td>68.09</td>
<td>46.34</td>
<td>68.20</td>
</tr>
<tr>
<td>$P(e)P(s</td>
<td>e)P(c\text{bow}</td>
<td>e)$</td>
<td>75.41</td>
<td>60.42</td>
<td>78.39</td>
<td>85.29*</td>
<td>76.24</td>
<td>57.80</td>
</tr>
<tr>
<td>$P(e)P(s</td>
<td>e)P(c\text{grf}</td>
<td>e)$</td>
<td>76.97</td>
<td>54.86</td>
<td>79.64*</td>
<td>83.63*</td>
<td>79.55</td>
<td>69.93*</td>
</tr>
<tr>
<td>$P(e)P(s</td>
<td>e)P(c\text{bow}</td>
<td>e)P(c\text{grf}</td>
<td>e)$</td>
<td>82.45</td>
<td>70.14</td>
<td>82.15*</td>
<td>85.49*</td>
<td>81.53*</td>
</tr>
<tr>
<td>Best (state-of-the-art)</td>
<td>84.89</td>
<td>71.50</td>
<td>79.00</td>
<td>80.60</td>
<td>80.10</td>
<td>68.50</td>
<td>71.80</td>
<td>79.60</td>
</tr>
</tbody>
</table>

Table 2: Micro accuracy results for Aida introducing the Weighted Full Model in row 2.

<table>
<thead>
<tr>
<th>Test</th>
<th>Aida</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(e)P(s</td>
<td>e)P(c\text{bow}</td>
</tr>
<tr>
<td>$P(e)\alpha P(s</td>
<td>e)\gamma P(c\text{bow}</td>
</tr>
<tr>
<td>(Hoffart et al., 2011)</td>
<td>82.54</td>
</tr>
<tr>
<td>(Houlsby and Ciaramita, 2014)</td>
<td>84.89</td>
</tr>
<tr>
<td>(Moro et al., 2014)</td>
<td>82.10</td>
</tr>
</tbody>
</table>

82.54\(^{12}\) and 82.10. Unfortunately the parameter distribution seems to depend on the test dataset, as the same parameters failed to improve the results on the other datasets.

6 Related Work

The use of Wikipedia for named entity disambiguation is a common approach in this area. In the related field of Wikification, (Ratinov et al., 2011) introduced the supervised combination of a large number of global and local similarity measures. They learn weights for each of those measures training a supervised classifier on Wikipedia. Our approach is different in that we just combine four intuitive methods, without having to learn weights for them. Unfortunately they don’t report results for NED.

(Moro et al., 2014) present a complex graph-based approach for NED and Word Sense Disambiguation which works on BabelNet, a complex combination of several resources including, among others, Wikipedia, WordNet and Wiktionary. Our results are stronger over Aida, but not on the smaller Kore.

(Hoffart et al., 2011) presents a robust method based on entity popularity and similarity measures, which are used to build a mention/entity graph. They include external knowledge from Yago, and train a classifier on the train part of Aida, obtaining results comparable to ours. Given that we do not train on in-domain training corpora, we think our system is more robust.

The use of probabilistic models using Wikipedia for NED was introduced in (Han and Sun, 2011). In this paper, we extend the model with a global model which takes the hyperlink structure of Wikipedia into account.

(Houlsby and Ciaramita, 2014) presents a probabilistic method using topic models, where topics are associated to Wikipedia articles. They present strong results, but they need to initialize the sampler on another NED system, Tagme (Ferragina and Scaiella, 2012). In some sense they also combine the knowledge in the graph with that of a local algorithm (Tagme), so their work is complementary to ours. They only provide results on AIDA, and it is thus not possible to see whether they are as robust as our algorithm.

7 Conclusions and future work

Bayesian networks provide a principled method to combine knowledge sources. In this paper we combine popularity, name knowledge and two methods to model context: bag-of-words context, and hyperlink graph. The combination outperforms the state-of-the-art in five out of eight datasets, showing the robustness of the system in different domain
and dataset types. Our results also show that in all but one dataset the combination outperforms individual models, indicating that bag-or-word context and graph context are complementary. We show that results can be further improved when tuning the weights on in-domain development corpora.

Given that Bayesian networks can be further extended, we are exploring to introduce additional models of context into a Markov Random Field algorithm. Our current model assumes that the two models of context (bag or words and graph) are independent given $e$, and we would like to explore alternatives to relax this assumption. We would also like to explore whether more sophisticated smoothing techniques could improve our probability estimates.
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Abstract

This paper addresses the question of how document classifiers can exploit implicit information about document similarity to improve document classifier accuracy. We infer document similarity using simple n-gram overlap, and demonstrate that this improves overall document classification performance over two datasets. As part of this, we find that collective classification based on simple iterative classifiers outperforms the more complex and computationally-intensive dual classifier approach.

1 Introduction

In machine learning, there is a rich tradition of research into the two tasks of: (1) “point-wise” classification, where each instance is represented as an independent instance, and the predictive model attempts to learn a decision boundary to capture instances of a given class; and (2) graphical learning and inference, where instances are connected in a graph, and learning/inference take place relative to the graph structure connecting those instances, based primarily on either conditional dependence (i.e. one event is dependent on the outcome of another) or “homophily” (i.e. the tendency for connected instances to share various properties).

Various joint models that combine the two have also been proposed, although in natural language processing at least, these have focused largely on conditional dependence, in the form of models such as hidden Markov models (Rabiner and Juang, 1986) and conditional random fields (Lafferty et al., 2001), where independent properties of words, e.g., are combined with conditional dependencies based on their context of use to jointly predict the senses of all words in a given sentence (Ciaramita and Johnson, 2003; Johannsen et al., 2014).

This paper explores the utility of homophily within joint models for document-level semantic classification, focusing specifically on tasks which are not associated with any explicit graph structure. That is, we examine whether implicit semantic document links can improve the results of a point-wise (content-based) classification approach.

Explicit inter-document links have been variously shown to improve document classifier performance, based on information sources including hyperlinks in web documents (Slattery and Craven, 1998; Oh et al., 2000; Yang et al., 2002), direct name-references in congressional debates (Thomas et al., 2006; Burfoot et al., 2011; Stoyanov and Eisner, 2012), citations in scientific papers (Giles et al., 1998; Lu and Getoor, 2003; McDowell et al., 2007), and user mentions or retweets in social media (Jiang et al., 2011; Tan et al., 2011). However, document collections often don’t contain explicit inter-document links, limiting the practical usefulness of such methods. In this paper, we seek to expand the reach of research which incorporates linking information, in inducing implicit linking information between documents, and demonstrating that the resultant (noisy) network structure improves document classification accuracy.

The intuition underlying this work is that some types of documents have features which are either absent or ambiguous in training data, but which have...
the special characteristic of indicating relationships between the labels of documents. Most often, an inter-document relationship indicates that two documents have the same label, but depending of the task, it may also indicate that they have different labels. In either case, classifiers gain an advantage if they can consider these features as well as conventional content-based features.

The major contribution of this paper is in showing that document classification accuracy can be improved over a range of datasets using automatically-induced implicit semantic inter-document links, using collective classification. We are the first to achieve this using a general-purpose setup, as applied to a range of datasets. Our results are achieved using $n$-gram overlap features for both the CONVOTE and BITTERLEMONS corpora, without the use of annotations for explicit semantic inter-document relationships. A second contribution of this work is the finding that simple iterative classifiers outperform more complex dual classifiers when using implicit inter-document links. This finding contradicts earlier work using explicit document links, where the dual classifier approach has generally been found to perform best (Thomas et al., 2006; Burfoot et al., 2011). While the work presented here is conceptually quite simple, the findings are significant and potentially open the door to accuracy improvements on a range of document-level semantic tasks.

2 Related Work

Previous work has dealt with the question of collective document classification using implicit inter-document relationships in two basic ways:

1. **proximity**: use a spatial or temporal dimension of the domain to relate documents (Agrawal et al., 2003; Goldberg et al., 2007; McDowell et al., 2009; Somasundaran et al., 2009).

2. **similarity**: relate documents via some notion of their content-based similarity (Blum and Chawla, 2001; Joachims, 2003; Takamura et al., 2007; Sindhwani and Melville, 2008; Jurgens, 2013)

The work using similarity-based links is the closest to ours but is also strongly differentiated because it focuses on transductive semi-supervised classification. That task begins with the premise that only a small amount of labelled training data is available, so content-only classification is likely to be inaccurate. By contrast, the supervised techniques in this paper deal with large amounts of labelled training data and relatively high content-only performance – 76% for CONVOTE and 87% for BITTERLEMONS. It is reasonable to assume that the types of similarity-based relationships derived for transductive semi-supervised classification would be ineffective in a supervised context.

This conclusion is supported by an experiment that shows that the vocabularies of document pairs tend to overlap to similar degrees regardless of document class (Pang and Lee, 2005).

3 Corpora

We experiment with two corpora in this research: CONVOTE and BITTERLEMONS. These two are selected on the grounds that they satisfy two intuitive criteria about types of text collections that may contain features that are not useful for content-only classification, but which may indicate relationships between pairs of documents: (1) the corpora both use an unconstrained prose vocabulary, which increases the likelihood that authors will use distinctive words or sequences of words that are not frequent enough to be useful in training, but which can be used to semantically relate pairs of documents (c.f. newswire articles); and (2) the majority of the text content in both corpora is clearly relevant to the dimension of classification, i.e. there is minimal use of “boilerplate” or “background” material, so the pool from which to select task-relevant content to form inter-document semantic relationships is larger.

3.1 CONVOTE

CONVOTE (Thomas et al., 2006) consists of US congressional speeches relating to a specific bill or resolution, and the ultimate vote of each speaker (“for” or “against”). The document classifier uses the text of each speech to predict the vote of the speaker. Three modifications are made to the corpus: (1) speeches by the same speaker are concatenated, to more naturally represent the requirement that each speaker only has one vote; (2) we drop
the fixed train, test, development set assignments from the original dataset, and instead evaluate using leave-one-out cross-validation over the 53 debates contained in the dataset, to allow for a more statistically robust evaluation; and (3) we discard the manually annotated inter-document relationships based on references to speaker names, because implicit relationships are the focus of this work.

Table 1 gives statistics for our rendering of CONVOTE. The identical figures for the average number of speeches and speakers per debate reflect the fact that each speaker now contributes only one unified speech.

### 3.2 Bitterlemons

Bitterlemons (Lin et al., 2006) is a collection of articles on the Israeli–Arab conflict harvested from the Bitterlemons website. In each weekly issue, the editors contribute an article giving their perspectives on some aspect of the conflict, and two guest authors contribute articles, one from an Israeli perspective and the other from a Palestinian perspective. Sometimes these guest contributions take the form of an interview, in which case we remove the questions (from the editors) and retain only the answers.

The statistics in Table 2 give a picture of the size and structure of Bitterlemons.

In accordance with Lin et al. (2006), we experiment with heldout evaluation, with all articles contributed by the editors placed in the training set and those contributed by the guests in the test set. This allows the task to be framed as “perspective” classification, rather than author attribution, i.e. we are focused on the content of the contributions rather than stylistic or biographical features that may identify one editor or the other.

### 4 Implicit Inter-document Similarity

To implement the hypothesis that documents that use the same rare word or sequence of words are more likely to carry the same label, we calculate a cosine similarity metric between every pairing of documents in a given corpus, using an idf-weighted term vector used to represent document $d_i$. The idf weighting serves to emphasise terms that are rare within the corpus, and de-emphasise terms that are common. To further enhance this effect, we represent terms by existence-based rather than frequency-based features.

An example of a (tokenised) high-idf sentence pair from CONVOTE is (with the speaker, party affiliation and vote shown in each case, and the high-idf token underlined):

1. the president’s top counselor dan bartlett said this week that there is no magic wand to reduce gas prices. [CROWLEY, JOE (D); AGAINST]

2. mr. chairman, yesterday the president said, i wish i could simply wave a magic wand and lower gas prices tomorrow. [EMANUEL, RAHM (D); AGAINST]

An example for Bitterlemons is:

3. Even if we/wanted/ to succumb to Israeli pressure, it is impossible to make a Palestinian teach his child that Jaffa or Haifa or Palestine
before 1948 was not his land. \[AHMAD\ \textsc{harb}\ (\textsc{guest}); \textsc{palestinian}\]

(4) This is being neglected and Sharon is having his way in brutalizing the Palestinian people in the hope that they will succumb and abandon their rights. \[HAIDAR\ \textsc{abdel shafi}\ (\textsc{guest}); \textsc{palestinian}\]

For other examples and more justification of this methodology, see Burford (2013).

5 Collective Classification

Two standard approaches to collective classification are: (1) the dual classifier approach; and (2) the iterative classifier approach. We briefly review these approaches below, but refer the reader to Sen et al. (2008), McDowell et al. (2009) and Burford (2013) for a more detailed methodological discussion.

5.1 Dual Classifier Approach

The dual classifier approach is made up of three steps, as depicted in Figure 1:

1. **Base classification**: Produce base classifications using (1) a **content-only classifier**; and (2) a **relationship classifier**. The content-only classifier makes a binary prediction: FOR and AGAINST for \textsc{convote}, and ISRAELI or PALESTINIAN for \textsc{bitterlemons}. The relationship classifier indicates the preference that each document pair be SAME or not (SAME).

2. **Normalisation**: Normalise the scores, producing values for the classification preference functions, \(\psi_i\), which can be input into a collective classification algorithm.

3. **Decoding**: Produce final classifications by optimally decoding the content-only and relationship level preferences using a collective classification algorithm.

5.1.1 Base classification

For our content-only base classifier, we use the same bag-of-words SVM with binary (existence-based) unigram features as (Thomas et al., 2006). This classifier has been shown to be the best bag-of-words model for \textsc{bitterlemons} (Beigman Klebanov et al., 2010). As our relationship base classifier, we use the cosine similarity scores described above, calculated using \(n\)-grams of several different lengths.

5.1.2 Normalisation

We use probabilistic SVM normalisation to convert the signed decision-plane distance output by the content-only classifier into the probability that the instance is in the positive class (Platt, 1999).

For the relationship classifier, the technique used to convert the cosine similarity score into a classification preference needs to fit complex criteria. Preliminary experiments suggested that while the very highest similarity scores are good indicators of SAME relationships, classifier precision drops quickly as recall increases. To avoid polluting the classification graph with large numbers of low-quality links, the normalisation method should incorporate a threshold that discards a significant proportion of the test set pairs. We adopt the following binning technique to convert the cosine similarity score into a probability that the two instances are
\[
\psi_{ij}(l, l) = \begin{cases} 
0.9 & s(i, j) \geq b_1; \\
0.8 & b_2 \leq s(i, j) < b_1; \\
0.7 & b_3 \leq s(i, j) < b_2; \\
0.6 & b_4 \leq s(i, j) < b_3; \\
0.5 & s(i, j) < b_4;
\end{cases}
\]

where \(\psi_{ij}(l, l)\) represents the SAME preference (i.e. the probability of \(i\) and \(j\) having the same label); the values for \(b_1, b_2, b_3,\) and \(b_4\) are derived by sorting the relationships in the training data by similarity score, and separating them into intervals holding a proportion of SAME pairs equivalent to the nominated probability. This approach is similar to unsupervised discretisation (Kotsiantis and Kanellopoulos, 2006), except the intervals are arranged so that the output categories have a probabilistic interpretation.

5.1.3 Decoding

Decoding is carried out using three techniques: (1) loopy belief propagation (McDowell et al., 2009); (2) mean-field; and (3) minimum-cut.

Loopy Belief Propagation

Loopy belief propagation is a message passing algorithm that can be expressed as:

\[
m_{i\rightarrow j}(l) = \alpha \sum_{l' \in L} \left( \psi_i(l') \psi_{ij}(l', l) \prod_{k \in N_i \cap D \setminus \{j\}} m_{k\rightarrow i}(l') \right)
\]

\[
b_i(l) = \alpha \psi_i(l) \prod_{k \in N_i \cap D} m_{k\rightarrow i}(l)
\]

where \(m_{i\rightarrow j}\) is a message sent by document \(d_i\) to document \(d_j\), and \(\alpha\) is a normalization constant that ensures that each message and each set of marginal probabilities sum to 1. The message flow from \(d_i\) to \(d_j\) communicates the belief of \(d_i\) about the label of \(d_j\). The algorithm proceeds by making each node communicate with its neighbours until the messages stabilise. The marginal probability is then derived by calculating \(b_i(l)\).

Loopy belief propagation was used in early collective classification work (Taskar et al., 2002) and has remained popular since (Sen et al., 2008; McDowell et al., 2009; Stoyanov and Eisner, 2012).

Mean-field

Mean-field is an alternative message passing algorithm, that can be expressed as:

\[
b_i(l) = \alpha \psi_i(l) \prod_{j \in N_i \cap D} \prod_{l' \in L} \psi_{ij}(l', l)
\]

and is re-computed for each document until the marginal probabilities stabilise.

Loopy belief propagation and mean-field have both been justified as variational methods for Markov random fields (Jordan et al., 1999; Weiss, 2001; Yedidia et al., 2005).

Minimum Cut

The minimum-cut technique involves formulating a binary collective classification task as a flow graph and finding solutions using standard methods for solving minimum-cut (maximum-flow) problems.

We use the method described by Blum and Chawla (2001) in an in-sample setting, which is equivalent to finding the optimal solution for the cost function for labellings:

\[
cost(Y) = \sum_{d_i \in D} w_i(Y_i) + \sum_{(d_i, d_j) \in E: Y_i \neq Y_j} w^e(d_i, d_j)
\]

5.1.4 Tuning

The relative weights given to the content-only and relational classifiers can be tuned as follows (for CONVOTE, without loss of generality):

\[
\psi'_{ij}(\text{FOR}) = \psi_{ij}(\text{FOR}) + \frac{\min(0, \gamma)(\psi_{ij}(\text{FOR}) - \psi_{ij}(\text{AGAINST}))}{2}
\]

\[
\psi'_{ij}(\text{FOR}, \text{FOR}) = \psi_{ij}(\text{FOR}, \text{FOR}) - \frac{\max(0, \gamma)(\psi_{ij}(\text{FOR}, \text{FOR}) - \psi_{ij}(\text{AGAINST}, \text{AGAINST}))}{2}
\]

where \(\psi'_{ij}\) and \(\psi'_{ij}\) refer to the dampened versions of the content-only and relationship preference functions, respectively, \(\gamma\) is the dampening parameter \(\in [−1, 1]\), \(\psi'_{ij}(\text{AGAINST}) = 1 - \psi'_{ij}(\text{FOR})\), \(\psi'_{ij}(\text{AGAINST}, \text{AGAINST}) = \psi'_{ij}(\text{FOR}, \text{FOR})\), and \(\psi'_{ij}(\text{FOR}, \text{AGAINST}) = \psi'_{ij}(\text{AGAINST}, \text{FOR}) = 1 - \psi'_{ij}(\text{FOR}, \text{FOR})\).

This approach works by reducing the difference between the preferences for the two classes (FOR or AGAINST) by an amount that is proportional to the
Figure 2: Iterative classifier approach with similarity-based relational features.

absolute value of the dampening parameter. If the dampening parameter is \( < 0 \), only the content-only preferences will be dampened (giving more relative weight to relationship preferences). If the dampening parameter is \( > 0 \), only the relationship preferences will be dampened (giving more relative weight to the content-only preferences).

For CONVOTE, the training fold is adapted for tuning by use of 52-fold cross-validation, where each of the 52 debates in the training fold is classified using all of the other debates as training data. BITTERLEMONS does not have internal structure within the training set, so it cannot be adapted in this way. Instead, we use leave-one-out cross-validation over the training set. Unfortunately this approach carries the risk of producing base classifications that are unrealistically accurate, because the training set is composed of articles by only two authors.

5.2 Iterative Classifier Approach

The iterative classifier approach has three major components, as depicted in Figure 2:

1. **Base classification.** Produce base classifications using a content-only classifier. As with the dual classifier approach, the content-only classifier will give the preference that each instance be classified with FOR or AGAINST for CONVOTE, and ISRAELI or PALESTINIAN for BITTERLEMONS.

2. **Addition of relational features.** Produce local vectors by adding relational features to the vectors previously used for content-only classification.

3. **Iterative re-classification.** Use a local classifier to classify the new feature vectors. Update the relational features after each iteration to reflect new class assignments. Repeat until class assignments stabilise or a threshold number of iterations is met.

5.2.1 Base Classification

Once again, content-only classification for the iterative classifier is performed using a bag-of-words SVM with binary unigram features.

5.2.2 Relational Features

Let, \( f^s \) be an average similarity score:

\[
 f^s(i, l) = \frac{\sum_{d_j \in \mathcal{D} \setminus \{d_i\}} s(i, j) \delta_{Y_j, l}}{\sum_{d_j \in \mathcal{D} \setminus \{d_i\}} \delta_{Y_j, l}} \tag{5}
\]

where \( \delta \) is the Kronecker delta. Put in words, \( f^s \) is the average of the similarity scores for the pairings of the given instance with each of the instances that have the label \( l \).

We derive relational features for the iterative classifier from the average similarity score as follows:

\[
 f^{as}(i, l) = \begin{cases} 
 1 & f^s(i, l) > f^s(i, l') \\
 0 & \text{otherwise} 
\end{cases}
\]

This means that the feature \( f^{as}(i, l) \) is set to 1 iff the average similarity of document \( d_i \) to instances with label \( l \) is greater than its average similarity to instances with label \( l' \). In training, document labels are used when counting negative and positive instances to determine the values for \( f^{as} \). In evaluation, the classes assigned in the previous iteration are used.

6 Experiments

We assess the accuracy of the dual classifier and iterative classifier approaches described above over CONVOTE and BITTERLEMONS in terms of classification accuracy, micro-averaging across the 53 folds of cross-validation in the case of CONVOTE. When quoted, statistical significance has been determined
using approximate randomisation with \( p < 0.05 \) (Nooreen, 1989).

Two baseline scores are shown in the tables for collective classification results: (1) “Majority” gives the performance of the simplest possible classifier, which classifies every instance with the label that is most frequent in training data; and (2) “Content-only” gives the performance of the bag-of-words linear-kernel SVM used to perform base classification.

### 6.1 Collective Classifier Performance

Table 3 shows the overall collective classifier performance on CONVOTE. The best performer is the iterative classifier with 4-grams, with an accuracy of 79.05\%. This is a statistically significant 2.65\% absolute gain over the content-only baseline. The iterative classifier is the best performer in general, obtaining the next four best results with statistically significant absolute gains of 2.41\%, 1.76\%, 1.70\% and 1.59\% for 3-grams, 5-grams, 2-grams and 1-grams respectively.

The dual classifier with minimum-cut is the next best performer, with a best score of 77.45\% for 5-grams, a statistically significant absolute gain of 1.06\%. 4-grams and 2-grams also provide statistically significant gains, but 3-grams and 1-grams do not.

For loopy-belief and mean-field the story is less positive. None of the variations gives a statistically significant improvement over the content-only baseline. The best performer is mean-field with 5-grams, with a score of 76.63, a 0.23\% absolute improvement over the baseline.

Table 4 shows overall collective classifier performance on BITTERLEMONS. As with CONVOTE, the best performer is the iterative classifier. 4-grams and 3-grams are the top-performing variants, obtaining a score of 90.91\%, a statistically significant 4.38\% absolute gain over the content-only baseline. 2-grams and 5-grams are the next best, with a statistically significant 3.37\% absolute gain over the content-only baseline. 1-grams are the only iterative classifier variant that do not yield a statistically significant improvement over the content-only baseline.

The dual classifier results for BITTERLEMONS...
warrant special comment. As mentioned in Section 5.1.4, leave-one-out tuning with the BITTERLEMONS training corpus is compromised. The aim of cross-validation on the training set is to gain a picture of likely performance on the test set. Unfortunately, BITTERLEMONS is not homogeneous: articles in each class in the training set are contributed by just one author, whereas articles in the test set are contributed by different authors. Tuning on BITTERLEMONS failed because leave-one-out on the training set produced 100% accuracy, presumably because there are features specific to the two authors that make classification easy. This meant that the ideal dampening parameter was found to be exactly 1, i.e. collective classification was unnecessary, because the expected performance on the test set was 100%.

As with CONVOTE, none of the loopy belief or mean-field variants provide statistically significant improvements over the content-only baseline. The best performers are mean-field and loopy belief with 5-grams, with a score of 88.55%, a 2.02% absolute improvement over the baseline.

6.2 Dual Classifier Dampening Response

We next examine the dampening response of the dual classifier methods, by presenting six graphs showing the performance of the three different decoding algorithms on the two test corpora. This analysis helps to establish a picture of the limitations of the dual classifier approach in comparison with the iterative classifier approach.

Each of the graphs in this section shows the effect of a varying dampening factor on classification accuracy. In each graph only a small portion of the $[-1, 1]$ range supported by the dampening parameter is shown. The reason for this is visible on many of the graphs: performance is fixed at or near 50% until the dampening parameter is close to 1. This indicates that the probabilities of the content-only classifier and relationship classifier are badly mismatched: performance only becomes reasonable after the relationship preferences have been massively reduced in strength relative to the content-only preferences.

Figure 3 shows performance on CONVOTE for minimum-cut, loopy belief, and mean-field respectively. The trend is the same in each: performance is flat until a sudden jump-up, leading to steady improvement up to a peak, shortly before the maximum dampening value of 1. At 1, the relationship preferences are entirely dampened and performance is the same as the content-only baseline.

For minimum-cut, 1-grams provide the highest peak accuracy with close to 78% at dampening factor 0.93. Each of the other $n$-gram orders jumps above the 76.40% baseline at close to this point, with 5-grams providing the most sustained period of high performance from dampening factor 0.85 through to almost 1.

Performance is worse for loopy belief and mean-field. Only 5-grams do better than the baseline, between approximately 0.92 and 0.95 dampening factor for both algorithms.

Figure 4 shows performance on BITTERLEMONS.
7 Conclusion and Future Work

The collective classification experiments in this paper demonstrate that useful inter-document semantic relationships can be accurately predicted using features based on matching sequences of words, i.e. semantic relationships between pairs of documents that can be detected based on the mutual use of particular n-grams. These semantic relationships can be used to build collective classifiers that outperform standard content-based classifiers.

Iterative classifiers do better than dual classifiers at collective classification using similarity-based relationships. Their superiority goes beyond measures of performance: iterative classifiers are simpler to implement, and more efficient. The key advantage of the iterative classifier seems to lie in its ability to sum up relationship information in a single average similarity score.

Future work should consider the combination of the methods investigated in this paper with more advanced content-only approaches. For dual classifiers and iterative classifiers, it would be also interesting to explore whether alternative base classifiers can provide better performance. For example, confidence-weighted linear classification has been shown to be highly effective on non-collective document classification tasks, and could be easily adapted for use in a dual classifier or iterative classifier (Dredze et al., 2008). Finally, there is significant scope to apply the techniques in this paper to other collective classification tasks and to unambiguously define the types of content for which collective document classification with implicit inter-document relationships can be expected to provide performance gains.
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Abstract

Keyphrase extraction is a fundamental technique in natural language processing. It enables documents to be mapped to a concise set of phrases that can be used for indexing, clustering, ontology building, auto-tagging and other information organization schemes. Two major families of unsupervised keyphrase extraction algorithms may be characterized as statistical and graph-based. We present a hybrid statistical-graphical algorithm that capitalizes on the heuristics of both families of algorithms and is able to outperform the state of the art in unsupervised keyphrase extraction on several datasets.

1 Introduction

Keyphrase extraction algorithms aim to extract, from within the document phrases and words that best represent the document’s main topics. Being able to accurately determine what a document is about allows computers to cluster together documents that share topics (Hammouda et al., 2005), better answer search queries (Qiu et al., 2012), and generate short document summaries (D’Avanzo et al., 2004). Furthermore, keyphrase extraction can be used to facilitate the automatic construction of concept maps (Leake et al., 2003) or ontologies (Fortuna et al., 2006) which enable better understanding of the interconnections and relations between different topics. Keyphrase extraction is also used in content-based recommender systems which help users in discovering information relevant to their previously expressed interests (Lops et al., 2011). The aforementioned techniques are all important tools in the organization and understanding of the ever expanding repositories of textual information available online in the form of research papers, news articles, blog posts, etc. and keyphrase extraction is central to all of them. Therefore it could be said that keyphrase extraction is a fundamental NLP task, improvements in which could cascade into improvements in higher-level applications that build upon it.

In this work we have focused on unsupervised keyphrase extraction approaches as not only they are useful in domains where training data is hard to procure but even in the presence of ample training data word weights calculated using unsupervised methods can be used as one of several features in supervised keyphrase extraction algorithms. Therefore increases in the accuracy of unsupervised methods can propagate into the results of supervised algorithms as well.

There are two prominent families of unsupervised keyphrase extraction algorithms. The older of these two is clustered around the tf-idf term weighting metric where word statistics such as frequency of occurrence in the document or rareness in the corpus are used to distinguish potential keyphrases. The more recently developed of the two families has been built on the foundation of the TextRank algorithm (Mihalcea & Tarau, 2004). In algorithms of this family a graphical representation of the text is constructed with words as nodes and edges reflecting co-occurrence relations. This graph is then used to run node ranking algorithms such as PageRank (Page
et al., 1999) that assign weights to the node-words reflecting their semantic importance to the text.

Although some overlap between these two families of algorithms has occurred in works that incorporate statistical heuristics into graph-based methods this overlap is small and most methods do not utilize the full set of statistical heuristics. Our aim has been to 1) Construct a keyphrase extraction algorithm based on optimal statistical features and 2) Combine it with a graph-based algorithm for further improvements. The advantage of graph-based methods is that they take into account term co-occurrence patterns that are not generally utilized by statistical methods which take a bag of n-grams approach to document representation.

2 Related Works

In this section we focus mainly on related unsupervised keyphrase extraction algorithms. One of the most prominent of these algorithms has been the term frequency-inverse document frequency (tf-idf) term weighting function (Salton et al., 1975). Given a corpus of documents the tf-idf weight of term t in document d is mathematically expressed as $tf-idf(t,d)=tf(t,d) \times idf(t)$ where $tf(t,d)$ is the frequency of term t in document d and $idf(t)=\log(N/df(t))$ where N is the total number of documents in the corpus and df(t) is the number of documents in the corpus that contain term t (Jones, 1972). The term frequency heuristic is based on the intuition that terms which occur more often in a document are more likely to be important to its meaning. The idf function captures the rareness heuristic, that is, words which occur in many documents in the corpus are unlikely to be important to the meaning of any specific one.

Tf-idf is simple yet relatively accurate therefore many variations of it have been used by other algorithms. One of the most successful of these is KP-Miner (El-Beltagy & Rafea, 2010) which to the best of our knowledge represents the state of the art in unsupervised keyphrase extraction. KP-Miner operates on n-grams and uses a modified version of tf-idf where the document frequency for n-grams with n greater than one is assumed to be one. We will explain the intuition behind this modification later as we have adopted it in our algorithm as well. KP-Miner’s initial candidates are comprised of the longest n-grams that do not contain a stop word or punctuation mark, occur for the first time within the first 400 words of the document and have a term frequency above a minimum threshold determined by document length. KP-Miner also boosts the weights of multi-word candidates in proportion to the ratio of the frequencies of single word candidates to all candidates. In a reranking step, the tf-idf of each term is recalculated based on the number of times it is subsumed by other candidates in the top 15 candidates list. Another tf-idf based unsupervised system is KX-FBK (Pianta & Tonelli, 2010) which uses some of the same heuristics as KP-Miner but with different formulations and was shown to underperform in comparison in the Semeval 2010 keyphrase extraction task.

An approach fundamentally different from tf-idf and its family of algorithms is TextRank. It is based on the intuition that 1) keywords in a document are more semantically interrelated as they are generally about related topics and 2) that semantic relatedness can be estimated using co-occurrence relations. Therefore in TextRank a graphical representation of the text is constructed in which edges connect words co-occurring in a window of a certain length. The PageRank algorithm is then applied to this network of words to distinguish the important ones which are then reassembled into phrases wherever they occur near to each other in the text.

TopicRank (Bougouin et al., 2013) which to the best of our knowledge is the state of the art in graph-based keyphrase extraction, is an enhancement of TextRank. Here, nodes represent topics which consist of sets of candidate terms clustered around shared sub-terms. In (Liang et al., 2009) Chinese search engine query logs are used to extract candidate terms which are used as nodes in the graph. Edges are weighted based on co-occurrence count. Also candidate terms which are longer or whose first occurrence is in the title or first paragraph have boosted edge weights. SingleRank (Wan & Xiao, 2008) also uses co-occurrence counts as edge weights. It ranks noun phrases in the text based on the sum of their word weights. ExpandRank (Wan & Xiao, 2008) builds upon SingleRank by incorporating neighboring documents but without significant performance improvements (Hasan & NG, 2010).
3 Method

Our algorithm processes an input document in four stages. In the first stage we extract all possible n-grams from the input text and eliminate those that are highly unlikely to be keyphrases, for instance n-grams containing punctuation marks. In the second stage the remaining n-grams are ranked based on a modified version of tf-idf. In the third stage the top ranking candidates from stage two are reranked based on additional statistical heuristics such as position of first occurrence and term length. In the fourth and final stage the ranking produced in stage three is incorporated into a graph-based algorithm which produces the final ranking of keyphrase candidates.

3.1 Eliminating Unlikely Candidates

In the first stage all possible n-grams in the text for n from 1 to 6 are produced. Those n-grams considered highly unlikely to be keyphrases are eliminated from the candidates list. These include n-grams containing stop words, punctuation marks or words whose part of speech tag is anything different than noun, adjective or verb. Furthermore n-grams whose frequency of occurrence in the text falls below a minimum threshold are also eliminated. In the current work this threshold is determined based on document length and is 0 for short documents, 2 for medium-length documents and 3 for long documents where short is defined as containing less than 1500 words, medium as between 1500 to 4000 and long as any document with more than 4000 words.

3.2 Initial Ranking of All Candidates

In the second stage n-grams not eliminated in the first stage are ranked based on a modified version of tf-idf as used in KP-Miner. The modification involves changing the document frequency count in idf calculation such that for n-grams with n > 1 document frequency is always considered to be one. In other words we assume that all multi-word candidates occur in one document only. This is because while rareness is a reliable indication of semantic importance in the case of single words, it does not offer the same accuracy when it comes to multi-words. In many cases relatively common single words can combine into rare multi-words without much semantic importance. For example, in the Semeval test dataset of 100 full-length academic papers, to be described later in the evaluation section, the n-grams control has, rule satisfies and become known all have a document frequency of 1. On the other hand phrases chosen by humans as keyphrases such as Query expansion which occurs in 9 documents and as a keyphrase in 4 or language models which occurs in 12 document and again in 4 of them as key, have relatively high document frequency counts. These examples demonstrate how including the actual document frequency counts in idf calculation could be disadvantageous for distinguishing multi-word keyphrases.

3.3 Reranking Top Candidates

At the end of stage two we have an initial ranking of our candidates based on their tf-idf scores. In the third stage we rerank the top T candidates from stage two based on additional heuristics. These heuristics are position of first occurrence, term length and subsumption count. In the current work T is set to 100 based on experiments on a small development set of 40 documents from the Semeval trial set.

The position of first occurrence heuristic has performed consistently well in previous keyphrase extraction experiments. Medelyan and Witten (2008) use a linear decay function of the position of first occurrence as a feature in their supervised algorithm. It has also been utilized in unsupervised methods. In KP-Miner a constant position threshold is used where n-grams whose first occurrence is beyond it are eliminated from the candidate list. KX-FBK uses the linear decay function raised to the power of two. We introduce a novel encoding of this heuristic in the form of a logarithmic decay function, which as we will show in the discussion section outperforms all aforementioned variations. We define the Position of First Occurrence factor (PFO) according to the following formula:

\[ PFO(t, d) = \log \left( \frac{\text{cutoffPosition}}{p(t, d)} \right) \]  

where \( p(t,d) \) is the position of term t’s first occurrence in document d. In the current work cutoffPosition is set to 3000 as it performed best in experiments on the development set.

Regarding term length, we hypothesize that among words with a high likelihood of being a
keyphrase, in this case the top 100 candidates from stage two, the addition of a word to an n-gram is likely to construct a more semantically specific phrase geared towards signifying a specific topic or subject e.g. web versus semantic web. Therefore longer n-grams are generally more likely to be keyphrases. Accordingly, we boost term t’s weight by its term length, TL(t) where length is the number of space separated words in t.

Finally, we recalculate a term’s tf-idf weight by reducing its term frequency by its subsumption count among the top 100 candidates. Term t is said to be subsumed by term t_i when t_i contains t.

The following formula shows how the statistical weight for term t in document d is calculated:

\[ w_s(t, d) = \left( tf(t, d) - subSumCount(t, d) \right) \times idf(t) \times \frac{PFO(t, d) \times TL(t)}{suc(t)} \] (2)

Where subSumCount(t,d) is the sum of term frequencies of all terms included in the top T list that subsume t.

### 3.4 Graph-based Ranking

In the fourth and final stage of our algorithm we use terms with positive weights after stage three as nodes in a graphical representation of the text. An edge is placed between two nodes if they co-occur within a window of width d. Whereas d is usually small, generally less than 20 words in most graph-based algorithms, we have chosen a large window of 1500 and instead attenuate the edge weight based on the average log decayed distance between all co-occurrences of the term pair as shown in equation 3 below

\[ w_d(t_i, t_j) = \frac{\sum_{t=1}^{tf(t_i)} \sum_{j=1}^{tf(t_j)} \log \left( \frac{\text{winSize}}{\text{numCo-occurrences}(t_i, t_j)} \right) }{\text{numCo-occurrences}(t_i, t_j)} \] (3)

where winSize is the co-occurrence window size set to 1500 in the current work based on F-measure performance on the development set, pos_i and pos_j are the respective positions of occurrences of terms t_i and t_j and numCo-occurrences(t_i, t_j) is the number of co-occurrences of the terms within the window of 1500.

Furthermore, we incorporate term weights calculated using statistical features in the previous stages into the graphical representation of the text. We hypothesize that term weights calculated using statistical features may serve as a first estimate of a term’s keyphraseness, i.e. likelihood of being a keyphrase. The PageRank algorithm simulates a random walker on the graph. Each node’s eventual PageRank score reflects the portion of time the walker spends on that node (Langville & Meyer, 2011). To make sure terms with higher statistical weights are visited more often we would want higher transition probabilities between them but lower transition probabilities between terms with lower weights. Therefore we use the product of the term pair’s weights as a factor into the weight of the edge between them in the graph. The weight of the edge between terms t_i and t_j is calculated using the following equation:

\[ w_e(t_i, t_j) = w_d(t_i, t_j) \times w_s(t_i) \times w_s(t_j) \] (4)

where, as previously defined in equation 3, \( w_d \) is the distance based portion of the edge weight while \( w_s(t_i) \times w_s(t_j) \) takes the terms’ statistical properties into account.

For each node we normalize edge weights by dividing each outgoing edge weight by sum of outgoing edge weights for that node. This results in a slightly modified formula for PageRank compared to the one used in TextRank, where edges are uniform weight, as shown below.

\[ S(V_i) = (1 - d) + d \times \sum_{j \in \text{In}(V_i)} \frac{w_e(i, j) 	imes S(V_j)}{\sum_{k \in \text{Out}(V_i)} w_e(j, k)} \] (5)

where \( S(V_i) \) is the PageRank score of node \( V_i \), \( d \) is the damping factor usually set to 0.15 and \( \text{In}(V_i) \) and \( \text{Out}(V_i) \) are the sets of edges where node \( V_i \) is the destination or the source respectively. PageRank consists of iteratively calculating the scores for each node until convergence where scores do not change significantly between iterations. The converged-on PageRank score for each node is our algorithm’s final output and determines the rankings of the candidate terms.

### 4 Evaluation

We evaluate our keyphrase extraction algorithm by comparing it to two state-of-the-art algorithms, KP-Miner and TextRank, on three datasets: The Semeval 2010 keyphrase extraction shared task dataset, the Inspec dataset of ACM abstracts and the Krapivin dataset of full length papers. To obtain results for KP-Miner we have used an executable kindly shared with us by the system’s author. For TextRank we have built on an existing open source implementation. The comparisons between the algorithms are done using the precision and recall at k metric where the top k
terms returned by each algorithm are used to measure precision and recall. Here \( k \) ranges from 1 to 15. We also calculate the F-measure for \( k = 5, 10 \) and 15. In the following section we describe each dataset in detail and report the results achieved by each algorithm on each dataset.

The Semeval and Inspec datasets have also been used by Bougouin et al. (2013) for evaluating their implementation of TextRank along with more advanced graph-based algorithms SingleRank and TopicRank. We have used these results for further comparisons between our method and advanced graph-based algorithms as reported in section 4.4.

### 4.1 Semeval Dataset

The Semeval dataset was used in the Semeval 2010 keyphrase extraction shared task (Kim et al., 2010). To the best of our knowledge this shared task is the largest recent comparison of keyphrase extraction algorithms and an algorithm’s performance on this dataset is a relatively good indication of where it stands compared to others in the field. The Semeval dataset consists of 284 full length ACM articles divided into a test set of size 100, training set of size 144 and trial set of size 40 which we used as the development set for parameter tuning. Each article has two sets of human assigned keyphrases: the author-assigned and reader-assigned ones. The gold standard used in our experiments is the combined set of author and reader assigned keyphrases which is the same as was done in the Semeval shared task. The table below provides a statistical overview of this dataset’s documents.

<table>
<thead>
<tr>
<th>100 docs</th>
<th>Document Length</th>
<th>Number of Keyphrases</th>
<th>Keyphrase Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max.</td>
<td>14171</td>
<td>29</td>
<td>8</td>
</tr>
<tr>
<td>Avg.</td>
<td>7979</td>
<td>15.13</td>
<td>2.14</td>
</tr>
<tr>
<td>Min.</td>
<td>4060</td>
<td>9</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Semeval test set statistics.

We have compared our algorithm with KP-Miner and TextRank using only the 100 documents in the test set. The following diagram shows the average precision and recall achieved by each algorithm. As was done in the Semeval task, comparisons are done between once stemmed human assigned keyphrases and ranked candidates returned by each algorithm.

The following table shows the achieved F-measure for each algorithm at \( k = 5, 10 \) and 15. It also contains the corresponding percentage improvement at each \( k \). The statistical significance of each improvement is measured using a 2-sided paired t-test. Improvements are in **bold** font where they are statistically significant at \( p < 0.05 \).

<table>
<thead>
<tr>
<th>( K )</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGRank</td>
<td>20.25</td>
<td>26.07</td>
<td>27.20</td>
</tr>
<tr>
<td>KP-Miner Improvement</td>
<td>19.01</td>
<td>24.06</td>
<td>25.54</td>
</tr>
<tr>
<td>Textrank Improvement</td>
<td>1.25</td>
<td>2.46</td>
<td>3.47</td>
</tr>
</tbody>
</table>

Table 2. Semeval F-measures and improvements.

As can be seen from the above results our method outperforms KP-Miner in both precision and recall for all \( k \) and achieves statistically significant improvements in the F-measure over KP-Miner for \( k = 10 \) and 15. These results are noteworthy considering that in the Semeval keyphrase extraction shared task KP-Miner was the best performing unsupervised algorithm, and the second best overall out of 19 systems, outperforming prominent supervised algorithms such as Maui (Medelyan et al., 2009). TextRank seems to generally underperform on longer documents and has performed poorly on the Semeval dataset.

### 4.2 Inspec Dataset

The Inspec dataset is comprised of 2000 ACM abstracts divided into test, training and validation sets containing 500, 1000 and 500 abstracts respectively. We follow the same approach as
taken by Mihalcea and Tarau (2004). We use only the 500 documents in the test set. The following table provides a statistical overview of this document set.

<table>
<thead>
<tr>
<th>500 docs</th>
<th>Document Length</th>
<th>Number of Keyphrases</th>
<th>Keyphrase Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max.</td>
<td>338</td>
<td>31</td>
<td>9</td>
</tr>
<tr>
<td>Avg.</td>
<td>121.8</td>
<td>9.8</td>
<td>2.3</td>
</tr>
<tr>
<td>Min.</td>
<td>23</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3. Inspec dataset statistics.

Figure 2 shows the average precision and recall for all three algorithms for k from 1 to 15. Table 4 shows the F-measure improvements made by our method over the two other algorithms for k=5, 10 and 15. As these results show, on this dataset of relatively short documents, TextRank outperforms KP-Miner for k>2. Our algorithm achieves higher precision and recall than both KP-Miner and TextRank for all k with statistically significant gains in the F-measure for k=5, 10 and 15.

<table>
<thead>
<tr>
<th>400 docs</th>
<th>Document Length</th>
<th>Number of Keyphrases</th>
<th>Keyphrase Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max.</td>
<td>16721</td>
<td>24</td>
<td>6</td>
</tr>
<tr>
<td>Avg.</td>
<td>7934</td>
<td>6.38</td>
<td>2.1</td>
</tr>
<tr>
<td>Min.</td>
<td>3892</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5. Krapivin dataset statistics.

On this dataset keyphrases and candidate terms have been stemmed once before comparison. Similar to the previously mentioned experiments we have measured the precision and recall of all three algorithms for k from 1 to 15 as shown in figure 3. Table 6 contains the F-measures for all three algorithms at k=5, 10 and 15 along with the improvements made by our algorithm. Similar to the Semeval dataset TextRank performs very poorly on this dataset of longer documents. KP-Miner performs much better but both methods are outperformed by our method on all k with statistical significance as shown in Table 6.

### 4.3 Krapivin Dataset

The Krapivin dataset consists of 2000 full length ACM papers. This dataset has been prepared by Krapivin et al. (2009). Each article has author-assigned and editor-corrected keyphrases that we use as the gold standard in our evaluation. Our experiments are done on a 400-document subset of this dataset. The table below provides a statistical characterization of these 400 documents.

<table>
<thead>
<tr>
<th>500 docs</th>
<th>Document Length</th>
<th>Number of Keyphrases</th>
<th>Keyphrase Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max.</td>
<td>16721</td>
<td>24</td>
<td>6</td>
</tr>
<tr>
<td>Avg.</td>
<td>7934</td>
<td>6.38</td>
<td>2.1</td>
</tr>
<tr>
<td>Min.</td>
<td>3892</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4. Inspec F-measures and improvements.

<table>
<thead>
<tr>
<th>K =</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGRank</td>
<td>29.16</td>
<td>33.95</td>
<td>33.66</td>
</tr>
<tr>
<td>KPMiner</td>
<td>18.45</td>
<td>15.89</td>
<td>12.73</td>
</tr>
<tr>
<td>Improvement</td>
<td>59.7%</td>
<td>118%</td>
<td>175%</td>
</tr>
<tr>
<td>TextRank</td>
<td>25.53</td>
<td>30.6</td>
<td>29.7</td>
</tr>
<tr>
<td>Improvement</td>
<td>15.4%</td>
<td>13.3%</td>
<td>17.7%</td>
</tr>
</tbody>
</table>

Table 5. Krapivin F-measures and improvements.

<table>
<thead>
<tr>
<th>K =</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGRank</td>
<td>21.2</td>
<td>21.6</td>
<td>19.4</td>
</tr>
<tr>
<td>KPMiner</td>
<td>18.43</td>
<td>18.65</td>
<td>17.4</td>
</tr>
<tr>
<td>Improvement</td>
<td>15%</td>
<td>16.1%</td>
<td>11.7%</td>
</tr>
<tr>
<td>TextRank</td>
<td>1.02</td>
<td>1.61</td>
<td>2.1</td>
</tr>
<tr>
<td>Improvement</td>
<td>1974%</td>
<td>1240%</td>
<td>823%</td>
</tr>
</tbody>
</table>

Table 6. Krapivin F-measures and improvements.
4.4 Advanced Graph-based Methods

As mentioned previously Bougouin et al. (2013) introduce TopicRank and use F-measure at k=10 to compare against TextRank and another advanced graph-ranking method SingleRank. They use the Semeval and Inspec datasets for comparison providing us with an opportunity to compare our performance with those of TextRank and the two more advanced graph-based algorithms. Table 7 contains the F-measures at k=10 for our algorithm, SGRank, and all aforementioned algorithms. Note that the particular implementation of TextRank used in this paper performs worse than ours on the Inspec dataset but better for the Semeval dataset.

<table>
<thead>
<tr>
<th></th>
<th>Inspec</th>
<th>Semeval</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGRank</td>
<td>33.95</td>
<td>26.4</td>
<td>30.1</td>
</tr>
<tr>
<td>TextRank</td>
<td>12.7</td>
<td>5.6</td>
<td>9.1</td>
</tr>
<tr>
<td>SingleRank</td>
<td>35.2</td>
<td>3.7</td>
<td>19.4</td>
</tr>
<tr>
<td>TopicRank</td>
<td>27.9</td>
<td>12.1</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 7. Comparison with Advanced Graph-based methods F-measures at K=10.

As seen in Table 7 our algorithm’s average performance is considerably better than all of the advanced graph-based algorithms.

5 Discussion

As shown in the preceding results our algorithm outperforms all other methods in all the used datasets. The only exception is SingleRank which marginally outperforms our method on the Inspec dataset but performs very poorly on the Semeval dataset, as seen in Table 7. Also worth noting is KP-Miner’s relatively poor performance on the shorter documents of the Inspec dataset. This could potentially be due to the fact that KP-Miner only considers terms as candidates which occur on their own in the text i.e. surrounded by punctuation marks or stop words. In shorter documents it is more likely that fewer keyphrases would occur in such conditions in the text, causing them to be eliminated early on by KP-Miner. Our algorithm however considers all n-grams without requiring that they occur on their own. This allows us to consider more candidates and avoid a performance reduction in shorter documents. However, there is an advantage to eliminating terms that never occur on their own. Many keyphrases are multi-words. In some cases smaller parts of keyphrases tend to occur in high frequencies, as they are related to the topic of the document and are sometimes used in place of the keyphrase, and therefore achieve high rankings. We call such frequent sub-phrases keyphrase fragments. For example document C-1 in the Semeval test set includes two keyphrases grid service discovery and web service leading to a highly ranked keyphrase fragment service. High ranking keyphrase fragments are detrimental to the algorithm’s performance. One way to counteract them is based on the observation that they rarely occur on their own as they usually appear as part of larger phrases. This is the motivation behind KP-Miner’s elimination of candidates that do not occur on their own. Therefore, to consider all candidates, while counteracting the keyphrase fragments problem, we calculate the subsumption count over a much larger portion of the ranked terms compared to KP-Miner. This larger list will include more terms which keyphrase fragments are a part of, causing greater reductions in the fragments’ rankings. The number of top candidates used in KP-Miner to calculated subsumption is set equal to an input parameter that determines the number of keyphrases to be returned to the user. In the current work and the Semeval shared task this parameter is 15. In other words KP-Miner calculates the subsumption count over the top 15 terms whereas we calculate it over the top 100 terms. To test the effectiveness of this strategy we reduced our subsumption threshold to 15. This change led to a 9% decrease in the F-Measure at k=15 on the Semeval dataset, 4.7% decrease on the Inspec and 1.5% decrease in the Krapivin dataset. Note that for the rest of the Discussion section percentage changes are those of the F-measure at k=15. Our algorithm’s high performance on both short and long documents indicates the viability of considering all n-grams as candidates and mitigating the effect of keyphrase fragments by counting subsumption over more top ranking terms.

Another novel aspect of our algorithm is its formulation of the position of first occurrence heuristic as described by the PFO function in equation 1. We compare our approach with two other unsupervised algorithms that utilize this heuristic: KP-Miner and KX-FBK. The method used in KP-Miner is a hard cutoff threshold where candidates whose first occurrence is beyond 400
words into the document are eliminated. KX-FBK uses the following decay function:

$$P_{F0_{KX}}(t,d) = \left( \frac{\text{document length} - p(t,d)}{\text{document length}} \right)^2$$

(6)

We tested our system with our PFO function replaced by those of KP-Miner and KX-FBK on the Semeval, Inspec and Krapivin datasets. Replacement with KX-FBK’s PFO led to respective reductions in the F-Measure at k=15 of 6.5%, 9.5% and 15.1%. Replacement with KP-Miner’s PFO led to a 10.9% reduction in Semeval but no reduction in Inspec and a 2.9% improvement in Krapivin. We also replaced our PFO function with the linear decay function used by Medelyan and Witten (2008). This function is the same as equation 9 but without the exponent. This led to a 1.4% reduction in Semeval, 0.7% reduction in Inspec and a 2.9% reduction in Krapivin. These results show that our encoding of the PFO heuristic as a logarithmic decay function leads to overall gains in accuracy although it underperforms slightly compared to KP-Miner’s PFO on the Krapivin dataset which points to further room for improvement. One possible future direction would be to design functions that adjust the cutoffPosition in equation 1 based on document length as some sensitivity to this was observed in our experiments. We also replaced our term length factor, TL in equation 2, with KP-miner’s boosting function for multi-words. This caused a 3.2% reduction in Semeval, 5.1% reduction in Inspec and 2.3% reduction in Krapivin.

Our algorithm uses graph-based methods on top of statistical features to capture keyphrases not distinguishable using statistical heuristics. To test the effectiveness of this addition we eliminated the graph-based reranking stage. This caused a 1.1% reduction in Semeval, 4% reduction in Inspec and a 4.3% reduction in Krapivin which demonstrates that our approach of combining statistical and graph-based features leads to overall improvements in performance. Our method also introduces a novel distance-based edge weighting formula to the graph-based family of algorithms. Most graph-based algorithms place edges where terms co-occur within a window of a few words. This is equivalent to a sudden drop in the estimation of semantic relatedness at the edge of the window. We however choose a much larger window of 1500 and gradually reduce the edge weight with increasing distance between the terms according to equation 3. To measure the effectiveness of this approach we compared it with a window of 100 words with no positional decay, i.e. \(w_d\) in equation 4 is set to one for terms occurring within the window of 100 and zero otherwise. This caused a 2.2% drop in the Semeval dataset i.e. it performed lower than with no graphical reranking at all. In Krapivin it caused a 2.4% drop in performance and a 0.4% drop in the Inspec dataset. For further comparison we replaced \(w_d\) with the dist function used in TopicRank which is the sum of inverse distances between all occurrences of a term pair. This caused a 1.4% reduction in Semeval, no difference in Krapivin and a 0.3% reduction in Inspec. These results demonstrate the effectiveness of our novel distance based edge weighting function.

An interesting point is that both our positional functions, PFO and \(w_d\) are logarithmic decays. This hints at a logarithmic decrease in semantic importance or relatedness with increased distance which is the same as how the idf function relates a word’s semantic importance to its document frequency. Our initial hypothesis for the success of logarithmic decay functions is that both positional and document frequency heuristics are governed by the law of diminishing returns. That is, the distinguishing power of each heuristic decreases as the inputs increase. Taking the document frequency heuristic (df) as an example, we know that rareness, i.e. small dfs, indicate higher semantic importance. Therefore, in a corpus of 1000 documents, a word with a df of 1 is much more likely to be a keyphrase than a word with a df of 20, as reflected in their idf scores. However as the df increases the same difference in df’s does not imply the same difference in probability of being a keyphrase e.g. we intuitively know that based on rareness alone, our estimate of the difference in the probability of being a keyphrase for a pair of terms with df’s 980 and 1000 would be much less reliable compared to a pair with df’s 1 and 20, even though the difference in the df pairs are the same. The same logic applies to the position of first occurrence and distance based semantic relatedness heuristics. Incorporating this diminishing returns property into the mathematical formulation of the heuristic calls for a function with a decreasing absolute value slope i.e. with a second derivative with the opposite sign of the
first, to reflect our decreasing confidence in the heuristic as values increase. This rules out linear functions. Although other functions such as reciprocals fulfill this property, judging based on the success of idf and our positional decay functions it seems that logarithmic decay does better at modeling the intrinsic rate of this diminishing distinguishing power of the heuristic, perhaps due to its slower decline. Why this is and whether better decay functions can be designed or tuned to specific domains is a future direction we plan to explore. It is also worth noting that unlike most graph-based algorithms whose performances are completely dependent on a POS tag filter, SGRank suffers relatively slight reductions in F-measure at 15 without the POS tag filter: 3.6% on Semeval, and 2.6% in Krapivin and 24.5% on Inspec.

<table>
<thead>
<tr>
<th>Feature Tested</th>
<th>Datasets Average F at 15</th>
<th>Datasets Average Change</th>
<th>S.</th>
<th>I.</th>
<th>K.</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>26.7</td>
<td>0</td>
<td>27.2</td>
<td>33.6</td>
<td>19.4</td>
</tr>
<tr>
<td>Subsume Top 15</td>
<td>25.3</td>
<td>-5.6%</td>
<td>24.7</td>
<td>32</td>
<td>16.4</td>
</tr>
<tr>
<td>kx-fbk</td>
<td>24.1</td>
<td>-10.3%</td>
<td>25.4</td>
<td>30.4</td>
<td>16.4</td>
</tr>
<tr>
<td>kp-miner PFO</td>
<td>25.95</td>
<td>-2.6%</td>
<td>24.2</td>
<td>33.6</td>
<td>19.9</td>
</tr>
<tr>
<td>kp-miner multi-word boosting</td>
<td>25.74</td>
<td>-3.5%</td>
<td>26.3</td>
<td>31.9</td>
<td>18.9</td>
</tr>
<tr>
<td>edge weight =1 if d&lt;100</td>
<td>26.3</td>
<td>-1.6%</td>
<td>26.6</td>
<td>33.5</td>
<td>18.9</td>
</tr>
<tr>
<td>topicRank edge weighting</td>
<td>26.5</td>
<td>-0.56%</td>
<td>26.8</td>
<td>31.9</td>
<td>18.9</td>
</tr>
<tr>
<td>no POS-tagging</td>
<td>23.5</td>
<td>-10.2%</td>
<td>26.2</td>
<td>25.4</td>
<td>18.9</td>
</tr>
<tr>
<td>no graph-based</td>
<td>25.9</td>
<td>-3.1%</td>
<td>26.9</td>
<td>32.2</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Table 8. Effects of individual features on performance. Columns S., I. and K. contain F-measures (k=15) for the Semeval, Inspec and Krapivin datasets respectively.

Table 8 contains a summary of how the elimination or replacement of different features affects the performance of our algorithm, as discussed previously. It contains the F-measure at k = 15, averaged across all datasets, for the full algorithm along with variations of it produced by changing different features.

6 Conclusion and Future Directions

We introduce an unsupervised keyphrase extraction algorithm that combines statistical and graph-based heuristics and is able to improve upon the state of the art, with statistical significance, on several datasets. Among other features, our algorithm uses a novel variation of the subsumption heuristic. We also demonstrate the suitability of log decay functions for mathematically expressing heuristics that are based on phrase distance such as the position of first occurrence and the weighting of graph edges based on the average distance of phrase occurrences. Another way of looking at the presented algorithm is as a term weighting scheme. Therefore an interesting future direction would be to investigate whether replacing traditional term weighting schemes, e.g. tf-idf, in areas such as information retrieval, document clustering and supervised algorithms where tf-idf is used as a feature would cause any improvements in performance.
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Abstract

We induce semantic association networks from translation relations in parallel corpora. The resulting semantic spaces are encoded in a single reference language, which ensures cross-language comparability. As our main contribution, we cluster the obtained (cross-lingually comparable) lexical semantic spaces. We find that, in our sample of languages, lexical semantic spaces largely coincide with genealogical relations. To our knowledge, this constitutes the first large-scale quantitative lexical semantic typology that is completely unsupervised, bottom-up, and data-driven. Our results may be important for the decision which multilingual resources to integrate in a semantic evaluation task.

1 Introduction

There has been a recent surge of interest in integrating multilingual resources in natural language processing (NLP). For example, Snyder et al. (2008) show that jointly considering morphological segmentations across languages improves performance compared to the monolingual baseline. Bhargava and Kondrak (2011) and Bhargava and Kondrak (2012) demonstrate that string transduction can benefit from supplemental information provided in other languages. Analogously, in lexical semantics, Navigli and Ponzetto (2012) explore semantic relations from Wikipedia in different languages to induce a huge integrated lexical semantic network.

In this paper, we also focus on multilingual resources in lexical semantics. But rather than integrating them, we investigate their (dis-)similarities. More precisely, we cluster (classify) languages based on their semantic relations between lexical units. The outcome of our classification may have direct consequences for approaches that integrate diverse multilingual resources. For example, from a linguistic point of view, it might be argued that integrating very heterogeneous/dissimilar semantic resources is harmful, e.g., in a monolingual semantic similarity task, because semantically unrelated languages might contribute semantic relations unavailable in the language for which semantic similarity is computed. Alternatively, from a statistical point of view, it might be argued that integrating heterogeneous/dissimilar resources is beneficial due to their higher degree of uncorrelatedness. In any case, either of these implications necessitates knowledge of a typology of lexical semantics.

In order to address this question, we provide a translation-based model of lexical semantic spaces. Our approach is to generate association networks in which the weight of a link between two words depends on their degree of partial synonymy. To measure synonymy, we rely on translation data that is input to a statistical alignment toolkit. We define the degree of synonymy of two words to be proportional to the number of common translations in a reference language, weighted by the probability of translation. By pivoting on the reference language, we represent semantic associations among words in different languages by means of the synonymy relations of their translations in the same target language. This approach ensures cross-language comparability of semantic spaces: Greek and Bulgarian are compared, for example, by means of the synonymy relations...
that are retained when translating them into the same pivot language (e.g., English).

This approach does not only address proximities of pairs of words shared among languages (e.g., MEAT and BEEF, MOUTH and DOOR, CHILD and FRUIT – cf. Vanhove et al. (2008)). By averaging over word pairs, it also allows for calculating semantic distances between pairs of languages.

The Sapir-Whorf Hypothesis (SWH) (Whorf, 1956) already predicts that semantic relations are not universal. Though we are agnostic about the assumptions underlying the SWH, it nevertheless gives an evaluation criterion for our experiment: if the SWH is true, we expect a clustering of translation-based semantic spaces along the genealogical relationships of the languages involved. However, genealogy is certainly not the sole principle potentially underlying a typology of lexical semantics. For example, Cooper (2008) finds that French is semantically closer to Basque, a putatively non-Indoeuropean language, than to German. To the best of our knowledge, a large-scale quantitative typological analysis of lexical semantics is lacking thus far and we intend to make first steps towards this target.

The paper is structured as follows. Section 2 outlines related work. Section 3 presents our formal model and Section 4 details our experiments on clustering semantic spaces across selected languages of the European Union. We conclude in Section 5.

2 Related work

A field related to our research is semantic relatedness, in which the task is to determine the degree of semantic similarity between pairs of words, such as tiger and cat, sex and love, etc. Classically, semantic word networks such as WordNet (Fellbaum, 1998) or EuroWordNet (Vossen, 1998) have been used to address this problem (Jiang and Conrath, 1997), and, more recently, taxonomies and knowledge bases such as Wikipedia (Strube and Ponzetto, 2006). Hassan and Mihalcea (2009) define the task of cross-lingual semantic relatedness, in which the goal is to determine the semantic similarity between words from different languages, and Navigli and Ponzetto (2012) have combined WordNet with Wikipedia to construct a multi-layer semantic network in which computation of cross-lingual semantic relatedness may be performed. Most recently, neural network-based distributed semantic representations focusing on cross-language similarities between words and larger textual units have become popular (Chandar A P et al. (2014), Hermann and Blunsom (2014), Mikolov et al. (2013)).

There have been (a) few different computational approaches to semantic language classification. Mehler et al. (2011) test whether languages are genealogically separable via topological properties of semantic (concept) graphs derived from Wikipedia. This approach is top-down in that it assumes that the genealogical tree is the desired output of the classification. Cooper (2008) computes semantic distances between languages based on the curvature of translation histograms in bilingual dictionaries. While this results in some interesting findings as indicated, the approach is not applied to language classification, but focuses on computing semantically similar languages for a given query language. Vanhove et al. (2008) construct so-called semantic proximity networks based on monolingual dictionaries, and envision to use them for semantic typologies. They do not apply their methodology to the multilingual setup, however, which a typology necessitates.

Orthographic, phonetic and syntactic similarity of languages have received considerably more attention than semantic similarity, as we focus on. Classical approaches in determining orthographic/phonetic relatedness of languages are based on lexico-statistical comparisons of items in standardized word lists (Campbell, 2003; Rama and Borin, 2015), such as the Swadesh lists (Swadesh, 1955). Rama and Borin (2015) study the impact of different string similarity measures on orthographic language classification. Ciobanu and Dinu (2014) measure orthographic similarity between Romanian and related languages. They also indicate applications of (knowledge of) similarity values between languages, such as serving as a guide for machine translation (Scannell, 2006). Koehn (2005) produces a genealogical clustering of the languages in Europarl based on ease of translation, as measured in BLEU scores, between any two languages (which, putatively, yields a syntactic similarity indication). This results in an imperfect reproduction of the ge-
Figure 1: Excerpts of bilingual dictionaries as bipartite graphs with links between words if and only if one is a translation of the other. Data from www.latin-dictionary.net and dict.leo.org.

nealogical language tree for the languages involved.

3 Model

We start with motivating our approach by example of bilingual dictionaries before we formally generalize it in terms of probabilistic translation relations. Bilingual dictionaries, or the bipartite graphs that represent them (cf. Figure 1), induce lexical semantic association networks in any of the languages involved by placing a link between two words of the same language if and only if they share a common translation in the other language (cf. Figure 2).

Since translations provide partially synonymous expression in the target language, the latter links can be seen to denote semantic relatedness (in terms of synonymy) of the interlinked words. Further, the more distant two words in such a lexical semantic association network, the lower the degree of their partial synonymy: the longer the path from one word to another, the higher the loss of relatedness among them (cf. Eger and Sejane (2010)).

Note that association networks derived from bilingual dictionaries represent semantic similarities of words of the source language $R$ subject to semantic relations of their translations in the target language $L$. The reason is that whether or not a link is established between two words $\alpha$ and $\beta$ in $R$ depends on associations of their translations present in $L$. To illustrate this, consider the association networks outlined in Figure 2, induced from the bilingual dictionaries outlined in Figure 1, which match between $R = \text{English}$ and $L = \text{Latin}$ and $L = \text{German}$, respectively. When $L$ is classical Latin, the semantic field centered around (the English word) MAN is partially different from the semantic field around MAN when $L$ is German. For example, under $L = \text{Latin}$, MAN is directly linked with HERO and WARRIOR (indirectly with DEMIGOD) – these semantic associations are not present when German is the language $L$.

By fixing $R$ and varying $L$, we can create different lexical semantic association networks, each encoded in language $R$, and each representing the semantic relations of $L$.1 Analyzing and contrasting such networks may then allow for clustering languages due to shared lexical semantic associations.

As mentioned above, we generalize the model outlined so far to the situation of probabilistic translation relationships derived from corpus data, rather than from bilingual dictionaries. Working on corpus data has both advantages and disadvantages compared to using human compiled and edited dictionaries. On the one hand,

- the translation relations induced from corpus data are noisy since their estimation is partially inaccurate due to limitations of alignment toolkits such as GIZA++ (Och and Ney, 2003) as employed by us. Implications of this inaccuracy are outlined below.
- By using unannotated corpora, we cannot straightforwardly distinguish between cases of polysemy and homonymy. The problem is that homonymy should (ideally) not contribute to generating lexical semantic association networks as considered here. However, homonymy is apparently a rather rare phenomenon, while polysemy, which we expect to underlie the structure of our networks, is abundant (cf. Löhner (2002)).

On the other hand,

- classical dictionaries can be very heterogeneous in their scope and denomination of translation links between words (see, e.g., Cooper (2008)), making the respective editors of the bilingual dictionaries distorting variables.

---

1 Each network represents the semantic relations of both languages $R$ and $L$, but since we keep $R$ fixed and vary $L$, each association network inherits the same properties from $R$. 
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Corpus data allows for inducing probabilities of translation relations of words, which indicate weighted links more accurately than ranked assignments provided by classical dictionaries.

Corpus data allows for dealing with real language use by means of comparable excerpts of natural language data.

**Network generation** Assume that we are given different natural languages \( L_1, \ldots, L_M, R \) and bilingual translation relations that map from language \( L_k \) to language \( R \), for all \( 1 \leq k \leq M \). We call the language \( R \) reference language.\(^2\) In our work, we assume that the translation relations are probabilistic. That is, we assume that there exist probabilistic ‘operators’ \( P_k \) that indicate the probabilities – denoted by \( P_k[\alpha|z] \) – by which a word \( z \) of language \( L_k \) translates into a word \( \alpha \) of language \( R \). Our motivation is to induce \( M \) different lexical semantic networks that represent the lexical semantic spaces of the languages \( L_1, \ldots, L_M \), each encoded in language \( R \), which finally allows for comparing the semantic spaces of the \( M \) different source languages. To this end, we define the weighted graphs \( G_k = (V_k, W_k) \), where the nodes \( V_k \) of \( G_k \) are given by the vocabulary \( R^{voc} \) of language \( R \), i.e., \( V_k = R^{voc} \). We define the weight of an edge \((\alpha, \beta) \in (R^{voc})^2\) as

\[
W_k(\alpha, \beta) = \sum_{z \in L_k^{voc}} P_k[\alpha|z]P_k[\beta|z]p[z], \tag{1}
\]

where \( p[z] \) denotes the (corpus) probability of word \( z \in L_k^{voc} \). Since each \( G_k \) is spanned using the same subset of the vocabulary of the reference language \( R \), we call it the \( L_k \)-based network version of \( R \).

Eq. (1) can be motivated by postulating that \( W_k \) is a joint probability. In this case we can write

\[
W_k(\alpha, \beta) = \sum_{z \in L_k^{voc}} W_k(\alpha, \beta, z) = \sum_{z \in L_k^{voc}} W_k(\alpha, \beta|z)W_k(z) \\
\approx \sum_{z \in L_k^{voc}} W_k(\alpha|z)W_k(\beta|z)W_k(z), \tag{2}
\]

where the first equality is marginalization (‘summing out over the possible states of the world’), and the third step is an approximation which would be accurate if \( \alpha \) and \( \beta \) were conditionally independent given \( z \). By inserting the conditional probabilities \( P_k[\alpha|z], P_k[\beta|z] \) (whose existence we assumed above) and the corpus probability \( p[z] \) into Eq. (2), we obtain Eq. (1). Note that in the special case of a bilingual dictionary of \( L_k \) and \( R \), where \( P_k[\alpha|z] \) can be defined as 1 or 0 depending on whether \( \alpha \) is a translation of \( z \) or not, \(^3\) \( W_k(\alpha, \beta) \) is proportional to the number of words \( z \) (in language \( L_k \)) whose translation is both \( \alpha \) and \( \beta \); i.e., assuming that \( p[z] \) is a constant in this setup, Eq. (1) simplifies to:

\[
W_k(\alpha, \beta) \propto \sum_{z \in L_k^{voc}:z \text{ translates into } \alpha \text{ and } \beta} 1.
\]

Clearly, the more common translations two words have in the target language, the closer their semantic similarity should be, all else being equal.\(^4\) Eq. (1) generalizes this interpretation by non-uniformly ‘prioritizing’ the translations of \( z \).

**Network analysis** In order to compare the network versions \( G_1, \ldots, G_M \) of language \( R \) that are output by network generation, we first define the vector representation of node \( v^k \) in graph \( G_k = (V_k, W_k) \) as the probability vector of ending up in any of the nodes of \( G_k \) when a random surfer starts from \( v^k \) and surfs on the graph \( G_k \) according to the normalized weight matrix \( W_k = [W_k(\alpha, \beta)]_{(\alpha, \beta)\in V_k \times V_k} \). Note that the higher \( W_k(\alpha, \beta) \), the higher the likelihood that the surfer takes the transition from \( \alpha \) to \( \beta \). More precisely, we let the meaning \([v^k] \) of node \( v^k \) in graph \( G_k \) be the vector \( v^k \) that results as the limit of the iterative process (see, e.g., Brin and Page (1998), Gaume and Mathieu (2008), Kok and Brockett (2010)),

\[
v_{N+1}^k = d v_N^k A^{(k)} + (1 - d) v_0^k,
\]

where each \( v_N^k \), for \( N \geq 0 \), is a \( 1 \times |R^{voc}| \) vector, \( A^{(k)} \) is obtained from \( W_k \) by normalizing all rows such that \( A^{(k)} \) is row-stochastic, and \( d \) is a damping factor that describes preference for the starting vector \( v_0^k \), which is a vector of zeros except for index

\(^3\)More correctly, one could define \( P_k[\alpha|z] = \frac{1}{f_z} \), whenever \( \alpha \) is a translation of \( z \), and \( P_k[\alpha|z] = 0 \), otherwise, where \( f_z \) is the number of translations of word \( z \). This would lead to an analogous interpretation as the given one.

\(^4\)This reasoning ignores cases of homonymy, which weaken the semantic argument. See our discussion above.
Figure 2: Lexical semantic association networks derived from bilingual dictionaries, given in Figure 1, by linking two English words if and only if they have a common translation in Latin (left) or German (right). The node for MAN is highlighted in both networks.

position of word \( v^k \), where \( v_0^k \) has value 1.\(^5\) Subsequently, we can contrast words \( v \) and \( w \) (or, rather, their meanings) in the same network version of reference language \( R \), by considering, for instance, the cosine similarity or vector distance of their associated vectors. More generally, we can contrast the lexical semantic meanings \( v^k \) and \( w^j \) of any two language \( R \) words \( v \) and \( w \), across two languages \( L_k \) and \( L_j \), by, e.g., evaluating,

\[
v^k \cdot w^j \text{ (scalar product, cosine similarity)}
\]

or

\[
||v^k - w^j|| \text{ (vector distance)}.
\]

Finally, the lexical semantic distance or similarity between two languages \( L_k \) and \( L_j \) can be determined by simple averaging,

\[
D(L_k, L_j) = \frac{1}{|R_{voc}|} \sum_{v \in R_{voc}} S(v^k, v^j), \tag{3}
\]

where \( S \) is a distance or similarity function.

**Discussion** We mentioned above that toolkits like GIZA++ cannot perfectly estimate translation relationships between words in different languages. Thus, we have to face situations of ‘noisily’ weighted links between words in the same network version of reference language \( R \). Typically, a higher chance of mismatch occurs in the case of bigrams. To illustrate, consider the French phrase \( êtres chers \) (‘beings loved’/‘loved ones’). Here, GIZA++ typically assigns positive weight mass to \( P_{fr}[\text{HUMAN}|être] \) although, from a point of view of a classical dictionary, translating \( être \) into \( \text{love} \) is clearly problematic. Since it is likely that, e.g., \( P_{fr}[\text{HUMAN}|être] \) and \( P_{fr}[\text{BEING}|être] \) will also be positive, we can expect weighted links in the French network version of English between \( \text{HUMAN} \) and \( \text{LOVE} \) as well as between \( \text{BEING} \) and \( \text{LOVE} \). Thus, besides ‘true’ semantic relations, our approach also captures, though unintentionally, co-occurrence relations.

**4 Experiments**

We evaluate our method by means of the Europarl corpus (Koehn, 2005). Europarl documents the proceedings of the European parliament in the 21 official languages of the European Union. This provides us with sentence-aligned multi-texts in which each tuple of sentences expresses the same underlying meaning.\(^6\) Using GIZA++, this allows us to estimate the conditional translation probabilities \( P[A|B] \) for any two words \( A, B \) from any two languages in the Europarl corpus. In our experiment, we focus on the approx. 400,000 sentences for which translations in all 21 languages are available. To process this data, we set all words of all sentences to lower-case. Ideally, we would have lemmatized all texts, but did not do so because of the unavailability of lemmatizers for some of the languages. Therefore, we decided to lemmatize only words in the reference language and kept full-forms for all source languages.\(^7\) We choose

---

\(^5\)We always set \( d \) to 0.8 in our experiments.

\(^6\)In a tuple of sentences, one sentence is the source of which all the other sentences are translations.

\(^7\)Lemmatization tools and models are taken from the TreeTagger (Schmid, 1994) home page www.cis.uni-muenchen.de/~schmid/tools/TreeTagger
English as the reference language. In all languages, we omitted all words whose corpus frequency is less than 50 and excluded the 100 most frequent (mostly function) words.

In the reference language, we also ignored all words whose characters do not belong to the standard English character set.

Figure 3 shows subgraphs centered around the seed word WOMAN in five network versions of English. All subgraphs are constructed using the Europarl data. Apparently, the network versions of English diverge from each other. For instance, the semantic association between WOMAN and WIFE appears to be strongest in the French and in the Spanish version of English, while in the Finnish version there does not even exist a link between these nodes. In contrast, the weight of the link between WOMAN and LESBIAN is highest in the Czech version of English, while that between WOMAN and GIRL is strongest in the Finnish version. All in all, the wiring and the thickness of links clearly differ across language networks, indicating that the languages differ in terms of semantic relations of their translations.

Table 1 shows network statistics of the graphs $G_k$. All network versions of English consist of exactly 5,021 English (lemmatized) words. The networks show a high cluster value, indicating that neighbors of a word are probably interlinked (i.e., semantically related) (cf. Watts and Strogatz (1998)). Average path lengths and diameters are low, that is, distances between words are short, as is typically observed for semantic networks (cf. Steyvers and Tenenbaum (2005)). The density of the networks (measured by the ratio of existing links and the upper bound of theoretically possible links) varies substantially for the language networks. For instance, in the Hungarian network version of English, only 2.56% of the possible links are realized, while in the Dutch version, 8.45% are present. This observation may hint at the ‘degree of analyticity’ of a language: the more word forms per lemma there are in a language, the less likely they are linked by means of Eq. (1).

<table>
<thead>
<tr>
<th></th>
<th># nodes</th>
<th>CV</th>
<th>GD</th>
<th>D</th>
<th>density (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cs</td>
<td>5.021</td>
<td>0.39</td>
<td>1.96</td>
<td>4</td>
<td>4.51</td>
</tr>
<tr>
<td>da</td>
<td>5.021</td>
<td>0.43</td>
<td>1.95</td>
<td>5</td>
<td>5.35</td>
</tr>
<tr>
<td>nl</td>
<td>5.021</td>
<td>0.50</td>
<td>1.85</td>
<td>4</td>
<td>8.45 (9.22)</td>
</tr>
<tr>
<td>et</td>
<td>5.021</td>
<td>0.37</td>
<td>1.98</td>
<td>5</td>
<td>3.81 (4.57)</td>
</tr>
<tr>
<td>fr</td>
<td>5.021</td>
<td>0.35</td>
<td>1.99</td>
<td>4</td>
<td>3.28 (6.63)</td>
</tr>
<tr>
<td>de</td>
<td>5.021</td>
<td>0.44</td>
<td>1.91</td>
<td>4</td>
<td>6.37 (8.23)</td>
</tr>
<tr>
<td>el</td>
<td>5.021</td>
<td>0.43</td>
<td>1.96</td>
<td>5</td>
<td>5.03 (5.81)</td>
</tr>
<tr>
<td>hu</td>
<td>5.021</td>
<td>0.36</td>
<td>2.00</td>
<td>5</td>
<td>3.79</td>
</tr>
<tr>
<td>it</td>
<td>5.021</td>
<td>0.33</td>
<td>2.07</td>
<td>5</td>
<td>2.56</td>
</tr>
<tr>
<td>lv</td>
<td>5.021</td>
<td>0.45</td>
<td>1.87</td>
<td>4</td>
<td>7.41 (9.53)</td>
</tr>
<tr>
<td>lt</td>
<td>5.021</td>
<td>0.41</td>
<td>1.94</td>
<td>4</td>
<td>5.29</td>
</tr>
<tr>
<td>pl</td>
<td>5.021</td>
<td>0.39</td>
<td>1.94</td>
<td>4</td>
<td>4.84 (6.56)</td>
</tr>
<tr>
<td>pt</td>
<td>5.021</td>
<td>0.40</td>
<td>1.97</td>
<td>4</td>
<td>4.74</td>
</tr>
<tr>
<td>ro</td>
<td>5.021</td>
<td>0.39</td>
<td>2.00</td>
<td>5</td>
<td>4.22</td>
</tr>
<tr>
<td>sk</td>
<td>5.021</td>
<td>0.36</td>
<td>1.99</td>
<td>5</td>
<td>3.73 (5.23)</td>
</tr>
<tr>
<td>sl</td>
<td>5.021</td>
<td>0.38</td>
<td>1.97</td>
<td>4</td>
<td>4.13</td>
</tr>
<tr>
<td>es</td>
<td>5.021</td>
<td>0.40</td>
<td>1.98</td>
<td>5</td>
<td>4.67 (5.80)</td>
</tr>
<tr>
<td>sv</td>
<td>5.021</td>
<td>0.43</td>
<td>1.94</td>
<td>5</td>
<td>5.69</td>
</tr>
</tbody>
</table>

Table 1: Number of nodes, cluster value (CV), geodesic distance (GD), diameter (D) and density of different network versions of English. Links are binarized depending on whether their weights are positive or not. In brackets: values of lemmatized versions of $L_k$.

Note that since the density of a network may have substantial impact on random surfer processes as applied by us, and since analyticity is a morphological rather than a semantic phenomenon, it may be possible that the classification results reported below are in fact due to syntagmatic relations – in contrast to our hypothesis about their semantic, paradigmatic nature. We address this issue below.

**Semantic similarity** Before proceeding to our main task, the clustering of semantic spaces, we measure how strongly our semantic association networks capture semantics. To this end, we compute the correlation coefficient between the semantic similarity scores of the word pairs in the WordSimilarity-353 (Finkelstein et al., 2001) English word relatedness dataset and the similarity scores, for the same word pairs, obtained by our method. The WordSimilarity-353 dataset consists of 353 word pairs annotated by the average of 13 human experts, each on a scale from 0 (unrelated) to 10 (very closely related or identical). We evaluated only on those word pairs for which each word in the pair is contained in our set of 5,021 English words, which amounted to 172 word pairs. To be more
precise on the computation of semantic relatedness, for each word pair \((u, v)\) in the WordSimilarity-353 dataset, we computed the semantic similarity of the word pair in the language \(L_k\) version of English by considering the cosine similarity of \(u^k\) and \(v^k\), that is, by means of the semantic meanings of \(u\) and \(v\) generated by the random surfer process on network \(G_k\). Doing so for each language \(L_k\) gives 20 different correlation coefficients, one for each network version of English, shown in Table 2.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>it</strong></td>
<td>0.34678</td>
<td>0.25720</td>
</tr>
<tr>
<td><strong>pt</strong></td>
<td>0.32249</td>
<td>0.25720</td>
</tr>
<tr>
<td><strong>es</strong></td>
<td>0.31990</td>
<td>0.25372</td>
</tr>
<tr>
<td><strong>ro</strong></td>
<td>0.31204</td>
<td>0.24910</td>
</tr>
<tr>
<td><strong>nl</strong></td>
<td>0.30885</td>
<td>0.24212</td>
</tr>
<tr>
<td><strong>da</strong></td>
<td>0.30715</td>
<td>0.24207</td>
</tr>
</tbody>
</table>

Table 2: Sample Pearson correlation coefficients between human gold standard and our approach for different network versions of English.

We first note that the correlation coefficients differ between network versions of English, where the Italian version exhibits the highest correlation with the (English) human reference, and the Lithuanian version the lowest. Note that Hassan and Mihalcea (2009) obtain a correlation coefficient of 0.55 on the whole WordSimilarity-353 dataset, which is considerably higher than our best score of 0.34. However, first note that our networks, which consist of 5,021 lexical units, are quite small compared to the data sizes that other studies rely on, which makes a comparison highly unfair. Secondly, one has to see that we compute the semantic relatedness of English words from the semantic point of view of two languages: the reference language and the respective source language (e.g., the Italian version of English), which, by our very postulate, differs from the semantics of the reference language. According to Table 2, the semantics of English is apparently better represented by the semantics of Italian, Portuguese, Spanish, Romanian, and Dutch, than, e.g., by the one of Bulgarian, Hungarian, Estonian, and Lithuanian – at least subject to the translations provided by the Europarl corpus.10

**Clustering of semantic spaces** Finally, we cluster semantic spaces by comparing the network versions of the English reference language. To determine the semantic distance between two languages \(L_k\) and \(L_j\), we plug in each pair of languages in Eq. (3) – with \(S(v^k, v^j)\) as vector distance – thus obtaining a symmetric 20 × 20 distance matrix. Figures 4 and 5 show the results when feeding this distance matrix as input to \(k\)-means clustering (a centroid based clustering approach) and to hierarchical clustering using default parameters. As can be seen, both clustering methods arrange the languages on the basis of their semantic spaces along genealogical relationships. For instance, both clustering algorithms group Danish, Swedish, Dutch and German (Germanic), Portuguese, Spanish, French, Italian, Romanian (Romance), Bulgarian, Czech, Polish, Slovak, Slovene (Slavic), Finnish, Hungarian, Estonian (Finno-Ugric), and Latvian, Lithuanian (Baltic). Greek, which is genealogically isolated in our selection of languages, is in our classification associated with the Romance languages, but constitutes an outlier in this group. All in all, the clustering appears highly non-random and almost a

---

10Table 2 also suggests that the Romance languages are semantically closer to English in our data than, e.g., the Germanic, which may be considered a deviation from, e.g., genealogical language similarity.
whether the integration of heterogeneous/dissimilar multilingual resources may be harmful or beneficial. To this end, we consider integrated networks $G^{(S)}$ in which the weight of a link $(\alpha, \beta) \in E^{(S)}$ is given as the average (arithmetic mean) link weight of all link weights in the networks for a selection of languages $S$. Using our optimal number of $k = 5$ clusters (and the clusters themselves) derived above, we thus let $S$ range over the union of all the languages in the $2^k - 1$ possible subsets of clusters. For each so resulting network $G^{(S)}$, we determine semantic similarity between any pair of words exactly as above and then compute correlation with the WordSimilarity-353 dataset. Results are given in Table 3. The numbers appear to support the hypothesis that, in the given monolingual semantic similarity task for English, integrating semantically similar languages (and, putatively, languages whose semantic similarity to English itself is closer) leads to better results than integrating heterogeneous languages. For example, the average network consisting of the Romance languages has a roughly 2% higher correlation than the network consisting of all languages. Interestingly, however, the very best combination result is achieved when we integrate the Romance, Germanic and the three non-Indoeuropean languages Finnish, Hungarian and Estonian.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
R+G+F & 0.34402 & : & : \\
R+G & 0.34376 & S+B & 0.27496 \\
R+F & 0.33743 & S & 0.27462 \\
R & 0.33719 & B+F & 0.27424 \\
: & : & F & 0.26074 \\
R+G+F+B+S & 0.31670 & B & 0.25904 \\
\hline
\end{tabular}
\caption{Sample Pearson correlation coefficients between human gold standard and our approach for different integrated network versions. Language cluster abbreviations: Romance (it, fr, pt, es, ro, el), Germanic (sv, nl, de, da), Slavic (bg, cz, pl, sk, sl), Baltic (lv, lt), Finno-Ugric (fi, hu, et).}
\end{table}

11The clustering based on 10 languages slightly differs in that Finnish and Estonian are assigned to distinct clusters.
5 Conclusion

We have encoded lexical semantic spaces of different languages by means of the same pivot language in order to make the languages comparable. To this end, we introduced association networks in which links between words in the reference language depend on translations from the respective source language, weighted by probability of translation. Our methodology is closely related to analogous approaches in the paraphrasing community which interlink paraphrases by means of their translations in other languages (e.g., Bannard and Callison-Burch (2005), Kok and Brockett (2010)), but our application scenario is different and we also describe a principled manner to generate weighted links between lexical units from multilingual data. Using random walks to represent similarities among words in the association networks, we finally derived similarity values for pairs of languages. This allowed us to perform several cluster analyses to group the 20 source languages. Interestingly, in our data sample, semantic language classification appears to be almost perfectly correlated with genealogical relationships between languages. To the best of our knowledge, our translation-based lexical semantic classification is the first large-scale quantitative approach to establishing a lexical semantic typology that is completely unsupervised, ‘bottom-up’, and data-driven.\textsuperscript{13}

In future work, we intend to delineate specific lexical semantic fields in which particular languages differ, which can easily be accomplished within our approach. Also, it must be investigated whether our association networks can capture semantic similarity in a competitive manner once they are scaled up appropriately. Finally, applying our methodology to a much larger set of languages is highly desirable.
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Abstract

In this paper, we propose the use of word sense disambiguation and latent semantic features to automatically identify a person’s perspective from his/her written text. We run an Amazon Mechanical Turk experiment where we ask Turkers to answer a set of constrained and open-ended political questions drawn from the American National Election Studies (ANES). We then extract the proposed features from the answers to the open-ended questions and use them to predict the answer to one of the constrained questions, namely, their preferred Presidential Candidate. In addition to this newly created dataset, we also evaluate our proposed approach on a second standard dataset of “Ideological-Debates”. This latter dataset contains topics from four domains: Abortion, Creationism, Gun Rights and Gay-Rights. Experimental results show that using word sense disambiguation and latent semantics, whether separately or combined, beats the majority and random baselines on the cross-validation and held-out-test sets for both the ANES and the four domains of the “Ideological Debates” datasets. Moreover combining both feature sets outperforms a stronger unigram-only classification system.

1 Introduction

With the pervasiveness of social media and online discussion fora, there has been a significant increase in documented political and ideological discussions. Automatically predicting the perspective or stance of users in such media is a challenging research problem that has a wide variety of applications including recommendation systems, targeted advertising, political polling, product reviews and even predicting possible future events. Ideology refers to the beliefs that influence an individual’s goals, expectations and views of the world (Van Dijk, 1998; Ahmed and Xing, 2010). The ideological perspective of a person is often expressed in his/her choice of discussed topics. People with opposing perspectives will choose to make different topics more salient. (Entman, 1993).

From a social-science viewpoint, the notion of “perspective” is related to the concept of “framing”. Framing involves making some topics (or some aspects of the discussed topics) more prominent in order to promote the views and interpretations of the writer (communicator). The communicator makes these framing decisions either consciously or unconsciously (Entman, 1993). These decisions are often expressed in the lexical choice. For example, a person who holds anti-abortion views, is more likely to use the terms “life” and “kill” whereas a person who is pro a woman having an option to go for an abortion will often stress on “choice”.

From a computational viewpoint, work on perspective-detection is closely related to subjectivity and sentiment analysis. One’s perspective normally influences his/her sentiment towards different topics or targets. Conversely identifying the sentiment of a person towards multiple targets can serve as a cue for identifying his/her perspective. The main difference between perspective and sentiment is that unlike sentiment that is more transient, perspective is often more deeply seated and less likely
to change. Most of the current perspective-detection work focuses on “Ideological Perspective” by trying to predict a person’s stance on controversial topics such as the Palestinian-Israeli conflict, abortion, gay-rights, gun-rights, etc.

In this paper, we are interested in identifying the “Ideological Perspective” of a person using semantic features derived from his/her written text. We use two different sets of semantic features to train several supervised systems that predict different aspects of a person’s ideological stance toward specific topics.

We explore the use of Word Sense Disambiguation from the high dimensional space and Latent Semantic models from the low dimensional space on two datasets. We find that explicitly modeling the lexical and contextual semantics to predict a person’s perspective outperforms a strong-baseline system trained on standard unigram features.

2 Related Work

Current computational linguistics research on automatic perspective detection uses both supervised and unsupervised techniques. The main task handled by supervised approaches is to perform document (or post) level perspective (or stance) classification, whether binary or multiclass labeling. Unsupervised approaches on the other hand, mainly try to cluster users in a discussion. One of the early works on binary perspective identification is that of Lin et al. (2006) which uses articles from the Bitter-Lemons website—a website that discusses the Palestinian-Israeli conflict from each side’s point of view—to train a system for performing automatic perspective detection on the sentence and document levels. On the website, an Israeli editor and a Palestinian editor, together with invited guests, contribute articles to the website on a weekly basis. Lin et al. (2006) use bag-of-words features. They run different experiments where they vary the training and test sets between: (a) editors’ articles and (b) guests’ articles. The accuracies of the different experimental conditions vary between 86% and 99%. As one might expect the highest accuracy (99%) is that of the system that is trained and tested on the editors’ articles. For this system, the classifier is not only capturing the perspective but also the editors’ writing styles. In Klebanov et al. (2010), the authors tackle the same problem of binary-perspective detection and experiment with four corpora; Bitter-Lemons, Bitter-Lemons-International, Partial-Birth-Abortion and Death-Penalty. They show that using term-frequencies does not improve over using binary bag-of-words features and that using only the best 1-4.9% features is sufficient to achieve high accuracy. They achieve the highest accuracy (97%) on the Partial-Birth-Abortion dataset and the lowest accuracy (73%) on the Death-Penalty dataset.

Hasan and Ng (2012) also tackle the problem of binary perspective detection but using Integer Linear Programming (ILP) to perform joint inference over the predictions made by a post-stance classifier and several topic-stance classifiers. The authors use n-grams, sentence-type and opinion-dependencies as features to train their classifiers. They collect debate posts discussing Abortion and Gun-Rights and achieve an $F_\beta=1$ score of 61.1% on the Abortion dataset and 57.8% on the Gun-Rights dataset. In Hasan and Ng (2013), they extend their previous work by incorporating two soft-constraints that treat the task of post-stance classification as a sequence-labeling problem and ensure that the topic-stance of each author is consistent across all posts.

Somasundaran and Wiebe (2010) employ the notion of “arguing” to identify a person’s stance (supporting or opposing) towards a topic. Arguing can be indicated by using either positive lexical cues such as “actually” or negative ones such as “certainly not”. They construct an arguing lexicon and use it to derive features for their classifier. They experiment with both arguing and sentiment features on four datasets; Abortion, Creationism, Gun-Rights and Gay-Rights. They show that combining arguing and sentiment features outperforms a unigram baseline on Abortion, Gay-Rights and Gun-Rights datasets while the unigram system performs best on the Creationism dataset.

A closely related work is that of Al Khatib et al. (2012). In this work, the authors use a set of Arabic and English Wikipedia articles about Arab and Israeli public figures to explore the differences in point of view between the Arabic and English articles about each figure. They assign a point-of-view score to each article in each language, and use these scores to train a classifier to predict the difference in
point of view between each article-pair.

For unsupervised approaches, two of the most recent works are those of Abu-Jbara et al. (2012) and Dasigi et al. (2012). In Abu-Jbara et al. (2012), the authors perform subgroup detection by clustering authors according to their sentiment towards topics, Named-Entities as well as other discussants. Dasigi et al. (2012) extend the previous work by introducing the notion of implicit attitude which models the similarity between the topics discussed by a pair of people. They note that people that share the same opinion tend to discuss similar topics, thereby their texts tend to have a high semantic similarity. By adding implicit attitude, namely by explicitly modeling latent sentential semantics, they achieve an $F_{\beta=1}$ score improvement of 3.83% and 2.12% on “Wikipedia-Discussions” and “Online-Debates” datasets, respectively.

Yano et al. (2010) study the linguistic cues for bias in political blogs. The authors draw sentences from American political blogs and annotate them for bias on Amazon Mechanical Turk. They explore whether the Turkers’ decisions are influenced by their perspectives, for example whether a self-proclaimed liberal Turker is more likely to view sentences written by a conservative as biased and vice versa.

### 3 Datasets

We use two datasets to evaluate our approach.

#### 3.1 ANES Dataset

We create this dataset by drawing a set of questions from the American National Election Studies (ANES) survey questions.\(^1\) ANES conducts various surveys in order to provide better explanations and analysis of the outcomes of USA Presidential elections. While the officially administered ANES survey contains both constrained multiple choice questions and open-ended (free form essay style) questions, the answers to the open-ended questions, which are more interesting from an NLP perspective, are not made publicly available in order to protect the privacy of respondents. In this work, we run an Amazon Mechanical Turk annotation experiment where we ask Amazon Mechanical Turk annotators (aka Turkers) to answer a large set of constrained and open-ended questions drawn from ANES.\(^2\) The constrained questions may be considered a form of self labeling indicating the respondent/Turker’s background or perspective on specific issues. All Turkers participating in the experiment were required to be from the US. Moreover, we added seven quality-control questions with a correct (and obvious) answer in order to identify spam Turkers. All submissions that rendered more than one of these questions wrong were automatically rejected.

The first set of questions that required constrained answers, such as multiple choice or binary responses as true or false can be binned into the following categories:

- Background Questions: A person’s age, gender, educational level, income, marital-status, social-status, how often he/she follows the news, what news sources he/she follows, etc.;
- Opinion of Political Parties: Democratic and Republican parties and their respective public figure representatives;
- Opinion on major economic and political problems facing the USA;

\(^1\)electionstudies.org/studypages/2010_2012EGSS/2010_2012EGSS

\(^2\)Please contact the authors to obtain the dataset
Q1: I approve of Obama’s and the Democrats’ position on abortion and gay marriage and their tendency to favor programs that help the poor and working class. They seem more compassionate and more socially progressive.

Q2: Neither Obama nor the Democrats seems able to get a hold on spending, the deficit or help the economy and unemployment. They seem to spend too much time criticizing their opponents rather than work toward viable solutions and seem to distort facts against the other party more.

Q3: I think Mitt Romney and the republicans in general would do a better job at lowering the deficit and stimulating the economy and reducing unemployment. I also agree with their position of less government involvement in some areas.

Q4: I dislike Mitt Romney’s plans to eliminate funding for Planned Parenthood and the republicans stand on social issues such as abortion and gay rights, especially gay marriage. I feel Republicans have been taken over by the religious right and are socially regressive.

Table 3: Sample answers provided by one Turker to the first four essay questions in the ANES dataset.

- Ideology Questions: Importance of religion, political-party-affiliation, presidential candidate choice, etc.;
- Opinion on contentious issues: Such as Race (White, Black, Asian and Hispanic Americans), same-sex marriage, gun-control, universal healthcare, etc.

The second set of questions ask about a person’s opinion of certain ideological topics. The responses are not constrained in any manner.

Since our main objective is to study whether a person’s perspective can be automatically identified using NLP techniques applied to his/her written text, we choose to predict the answer to one of the constrained ideological questions, “Presidential Candidate Choice” (PCC), based on the answers to the following open ended questions: (Table 1 shows the distribution of PCC in the training and test sets)

- Q1: Is there something that would make you vote for a Democratic presidential candidate?
- Q2: Is there something that would make you vote against a Democratic presidential candidate?
- Q3: Is there something that would make you vote for a Republican presidential candidate?
- Q4: Is there something that would make you vote against a Republican presidential candidate?
- Q5: If you said there is something you like about the Democratic Party: What is that?
- Q6: If you said there is something you dislike about the Democratic Party: What is that?
- Q7: If you said there is something you like about the Republican Party: What is that?
- Q8: If you said there is something you dislike about the Republican Party: What is that?
- Q9: What has been the most important issue to you personally in this election?
- Q10: What has been the second most important issue to you personally in this election?
- Q11: What do you think is the most important political problem facing the United States today?
- Q12: What do you think is the second most important political problem facing the United States today?
- Q13: What do you think the terrorists were trying to accomplish by September 11th attacks?

Table 3 shows the answers provided by a Turker to the first four of these questions.

In order to simulate user generated content where people are not providing answers to a predefined set of questions but are rather discussing current events or topics, we decide to combine the answers to all of these questions in one document per Turker and use this combined resulting document to derive features (as opposed to deriving features from the answer to each question separately). In order to reduce ambiguity, we perform a quasi co-reference resolution step on pronouns. Prior to combining the answers to all 13 questions, we perform a “pronoun-rewriting” step where we replace the sentence initial pronouns with the topic the question is about. For example, for Q3, “Is there something that would make you vote for a Republican presidential candidate?”, and the answer provided is “They are against voting rights for illegal immigrants. They want to balance the budget and find a way to slowly reduce the national
<table>
<thead>
<tr>
<th>Domain</th>
<th>Stance</th>
<th>Post</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abortion</td>
<td>Pro</td>
<td>So abortion is okay in areas where more people like it than don’t?</td>
</tr>
<tr>
<td>Abortion</td>
<td>Against</td>
<td>your exact words “But successful abortion carries a 100% rate of risk of death to the child” no duh, that’s the whole point of abortion, is to KILL THE BABY. well actually that’s MURDER</td>
</tr>
<tr>
<td>Creationism</td>
<td>Pro</td>
<td>You can’t make nothing out of nothing!!!</td>
</tr>
<tr>
<td>Creationism</td>
<td>Against</td>
<td>It is only belief. No one has any real evidence.</td>
</tr>
<tr>
<td>Gay-Rights</td>
<td>Pro</td>
<td>This post is almost insulting in its complete lack of evidence or even a reasoned argument. Merely dismissing the other side is not an argument</td>
</tr>
<tr>
<td>Gay-Rights</td>
<td>Against</td>
<td>Compared to children with a father and a mother married to each other and getting along with each other, the answer is yes. Compared to children living in an orphanage, it’s hard to say.</td>
</tr>
<tr>
<td>Gun-Rights</td>
<td>Pro</td>
<td>An assault weapon ban violates the second amendment</td>
</tr>
<tr>
<td>Gun-Rights</td>
<td>Against</td>
<td>Dude. Are you home all the time? Is this secured? Do you have a lot of fire extinguishers?</td>
</tr>
</tbody>
</table>

Table 4: Sample posts from “Ideological Debates” dataset.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Posts</td>
<td>Tokens</td>
</tr>
<tr>
<td>ANES</td>
<td>965</td>
<td>437,080</td>
</tr>
<tr>
<td>Abortion</td>
<td>1,036</td>
<td>154,929</td>
</tr>
<tr>
<td>Creationism</td>
<td>1,108</td>
<td>217,262</td>
</tr>
<tr>
<td>Gay-Rights</td>
<td>1,858</td>
<td>312,900</td>
</tr>
<tr>
<td>Gun-Rights</td>
<td>963</td>
<td>146,886</td>
</tr>
</tbody>
</table>

Table 5: Statistics of the training and test sets for both the ANES and the four domains of the Ideological-Debates datasets.

3.2 Ideological Debates Dataset

This dataset was collected by Somasundaran and Wiebe (2010). It contains debate posts from six domains; (a) Abortion, (b) Creationism, (c) Gay-Rights, (d) Gun-Rights, (e) Healthcare and (f) Existence of God. Each domain represents an ideological topic with two possible perspectives, pro and against. Similar to the work of (Somasundaran and Wiebe, 2010), we use the first four domains to evaluate our approach. Table 2 shows the class distribution in each of these four domains while table 4 lists some sample posts. It should be noted that our results are not comparable to those obtained by (Somasundaran and Wiebe, 2010), since they used a subset of the posts in each domain and the split was not publicized.

Table 5 shows the size of the training and test data in the ANES and Ideological-Debates datasets.

4 Approach

Our goal is to determine whether semantic features help in identifying a person’s ideological perspective as determined by his/her answer to the PCC constrained question in the “ANES” dataset and his/her stance towards the ideological-topics discussed in the “Ideological-Debates” dataset independently.

4.1 Preprocessing

We apply basic preprocessing to the text by separating punctuation and numbers from words. All punctuation and numbers are then ignored when training the classifier for all of our systems including the unigram baseline. The intuition behind this is that punctuation and numbers do not capture the perspective of a person but rather the writing style. Moreover, by ignoring them, we avoid overfitting the training data.
4.2 Word Sense Disambiguation (WSD)

We use WN-Sense-Relate (Patwardhan et al., 2005) to perform word sense disambiguation. Sense-Relate uses WordNet (Miller, 1995) to tag each word with the part-of-speech and sense-id. The only parts of speech that are handled by WN-Sense-Relate are adjectives (a), adverbs (r), verbs (v) and nouns (n). In addition to the part-of-speech and sense-id, WN-Sense-Relate also identifies and tags compounds. The word sense tagging process can be either contextual or can rely on the most frequent sense. We experiment with both variants.

4.2.1 Contextual WSD (WSD-CXT)

In this variant of WSD, in addition to tagging compounds, we contextually disambiguate each word and tag it with its sense-id and part-of-speech. We use the default setting of SenseRelate which employs a modified version of the Lesk algorithm (Banerjee and Pedersen, 2002) to perform the disambiguation. This version of the Lesk algorithm measures the similarity between the WordNet gloss of each sense of the target word and those of its surrounding context words in the text. It then chooses the sense whose gloss is most similar to the surrounding words. We use a window of size three which uses one word before and one word after the target word.

ex.

“The Democratic Party supports women’s equality, including equal pay, access to health care and other issues.” becomes:

“the#ND democratic_party#n#1 supports#n#10 women#n#1 ’s#ND equality#n#1 including#v#3 equal#a#1 pay#v#1 access#n#2 to#ND health_care#n#1 and#ND other#a#1 issues#n#7”

We then use the tagged-words to retrieve the Synonym-Set (Synset) of this sense of the word using WN-QueryData (Pedersen et al., 2004). We assign each Synset an ID and whenever any of the words in the retrieved Synset is seen in the input text, we replace it with this Synset-ID.

For example, the Synset of “issues#n#7” is identified as “issue#n#7, consequence#n#1, effect#n#1, outcome#n#2, result#n#1, event#n#4, issue#n#7, upshot#n#1”. We assign this Synset a unique ID, for example “Synset-100”, and any occurrence of any of “issue#n#7, consequence#n#1, effect#n#1, outcome#n#2, result#n#1, event#n#4, issue#n#7, and upshot#n#1” is replaced by “Synset-100”.

4.2.2 Most Frequent Sense WSD (WSD-MFS)

In this variant of WSD, instead of performing the disambiguation contextually, we rely on the most frequent sense. Using this scheme, “issues” is tagged as “issues#n#1” whose Synset is “issue#n#1”, while “support” is tagged as “support#v#1” whose Synset is “support#v#1”, “back_up#v#1”.

4.3 Latent Semantics

The next set of features relies on “Latent Semantics” which maps text from a high-dimensional space such as unigrams to a low-dimensional one such as topics. Most of these models assign a semantic profile to each given sentence (or document) by considering the observed words and assuming that each given document has a distribution over “K” topics. We apply (1) Latent Dirichlet Allocation (LDA) (Blei et al., 2003) as implemented in MALLET toolkit (McCallum, 2002), and (2) Weighted Textual Matrix Factorization (WTMF) (Guo and Diab, 2012) to each post. In addition to observed words, WTMF also models missing ones namely explicitly modeling what the post is not about. WTMF defines missing words as the whole vocabulary of the training data minus the ones observed in the given document.

4.3.1 Number of Topics

We vary the number of topics (K) between 100 and 500 (with a step-size of 100) and use the best “K” for each dataset. We define the best K, for each of LDA and WTMF, as the one that yields the best cross-validation results when combined with unigram features. The best K value for LDA is 400 for PCC and Abortion, 500 for Creationism, 300 for Gay-Rights and 100 for Gun-Rights. For WTMF, the best K is 500 for PCC, and Gun-Rights and 100 for Abortion, Creationism and Gay-Rights.
4.3.2 Training Data
We collected our training data for topic modeling from Facebook comments of renowned American politicians such as Joe-Biden, Chris-Christie, George W. Bush, Michelle-Obama, etc. We trained LDA and WTMF using a subset of 100,000 comments (corresponding to ~5,000,000 tokens and ~265,000 types.

4.4 Classifier Training
Using WEKA toolkit (Hall et al., 2009) and the derived features, we train Sequential Minimal Optimization (SMO) SVM classifiers (Platt, 1998) for each of “ANES” and the four domains of “Ideological-Debates” datasets. We use a normalized quadratic kernel, set the parameter C to 100 and apply a 10-fold cross validation on the training sets.

5 Experiments
5.1 Baselines
We compare our approach to three baselines;

- Majority Baseline (MAJ-BL): which assigns all posts to the most frequent class-label;
- Random Baseline (RAND-BL): which randomly chooses the class-label;
- Unigram Baseline (UNI-BL): a strong baseline that uses standard unigram features.

In addition to these three baselines, we do a human-evaluation for the ANES dataset in order to assess the difficulty of the task and in order to get an upper-bound on how well we can do in predicting PCC. We run an Amazon Mechanical Turk experiment where we ask Turkers to read each post (constructed by combining the answers to the open-ended questions of each record) and ask them to guess the PCC of the person who wrote that text along with the reason for their answer. We found that Turkers were able to predict the PCC with an average $F_{β=1}$ score of ~75% on both the cross-validation and test-sets. We also found that the task is particularly difficult for very short (< 100 words) documents. Table 6 and Figure 1 show the results of this qualitative assessment.

5.2 Experimental Setup
We first evaluate each variant of the proposed features separately and then we combine the latent-semantics features with unigram-features and the two variants of WSD.

Tables 7 and 8 show the cross-validation results on the training data and the results on the held-out test sets respectively.

6 Discussion
6.1 Cross Validation Results
For the cross-validation results, all configurations of the proposed features outperform the majority and random baselines. Moreover using WSD-MFS, either separately or combined with LDA or WTMF, outperforms the unigram-baseline. Overall WSD-MFS performs better than WSD-CXT, except on the Abortion dataset.

For Latent-Semantics, even though using either of LDA or WTMF separately, without unigram-features, does not outperform the unigram baseline, combining each of them with unigrams outperforms the unigram-only setup. When combined with unigram or WSD features, WTMF outperforms LDA on PCC, Creationism and Gun-Rights while LDA out-
performs WTMF on the other two datasets. Combining WSD-MFS with LDA for Abortion and Gay-Rights and with WTMF for PCC, Creationism and Gun-Rights yields the best (or close to the best) results.

### 6.2 Held-out Test-Sets Results

Unlike the cross-validation results, using latent-semantics features separately improves over the unigram baseline for four out of the five datasets and in some cases adding unigrams to latent-semantics features actually hurts the performance. This suggests that latent-semantics are less likely to overfit the training data.

Table 9 shows examples of the posts that were misclassified by the majority and unigram baselines and correctly classified by the best semantic model for each dataset.

### 6.3 General Observations

We investigated the data to identify the different challenges faced when trying to identify a person’s
<table>
<thead>
<tr>
<th>Domain</th>
<th>Stance</th>
<th>Post</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abortion</td>
<td>Against</td>
<td>Yes, all innocent life. But that depends on how you define innocent life.</td>
</tr>
<tr>
<td>Creationism</td>
<td>Pro</td>
<td>There’s a definite difference between micro-evolution and macro-evolution in the sense that with the moths and the finches, there are minor changes that happen. It’s kind of like a pendulum. It swings far to the right and to the left, but in the end, it’s right in the center again, if you understand me correctly.</td>
</tr>
<tr>
<td>Gay-Rights</td>
<td>Against</td>
<td>Not necessarily the question of whether or not same-sex couples’ marriages specifically are recognized by the government. As for my personal views on the issue I honestly think the best solution is for the government to simply call all civil unions precisely what they are: civil unions. Leave it to individuals and churches to determine the definition of “marriage.”</td>
</tr>
<tr>
<td>Gun-Rights</td>
<td>Against</td>
<td>I agree that gun ownership should be strictly controlled. Put a gun in the hands of a crackpot and there’s going to be a problem.</td>
</tr>
</tbody>
</table>

Table 9: Examples of the posts that were misclassified by the unigram baseline and were correctly classified by the right semantic model.

In this paper, we explore the use of semantic features to perform automatic detection of ideological perspective from written text. Using Word Sense Disambiguation and Latent Semantics features, we trained several SVM classifiers that predict different aspects of the ideological perspective of a person. We evaluated the presented approach on two datasets. The first of which comprises answers to questions about American politics collected from an Amazon Mechanical Turk experiment while the second one consists of four subsets of a standard dataset, discussing Abortion, Creationism, Gay-Rights and Gun-Rights. Results show that using the proposed features outperforms a system that relies on standard unigram features on all datasets. On the cross-validation sets, combining word sense disambiguation with latent semantics performs best while on the held-out test sets, the best configuration varies across the different domains.

We plan to explore other methods for performing word sense disambiguation in addition to using semantic-role-labeling and modeling sarcasm.
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Abstract

Annotation efforts have resulted in the availability of a number of corpora with rhetorical relation information. The corpora, unfortunately, are annotated under different theoretical approaches and have different hierarchies of relations. In addition, new sets of rhetorical relations have been proposed to account for language variation. The types of relations, however, tend to overlap or be related in specific ways. We believe that differences across approaches are minimal, and a unified set of relations that works across languages is possible. This paper details a new taxonomy of relations organized in four top level-classes with a total of 26 relations. We propose a mapping between existing annotations and show that our taxonomy is robust across theories, and can be applied to multiple languages.

1 Motivation

The annotation of discourse relations in language can be broadly characterized as falling under two main approaches: the lexically grounded approach and an approach that aims at complete discourse coverage. Perhaps the best example of the first approach is the Penn Discourse Treebank (Prasad et al., 2008). The annotation starts with specific lexical items, most of them conjunctions, and includes two arguments for each conjunction. This leads to partial discourse coverage, as there is no guarantee that the entire text is annotated, since parts of the text not related through a conjunction are excluded. On the positive side, such annotations tend to be reliable. PDTB-style annotations have been carried out in a variety of languages (Arabic, Chinese, Czech, Danish, Dutch, French, Hindi and Turkish), and in some cases the taxonomy of relations had to be modified, by adding or merging relations (Prasad et al., 2014).

Complete discourse coverage requires annotation of the entire text, with most of the propositions in the text integrated in a structure. It includes work from two theoretical perspectives, either intentionally driven, such as RST (Mann and Thompson, 1988) or semantically driven, such as SDRT (Asher and Lascarides, 2003). RST proposes a tree-based representation, with relations between adjacent segments, and emphasizes a differential status for discourse components (the nucleus vs. satellite distinction). Annotated resources exist in Basque, Dutch, German, English, Portuguese and Spanish. Captured in a graph-based representation, with long-distance attachments, SDRT proposes relations between abstract objects using a relatively small set of relations. Corpora following SDRT exist in Arabic, French and English.

Manually annotated resources have contributed to a number of applications, most notably discourse segmentation into elementary discourse units, identification of explicit and implicit relations for the purpose of discourse parsing, and development of end-to-end discourse parsers (Hernault et al., 2010; Feng and Hirst, 2014; Joty et al., 2015). These parsers have been successfully deployed in NLP applications including machine translation, sentiment analysis and automatic summarization (Thione et al., 2004; Heerschop et al., 2011; Hardmeier, 2013).

Each approach has its own hierarchy of discourse relations, but relations tend to overlap or be re-
lated in a few specific ways. We suggest there are four general ways of mapping relations across approaches: (1) Specialization, where a relation $R$ in one approach can correspond to several relations in another approach, (2) Generalization, in which several relations in one approach correspond to one relation in another approach, (3) Omission involves a relation defined in one approach, but not taken into account in another. Finally, in (4), Definition, relations have similar names, but different definitions.

We propose here a unified hierarchy of discourse relations. Our proposal has several motivations. First of all, with the wide availability of annotated corpora, it would be beneficial to have a system for mapping relations across approaches. In particular for classification tasks such as discourse parsing, access to larger amounts of data is likely to yield better results. Secondly, and from a more theoretical point of view, we would like to propose that differences across approaches are minimal, and a unified set of relations is possible. This would facilitate the work of discourse analysts and would also result in better annotation efforts. Third, a unified set of discourse relations would allow us to compile a list of discourse markers and other signals for those relations, which would also benefit discourse annotation. Finally, this is a first step towards multilingual discourse analysis.

Merging different discourse relation taxonomies involves, in our view, different steps, having to do with: (1) segmentation, (2) unifying the set of relations, (3) proposing possible signals, (4) unifying discourse structures, and (5) providing a language for merging annotations. We focus here on step (2). For proposals for steps (4) and (5), see Venant et al. (2013), and Chiarcos (2014), respectively.

2 Methodology

Our first focus are the two theories that we are most familiar with, RST and SDRT. We next plan to find correspondences between our unified RST-SDRT hierarchy and the PDTB taxonomy.

The first step consists of grouping relations in top-level classes. Our goal is to minimize the number of top-level classes and, at the same time, reduce the number at the fine-grained level, avoiding the proliferation of relations seen in the RST Discourse TreeBank (Carlson et al., 2003).

Two main criteria were used in creating the hierarchy. First of all, the proposed hierarchy should be stable enough for language variation. By this we mean that the main classes at the top level should remain constant. We believe that there is little cross-linguistic variation when it comes to the higher-level classification of discourse relations. The second, related criterion in our organization, is that the hierarchy has to be open to modification at the low level. This is where previous research has observed variation due to language and genre.

Definitions of relations are based on three further criteria. First of all, we do not define relations on the basis of the status of their arguments. The nucleus-satellite distinction in RST is not relevant for our basic definition of relations. Secondly, we focus on the effect that a relation has on meaning, and not on how it is lexically triggered by a discourse marker or lexical device. Finally, we provide intentional effects when needed. Our taxonomy is both intentionally and semantically driven, motivated by our desire to find a balance between RST and SDRT.

Our starting points are the set of RST definitions from the RST website\(^1\) and the definitions provided within the RST-DT (Carlson et al., 2003). For SDRT, we considered the relations defined in the SDRT literature (Asher and Lascarides, 2003), plus the adaptations created when annotating data in different projects: Discor (Reese et al., 2007), Annodis (Afantenos et al., 2012), plus the classification proposed for Arabic (Keskes et al., 2014).

3 Towards a unified hierarchy

We built a hierarchy with four top-level classes: TEMPORAL, STRUCTURAL, THEMATIC and CAUSAL-ARGUMENTATIVE, organized in three levels with a total of 26 relations. We have taken into account all SDRT, PDTB, RST-DT and RST relations, with the exception of the following relations from the RST-DT: Topic Change (topic-shift,
topic-drift), Textual Organization and Topic-Comment (problem-solution, question-answer, statement-response, topic-comment, comment-topic, rhetorical-question). We believe that some of those relations structure topics, but are not necessarily discourse relations. Table 1 summarizes the inventory of the proposed relations at each level.

3.1 Temporal class
A class of relations indicating relations which set events in terms of time or a similar frame is a component of most hierarchies. In some classifications, this group includes relations of background or framing, but we prefer an exclusively temporal class.

Arguments in the temporal class need to share the same topic, and the relations always express co-temporal constraints, i.e., temporal ordering between the main eventualities $e_1$ and $e_2$ introduced respectively in their arguments. The class includes three relations: SEQUENCE, INVERTED SEQUENCE and SYNCHRONOUS.

3.2 Thematic class
Thematic is a broad class which includes relations among the content of the propositions. They structure and organize information in the discourse, and can be divided into three different subclasses:

1) ELABORATION. A group of discourse relations that connect utterances describing the same state of affairs. Further classified into: PARTITIVE, GENERALITY, OBJECT, SUMMARY, RESTATEMENT, and MEANS. For most purposes, the further specificity is not necessary, and in some cases it may be difficult to distinguish among the subclasses. We believe, however, that these more specific relations may be useful when analyzing certain genres, or for particular applications.

2) FRAMING. This class includes relations that provide a framework for understanding the content of the situation described in the discourse segment. It includes two relations: FRAME and BACKGROUND. FRAME holds when $a$ is a frame and $b$ is in the scope of that frame, generally when $a$ is at the beginning of a sentence. Several cases are possible: temporal, spatial or domain frames. This relation has no direct equivalence in RST. BACKGROUND is equivalent to the RST relations Background and Circumstance. It is used to capture a specific spatio-temporal structure, to accommodate presuppositions in discourse, or to set the stage of a story.

3) ATTRIBUTION. Attribution relates a communicative agent in the first argument and the content of a communicative act introduced in the second. Both the RST-DT and SDRT take Attribution as a discourse relation. PDTB, on the other hand, treats it as orthogonal to discourse annotation. In our case, we follow Asher et al.’s (2006) position on reportative constructions in discourse, who consider that the treatment of these verbs is necessary for a correct analysis of the semantics and discourse structure of stories in news corpora. We agree, however, with the PDTB, that it is not a fully-fledged relation, with the same intentional effects, but we do believe that it should be annotated.

3.3 Structuring class
This class contains relations of textual organization at a high level, which organize the structure of the information in terms of themes or topics (but are rhetorical, not relations of topic management). ALTERNATION holds when there is a disjunction between $a$ and $b$. PARALLEL occurs when $a$ and $b$ have similar semantic and syntactic structures, and it requires $a$ and $b$ to share a common theme. It has the same semantics as List in RST-DT. CONTINUATION holds between two segments when they both elaborate or provide background to the same segment. It also occurs in cases where there is no clear rhetorical relation between the segments. Equivalent to the RST-DT relation Elaboration-additional and to Continuation in SDRT.

3.4 Causal-argumentative class
This class contains two broad classes, one causal and one argumentative. We see them as related to each other, as conjunctions and other discourse markers can be present to indicate a causal relation or be more abstract in an argumentative use (e.g., “I’m only saying this because I care.”).

3.4.1 Causal
We distinguish between CAUSE/RESULT and PURPOSE. Within the first sub-class, REASON holds when the main eventuality of the second argument is understood as the cause of the eventuality in the first argument. RESULT relates a cause to its effect: the
Table 1: Inventory of proposed relations in the unified hierarchy

<table>
<thead>
<tr>
<th>Temporal</th>
<th>Sequence, Inverted Sequence, Synchronous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thematic</td>
<td>Elaboration → Partitive, Generality, Object, Summary, Restatement, Means</td>
</tr>
<tr>
<td>Framing</td>
<td>Frame, Background</td>
</tr>
<tr>
<td>Attribution</td>
<td></td>
</tr>
<tr>
<td>Structuring</td>
<td>Alternation, Parallel, Continuation</td>
</tr>
<tr>
<td>Causal-argumentative</td>
<td>Cause/Result → Reason, Result, General Condition</td>
</tr>
<tr>
<td></td>
<td>Purpose</td>
</tr>
<tr>
<td>Argumentative</td>
<td>Support → Motivation, Evidence/Justification, Evaluation/Interpretation</td>
</tr>
<tr>
<td></td>
<td>Opposition → Contrast, Concession, Antithesis</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>RST-DT</th>
<th>Annodis</th>
<th>RST-ST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq.</td>
<td>224</td>
<td>350</td>
<td>74</td>
</tr>
<tr>
<td>Sync.</td>
<td>160</td>
<td>682</td>
<td>171</td>
</tr>
<tr>
<td>Inv. Seq.</td>
<td>59</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td><strong>Total Temporal:</strong></td>
<td><strong>894</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Temporal class mapping

<table>
<thead>
<tr>
<th></th>
<th>RST-DT</th>
<th>Annodis</th>
<th>RST-ST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alter.</td>
<td>21</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>Paral.</td>
<td>1,211</td>
<td>59</td>
<td>1,270</td>
</tr>
<tr>
<td>Conti.</td>
<td>4,144</td>
<td>682</td>
<td>171</td>
</tr>
<tr>
<td><strong>Total Structuring:</strong></td>
<td><strong>6,315</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Structuring class mapping

3.4.2 Argumentative

This class includes the Support and Opposition sub-classes, which are used to advance an argument. Support mainly captures justification, explanation (not causal), evaluation and evidence. Opposition groups relations where the segments have similar semantic structures, but contrasting themes, i.e., sentence topics, or when one constituent negates a default consequence of the other.

4 Mapping RST and SDRT annotations

To test the stability of our proposed hierarchy across both theoretical and language variations, we mapped it to annotations in three corpora: the RST-DT English corpus (Carlson et al., 2003), the SDRT Annodis French corpus (Afantenos et al., 2012), and the RST Spanish Treebank (RST-ST) (da Cunha et al., 2011). The taxonomies in these corpora respectively contain 78, 17 and 28 relations. The total number of annotated information in terms of frequency of relations is 18,255 for RST-DT, 3,345 for Annodis, and 3,115 for RST-ST. Tables 2, 3, 4, and 5 provide frequency of our relations in each corpus, taking into account the slightly different structures of each taxonomy.

Most mappings were relatively straightforward, except for some relations that can be either missing or too specific. The first case concerns the relations Frame, Parallel, and Attribution that were not annotated in the RST-ST, as well as the relation Frame for RST-DT. The second case is the most frequent and occurs when at least two relations having specific semantics or intentional effects need to be merged to find their corresponding instances in a given corpus. For example, the Temporal relations Sequence and Synchronous in Annodis were annotated using the same Narration relation. The SDRT Elaboration captures most of our Elaboration relations (except for Object). On the other hand, the RST-ST corpus considers only one Temporal relation, namely Sequence, and RST-ST Elaboration includes Object, Partitive,
and GENERALITY. Another interesting case concerns the Support relations MOTIVATION and EVIDENCE/JUSTIFICATION. SDRT does not distinguish between the causal and the epistemic use of causal relations and considers only two causal relations, Explanation and Result. This is why we counted SDRT causal relations only in the Causal/Result sub-class (this is marked by (*) and (+) in Table 5). Finally, the RST-DT multinuclear relations Cause-result and Consequence are similar and can correspond to either REASON or RESULT. We only counted them in the total column (see † in Table 5).

<table>
<thead>
<tr>
<th></th>
<th>RST-DT</th>
<th>Annodis</th>
<th>RST-ST</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obj.</td>
<td>2,698</td>
<td>525</td>
<td></td>
<td>6,995</td>
</tr>
<tr>
<td>Part.</td>
<td>176</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gen.</td>
<td>884</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum.</td>
<td>83</td>
<td></td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>Rest.</td>
<td>140</td>
<td></td>
<td></td>
<td>175</td>
</tr>
<tr>
<td>Means</td>
<td>226</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frame</td>
<td></td>
<td>225</td>
<td></td>
<td>225</td>
</tr>
<tr>
<td>Backg.</td>
<td>937</td>
<td>137</td>
<td>344</td>
<td>1,438</td>
</tr>
<tr>
<td>Attr.</td>
<td>3,070</td>
<td>74</td>
<td></td>
<td>3,144</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>11,802</strong></td>
</tr>
</tbody>
</table>

Table 4: Thematic class mapping

<table>
<thead>
<tr>
<th></th>
<th>RST-DT</th>
<th>Annodis</th>
<th>RST-ST</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reason</td>
<td>52</td>
<td>128 (+)</td>
<td>77</td>
<td><strong>1245†</strong></td>
</tr>
<tr>
<td>Result</td>
<td>159</td>
<td>162 (*)</td>
<td>193</td>
<td></td>
</tr>
<tr>
<td>Cond.</td>
<td>285</td>
<td>20</td>
<td>53</td>
<td>406</td>
</tr>
<tr>
<td>Excep.</td>
<td>43</td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Purp.</td>
<td>568</td>
<td>94</td>
<td>127</td>
<td>789</td>
</tr>
<tr>
<td>Motiv.</td>
<td>206</td>
<td>cf. (*)</td>
<td>28</td>
<td>234</td>
</tr>
<tr>
<td>Evid.</td>
<td>780</td>
<td>cf. (+)</td>
<td>98</td>
<td>878</td>
</tr>
<tr>
<td>Eval.</td>
<td>600</td>
<td>75</td>
<td>99</td>
<td>774</td>
</tr>
<tr>
<td>Cont.</td>
<td>352</td>
<td>58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conc.</td>
<td>293</td>
<td>143</td>
<td>50</td>
<td>1,378</td>
</tr>
<tr>
<td>Antith.</td>
<td>402</td>
<td></td>
<td>80</td>
<td></td>
</tr>
<tr>
<td><strong>Total CAUS. ARG.</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>5,704</strong></td>
</tr>
</tbody>
</table>

Table 5: Causal-Argumentative class mapping

5 Discussion and conclusions

We have presented a unified taxonomy for discourse relations which can be used to map existing annotations, and to annotate new corpora. We believe our taxonomy is robust across theoretical approaches, and can be applied to multiple languages.

A number of issues are outstanding, the first with regard to segmentation. Different corpora have followed different segmentation methodologies, sometimes impacting the types of relations present in the taxonomy, as is the case with the multiple subtypes of Elaboration relations in the RST-DT corpus. Our intention is to provide coarse and fine-grained segmentation options, so that either can be adopted, depending on the goals of the research.

More crucial to the task of unifying annotations is the issue of the structure of the discourse. RST, RST-DT and RST-ST all take trees as the fundamental structure. SDRT, however, postulates graphs as the basic structure. On the other hand, mapping to a lexically-grounded approach, like that in the PDTB, is certainly possible. We believe that mapping and predicting relations can be a theory-independent task, and that the rich annotations in PDTB are useful for tasks such as discourse parsing.

Two further practical aspects remain unresolved. First, relations with no correspondence across taxonomies need to be considered. One solution is to ignore them and then predict a partial structure for some texts. The second issue is the task of manual annotation. As we have pointed out, in cases where one original taxonomy is more detailed, mapping relations from that taxonomy onto an existing corpus may require further annotation. If annotation is undertaken, then that could solve our first practical problem, because then there is an opportunity to annotate some of the relations with no mapping.

Finally, an excellent test of the usefulness of the taxonomy would be to carry out experiments in discourse parsing. We would like to merge annotated corpora, and test whether the larger size of the training data improves the results of a discourse parser.
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Abstract

The Practical Lexical Function model (PLF) is a recently proposed compositional distributional semantic model which provides an elegant account of composition, striking a balance between expressiveness and robustness and performing at the state-of-the-art. In this paper, we identify an inconsistency in PLF between the objective function at training and the prediction at testing which leads to an over-counting of the predicate’s contribution to the meaning of the phrase. We investigate two possible solutions of which one (the exclusion of simple lexical vector at test time) improves performance significantly on two out of the three composition datasets.

1 Introduction

Compositional distributional semantic models (CDSMs) make an important theoretical contribution, explaining the meaning of a phrase by the meanings of its parts. They have also found application in psycholinguistics (Lenci, 2011), in sentiment analysis (Socher et al., 2012), and in machine translation (Kalchbrenner and Blunsom, 2013).

A first generation of CDSMs represented all words as vectors and combined them by component-wise operations (Mitchell and Lapata, 2010). Given the conceptual limitations of this simple approach, numerous models were subsequently proposed which represent the meaning of predicates as higher-order algebraic objects such as matrices and tensors (Baroni and Zamparelli, 2010; Guevara, 2010; Coecke et al., 2010). For example, one-place predicates such as adjectives or intransitive verbs can be modeled as matrices (order-2 tensors), and two-place predicates, e.g., transitive verbs, as order-3 tensors, and so forth. While such tensors enable mathematically elegant accounts of composition, their large degrees of freedom lead to severe sparsity issues when they are learned from corpora.

The recently proposed Practical Lexical Function model (PLF; Paperno et al., 2014) represents a compromise between these two extremes by restricting itself to vectors and matrices, effectively reducing sparsity while retaining state-of-the-art performance across multiple datasets. It does away with tensors by ignoring interactions among the arguments of predicates $p$. Instead, each argument position $arg$ is modeled as a matrix $\mathbf{M}_{arg}$ that is applied to a vector for the argument’s meaning, $\mathbf{a}$. The meaning of the phrase is then defined as the sum of the lexical meaning of the predicate, $\mathbf{p}$, and the contributions of each argument (see Fig. 1). The matrices can be learned in a supervised manner with regression from pairs of corpus-extracted vectors for arguments and phrases.

In this paper, we identify an inconsistency between the training and testing phases of the PLF. More specifically, we show that its composition procedure leads to over-counting of the contribution of the predicate. We propose two remedies to harmonize the training and prediction phases – by excluding the predicate meaning from either training or testing. In an evaluation of the standard PLF and our variants on three datasets, we find that modifying the training phase fails, but that modifying testing phase improves performance on two out of three datasets. We analyze this effect in terms of a bias-variance tradeoff.
2 Debugging the PLF model

2.1 An Inconsistency

We have identified an inconsistency in the PLF model as a result of which the predicted vector for a phrase systematically differs from the corpus-observed vector of the phrase. We will illustrate it on a minimal example, the phrase “dogs sleep”.

Training Phase. The training of PLF creates three representations: (1), a lexical vector for the noun ($\vec{n}$); (2), the lexical vector for the verb ($\vec{v}$); and (3), a matrix for the subject argument position of the verb ($\vec{s}_v$). While (1) and (2) can be acquired directly from the corpus, (3) involves optimization, since the matrix (3) is supposed to account for the verb’s disambiguating effect on all its subjects. PLF proposes to learn matrices via regression problems such as the following (Guevara, 2010), where $subj(v)$ comprises the subjects seen with the verb $v$: \(^{1}\)

$$\vec{s}_v := \text{argmin}_M \sum_{n \in subj(v)} \|M \times \vec{n} - \vec{n} \vec{v}\|^2 \quad (1)$$

That is, the verb’s subject matrix is learned as the matrix which, multiplied with a subject noun vector, best predicts the noun-verb phrase vector. If we assume that the verb of our example (sleep) is only seen with a single noun in the corpus, namely its subject dog, Eq. (1) has a particularly simple solution where the matrix can perfectly predict the phrase vector:

$$\vec{s}_s \times \text{sleep} \times \text{dog} = \text{sleep} \times \text{dog} \quad (2)$$

Testing Phase. PLF predicts the phrase meaning $\mathcal{P}$ for our example as predicate plus argument meaning:

$$\mathcal{P}(\text{dog sleeps}) = \text{sleep} + \text{sleep} \times \text{dog} \quad (3)$$

Intuitively, what we would expect as the result of this computation to be dog sleeps — the empirically observed vector for the noun-verb phrase. However, substituting Eq. (2) into Eq. (3), we instead obtain:

$$\mathcal{P}(\text{dog sleeps}) = \text{sleep} + \text{dog sleeps} \quad (4)$$

The predicted phrase meaning does not correspond to the empirical phrase vector because in PLF, the verb contributes twice to the phrase meaning.

Discussion. This issue remains pertinent beyond the minimal example presented above. The reason is a discrepancy between the training and test setups: The argument matrices in PLF are learned so as to predict the complete phrase vector when multiplied with an argument (compare Eq. (1)).\(^{2}\) This objective is inconsistent with the way phrase vectors are predicted at test time. The addition of the predicate’s lexical vector thus amounts to a systematic over-counting of the predicate’s lexical contribution.

2.2 Two Ways to Remedy the Inconsistency

The above description gives direct rise to two simple strategies to harmonize training and test procedures.

Adapting the Training Phase. One strategy is to adapt the training objective from Eq. (1). Recognizing that the predicate vector is added in by Eq. (3) at test time, we can attempt to learn a matrix that predicts not the phrase vector, but the difference between the phrase vector and the predicate vector. That means, the matrices capture only the disambiguating contribution of argument positions such as subject:

$$\vec{v} = \text{argmin}_M \sum_{n \in subj(v)} \|M \times \vec{n} - (\vec{n} \vec{v} - \vec{v})\|^2 \quad (5)$$

Adapting the Testing Phase. Another strategy is to adapt the phrase meaning prediction at test time by simply leaving out the predicate vector. For subject-verb combinations, we predict $\mathcal{P}(n \quad v) = \vec{v} \times \vec{n}$.

---

\(^{1}\)All matrices are learned using least-squares regression and, for the sake of simplicity, we ignore regularization. Adjective matrices are obtained in the same fashion.

\(^{2}\)A formal, more general argument can be made based on the error term $\vec{e} = \vec{v} \times \vec{n} - \vec{n} \vec{v}$ which is minimized in training.
Table 1: Example of experimental items in the ANV data sets (target verb: charge).

<table>
<thead>
<tr>
<th>Verb in context</th>
<th>Landmark in context</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>private landlord charge annual rent</td>
<td>private landlord accuse annual rent</td>
<td>low</td>
</tr>
<tr>
<td>private landlord charge annual rent</td>
<td>private landlord bill annual rent</td>
<td>high</td>
</tr>
<tr>
<td>armed police charge unemployed person</td>
<td>armed police accuse unemployed person</td>
<td>high</td>
</tr>
<tr>
<td>armed police charge unemployed person</td>
<td>armed police bill unemployed person</td>
<td>low</td>
</tr>
</tbody>
</table>

For transitive sentences (cf. Figure 1), we predict $P(n \ v \ n) = S_{v} × n + O_{v} × n$ (the sum of the subject and the object contributions), and analogously for other constructions.

3 Experimental Setup

Evaluation Datasets. We evaluate the modifications from the last section on three standard benchmarks for CDSMs: ANV-1 (Kartsaklis et al., 2013), ANV-2 (Grefenstette, 2013) (Paperno et al.’s term) and NVN (Grefenstette and Sadrzadeh, 2011) (our term).

As the abbreviations indicate, the two ANV datasets contain transitive verbs whose NP arguments are modified by arguments; the NVN dataset contains only bare noun arguments. All three datasets are built around ambiguous target verbs that are combined with two disambiguating contexts (subjects plus objects) and two landmark verbs in a balanced design (cf. Table 1). Each context matches one of the landmark verbs, but not the other. Annotators were asked to rate the similarity between the target verb in context and the landmark on a Likert scale.

Corpus and Co-Occurrences. We followed the specifications by Paperno et al. (2014) as closely as possible to replicate the original PLF results. As corpora, we used ukWAC, English Wikipedia, and the BNC. We extracted a square co-occurrence matrix for the 30K most frequent content words using a 3-word window and applied the PPMI transformation. Subsequently, the matrix was reduced to 300 dimensions with SVD. In the same manner, we built a co-occurrence matrix for all corpus bigrams for relevant adjectives and verbs from the experimental materials, applying a frequency threshold of 5.

Composition Models and Evaluation. We build matrix representations for adjectives and subject and object positions of verbs using the DISSECT toolkit (Dinu et al., 2013). In addition to the standard PLF model, which we see as a baseline, we implement both proposals from Section 2.2. On the NVN dataset, both training and test modification can apply only to the verb (cf. Figure 1), which gives us two conditions. On the ANV datasets (cf. Figure 2), the changes can be applied to the verb, to the adjectives, or to both, for a total of six conditions.

Our evaluation measure is the nonparametric Spearman correlations between each annotator’s similarity rating and the cosine between the predicted sentence vectors containing the ambiguous and landmark verb, respectively.

4 Evaluation

Main Results. The main results are shown in Table 2. Our PLF re-implementation in the first column almost replicates the results reported by Paperno et al. (2014) for ANV-1 and ANV-2 (20 and 36, respectively). On NVN, no results for the PLF were previously reported. Our result (35.4) is substantially above the result of 21.0 reported by Greffenstette and Sadrzadeh (2011) for their categorial model. This supports our general focus on the PLF as an interesting target for analysis.
The results for the training phase modification are overwhelmingly negative. There is a minor degradation when the adjective is subtracted at training time, and major degradation when the verb is subtracted. We will come back to this result below.

In contrast, we obtain improvements when we modify the test phase, when we either leave out the verb or both the verb and the adjective in the composition. For two out of the three datasets, the respective best models perform statistically significantly better than the PLF as determined by a bootstrap resampling test (Efron and Tibshirani, 1993): ANV AN1 (+1.5%, \( p < 0.05 \)) and NVN (+5.2%, \( p < 0.01 \)). The improvement for ANV AN2 (+0.5%) is not large enough to reach significance.

**Discussion.** These results leave us with two main questions: (a), why does the modification at training time fail so completely; and (b), can we develop a better understanding of the kind of improvement that the modification at test time introduces?

Regarding question (a), we believe that the difference between the phrase vector and the predicate vector that we are training the matrix to predict in Eq. (5) is, in practice, a very brittle representation. The reason is that typically the phrase \( \nu v \) is much less frequent than \( v \), and therefore \( \hat{\nu} \hat{v} \approx \hat{v} \) (cf. Figure 3). Consequently, the matrix attempts to predict the verb vector from the noun – not only a very hard problem, but one that does not help solve the task at hand.

To answer question (b), we perform a mixed effects linear regression analysis (Hedeker, 2005) on the three datasets, concentrating on a comparison of the standard PLF and the best respective test phase modification. We follow the intuition that the frequency and ambiguity of the target verbs should influence the quality of the prediction both in the PLF and in the modified model, and that it might be informative to look at differences in these effects. To this effect, we construct a mixed-effects model which predicts, for each experimental item (cf. Table 1), the absolute rank difference between the item’s rank in the gold standard ratings and the item’s rank in the model prediction. Thus, high values of the output variable denote items which are difficult to predict, while low values of the output variable denote items which are easy to predict. As fixed effects, we include the target verbs’ logarithmized corpus frequencies (logf), their ambiguities, measured as the number of WordNet top nodes subsuming their synsets (ambig), the presence of the test phase modification (NoVerb for ANV AN2 and NVN, NoBoth for ANV AN1; ModTest) as well as interaction terms between ModTest and the two other predictors. We also include the identity of the target verb as random effect.

The results are shown in Table 3. There are considerable differences between the datasets, but the overall patterns are nevertheless comparable. Notably, frequency has a negative effect on rank difference. In other words, more frequent verbs are easier to predict. Conversely, the ambiguity of the target verb has a positive effect on rank difference, that is, higher ambiguity makes predictions more difficult. Both of these effects are very strong on ANVAN1 and NVN

<table>
<thead>
<tr>
<th>Dataset</th>
<th>PLF</th>
<th>Sub Adj</th>
<th>Sub Verb</th>
<th>Sub Both</th>
<th>No Adj</th>
<th>No Verb</th>
<th>No Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANVAN1</td>
<td>20.6</td>
<td>18.7</td>
<td>-0.3</td>
<td>3.8</td>
<td>19.2</td>
<td>20.7</td>
<td>22.1</td>
</tr>
<tr>
<td>ANVAN2</td>
<td>35.2</td>
<td>32.8</td>
<td>13.8</td>
<td>17.0</td>
<td>33.8</td>
<td>35.7</td>
<td>35.4</td>
</tr>
<tr>
<td>NVN</td>
<td>35.4</td>
<td>–</td>
<td>25.5</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>40.6**</td>
</tr>
</tbody>
</table>

Table 2: Experimental results (Spearman’s \( \rho \)) on three dataset. Significant improvements over the PLF results are indicated with stars (*: \( p < 0.05 \), **: \( p < 0.01 \)), – denotes non-applicability of parameter.

<table>
<thead>
<tr>
<th></th>
<th>ANVAN1</th>
<th>ANVAN2</th>
<th>NVN</th>
</tr>
</thead>
<tbody>
<tr>
<td>logf</td>
<td>-359***</td>
<td>-182 n.s.</td>
<td>-96***</td>
</tr>
<tr>
<td>ambig</td>
<td>118***</td>
<td>8 n.s.</td>
<td>6***</td>
</tr>
<tr>
<td>ModTest</td>
<td>438***</td>
<td>-2606***</td>
<td>-1413***</td>
</tr>
<tr>
<td>ModTest:logf</td>
<td>-53**</td>
<td>165***</td>
<td>94***</td>
</tr>
<tr>
<td>ModTest:ambig</td>
<td>20*</td>
<td>32***</td>
<td>8***</td>
</tr>
</tbody>
</table>

Table 3: Coefficients of Linear Mixed Effects Model. *: \( p < 0.05 \); **: \( p < 0.01 \); ***: \( p < 0.001 \). See text for details.
The coefficients that we obtain for ModTest look puzzling at first glance: we obtain a negative coefficient (i.e., an overall improvement) only for ANVAN2 and NVN while the coefficient is positive for ANVAN1. For ANVAN1, the improvement is brought about by the interaction with the frequency variable: when the test phase is modified, the (beneficial) effect of frequency becomes much stronger, that is, the predictions for high-frequency verbs improve. In contrast, the effect of frequency becomes weaker for the test phase modification on ANVAN2 and NVN. What is true for all three datasets is that the effect of ambiguity gets stronger when the test phase is modified: ambiguous verbs become significantly more difficult to model.

On the basis of this analysis, we believe that this difference between the standard PLF and our test phase modification can be understood as a classical bias-variance tradeoff: the addition of the predicate meaning in the standard PLF reduces variance, ensuring that the phrase meaning stays close to the predicate meaning prior even for matrices that are difficult to learn, e.g., due to sparse data or high ambiguity. At the same time, this dilutes the disambiguating effect of composition. In our modified scheme, the situation is reversed: the composed representations vary more freely, which benefits well-learned matrices but leads to worse predictions for poorly learned ones.

5 Conclusion

In this paper, we have presented an analysis of the recent Practical Lexical Function (PLF) model in compositional distributional semantics. We have shown that the PLF contains an inconsistency between the objective function at training time and the definition of compositional phase construction at testing time. We have argued that either training or testing needs to be modified to harmonize the two. Our empirical evaluation found that testing phase modification is indeed effective (by reducing bias in the predictions), while the training phase modification is not (by relying on brittle representations). In the spirit of the bias-variance analysis, future work is to experiment with weighting schemes to optimize the relative contributions of predicate and arguments.
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Abstract

Based on the hypothesis that frame-semantic parsing and event extraction are structurally identical tasks, we retrain SEMAFOR, a state-of-the-art frame-semantic parsing system to predict event triggers and arguments. We describe how we change SEMAFOR to be better suited for the new task and show that it performs comparable to one of the best systems in event extraction. We also describe a bias in one of its models and propose a feature factorization which is better suited for this model.

1 Introduction

Event Extraction is a task in information extraction where mentions of predefined events are extracted from texts. We follow the task definition of the Automatic Content Extraction (ACE) program of 2005. It defines 33 event types, organized in eight categories. Each event type has associated roles, e.g., ATTACK has the roles attacker, target, and instrument, whereas DIE has the roles agent, victim, and instrument. The roles place and time are shared by all event types.

ACE events occur only within sentences. Each event is indicated by a word, the trigger. The roles associated with the respective event type are filled by zero or more arguments. Most arguments are mentions of entities, e.g. persons, locations, or organizations. Some arguments are mentions of points in time, amounts of money, etc. Arguments may be shared by multiple events and may play different roles in each of them.

Figure 1 illustrates an example. The sentence contains two events, DIE and ATTACK, triggered by “died” and “fired”, respectively. For DIE, the roles victim, instrument, and place are filled with the arguments “cameraman”, “American tank”, and “Baghdad”, respectively. For ATTACK, the role target has two arguments, namely “cameraman” and “Palestine hotel”, the roles instrument, and place have the arguments, “American tank”, and “Baghdad”, respectively. Three arguments are shared. One of them, “cameraman”, plays different roles in the events, namely victim of DIE and target of ATTACK.

Frame-semantic parsing is the task of extracting semantic predicate-argument structures from texts. It is built on the theory of frame semantics and FrameNet (Fillmore et al., 2003; Das et al., 2014). As in event extraction, frames occur within sentences and have triggers and roles (called lexical units and frame elements).

Our hypothesis is that the two tasks are structurally identical. From a computational point of view, they differ only in feature types. We can use the same approach and infrastructure to tackle both. Based on this hypothesis, we retrain a frame-semantic parsing system, SEMAFOR, for event extraction.

We describe differences between frame-semantic parsing and event extraction and the adaptions needed to better prepare SEMAFOR for the new task. We also describe a bias in the trigger classification model which affects frame-semantic parsing as well as event extraction and propose a new factorization of features which is better suited for this
In Baghdad, a cameraman died when an American tank fired on the Palestine Hotel. Figure 1: A sentence with two event instances, a DIE event triggered by the word “died”, and an ATTACK event triggered by “fired”. Three arguments are shared by both events.

model. Finally, we evaluate the retrained system on the ACE 2005 data (Walker et al., 2006).

2 Related Work

Many approaches to event extraction do not cross sentence boundaries, e.g. Grishman et al. (2005), Ahn (2006), Lu and Roth (2012), Li et al. (2013) and Li et al. (2014). Only few approaches, like Ji and Grishman (2008) and Liao and Grishman (2010) go beyond sentences and even beyond documents in order to exploit richer context for the extraction of events.

While early systems usually predict triggers and arguments independently, more recent work employs joint inference, i.e., predicts triggers and arguments (or only arguments) jointly, e.g., Lu and Roth (2012), Li et al. (2013), and Li et al. (2014).

3 Approach

We make use of SEMAFOR, a state-of-the-art frame-semantic parsing system (Das et al., 2010)\(^1\). We retrain it to predict ACE events, i.e., triggers with event types and arguments for their roles, and make adaptions to better prepare it for event extraction. We call the new system SEMAFOR-E.

3.1 Trigger Classification

In order to classify triggers (single or multiple tokens), the original SEMAFOR uses a log-linear model. To cope with unknown triggers the model includes a latent variable iterating over triggers seen in training (called hidden units). At inference time, hidden units serve as prototypes for unknown words. The model is defined as

\[
e_i = \arg\max_{e \in E_i} \sum_{l \in L_e} p_\theta(e, l \mid t_i, x). \tag{1}
\]

\(e_i\) is the best event type for trigger \(t_i\) according to the model. \(E_i\) is the set of observed event types for \(t_i\). \(L_e\) is the set of triggers observed during training for event \(e\). All \(l \in L_e\) are called hidden units. \(p_\theta(e, l \mid t_i, x)\) gives the probability of \(e\) and a hidden unit \(l\) given the trigger \(t_i\) and a sentence \(x\). This probability is modeled as

\[
p_\theta(e, l \mid t_i, x) = \frac{1}{Z} \exp \theta^\top g(e, l, t_i, x). \tag{2}
\]

This is a conditional log-linear model with a normalization constant \(Z\), weights \(\theta\), and a vector-valued feature function \(g\).

The model is biased towards classes with many hidden units. In order to illustrate this, imagine there is only one feature which does not depend on hidden units, e.g., if there is a named entity in the sentence. During inference, the sum in Equation 1 is computed. As a constant, \(Z\) is ignored during inference. The named entity feature would be active for every hidden unit, having the same weight in every iteration, because features are always evaluated inside the sum. Then, the sum is not meaningful anymore, because the event with the most hidden units wins. This bias affects both, frame-semantic parsing and event extraction.

In order to weaken the bias we propose to separate features which actually depend on hidden units, e.g., because they capture lexical similarity to some of them, from features which do not, like the named entity feature. Then, inference is performed as

\[
e_i = \arg\max_{e \in E_i} \sum_{l \in L_e} \exp \theta^\top g'(e, l, t_i, x)
+ \exp \theta^\top g^*(e, t_i, x). \tag{3}
\]

\(g'\) is a function for features depending on hidden units, \(g^*\) is a function for the remaining features. In this way, activation frequencies of features become meaningful. However, the model is still biased towards events with many hidden units. This is problematic, because the distribution of triggers over events is diverse and arbitrary. The number of hidden units does not necessarily correlate with occurrence probabilities of events. On the other

\(^1\)http://www.ark.cs.cmu.edu/SEMAFOR/: we use version 2.1, without semi-supervised extensions or dual decomposition.
hand, the idea of known triggers being prototypes for events is appealing, therefore we did not change this part of the model.

3.2 Argument Classification

The argument model predicts the best argument $A_i$ for every role $r_k$ of an event $e_i$ given a set of spans $S$. In our experiments, spans are extents of gold mentions, including the empty span. The argument-role mapping is defined as

$$A_i(r_k) = \arg\max_{s \in S} p_\psi(s | r_k, e_i, t_i, x). \quad (4)$$

Again, a conditional log-linear model with weights $\psi$, a normalization constant $Z$, and a feature function $h$ is used to model $p_\psi$:

$$p_\psi = \frac{1}{Z} \exp \psi^\top h(s, r_k, e_i, t_i, x). \quad (5)$$

3.3 Adoptions

Based on our hypothesis that event extraction is structurally identical to frame-semantic parsing, we retrain SEMAFOR to predict ACE events. While the structure of the tasks may be identical, their behavior is not. It does not suffice to convert the ACE data to the right format and retrain the model.

There are two important differences between frame-semantic parsing and event extraction. First, in frame-semantic parsing, there is no ‘null class’ for triggers. A trigger may indicate multiple frames, but it always invokes one of them. In event extraction, we have potential triggers, which may or may not invoke events. Second, most event arguments are defined based on entity types. ACE distinguishes between the entity types person, organization, geopolitical entity, location, facility, vehicle, and weapon. For frame-semantic parsing, no such restriction in entity type exists. Thus, we need to introduce entity type features to tackle argument classification for event extraction. Such features are also useful for the trigger model.

One way to allow potential triggers to be classified as non-triggers is to introduce a null class to the event types. Each trigger in the training data also becomes a trigger of the null class (or null event). If a null event is triggered, we filter it out. Note that having a class with so many triggers biases our model towards it (Section 3.1). A less biased way would be to introduce a ‘null version’ of every event type, having the same triggers. However, we would have to predict twice as much classes (66 instead of 33). Having only one null class better exploits the limited training data. Furthermore, biasing SEMAFOR towards null events is acceptable because there are considerably more null events than events.

Allowing all triggers from the training data in prediction hurts performance, mainly due to triggers which coincide with high-frequency words like “be”. In order to prune the trigger set we compute a score for each trigger, catching its distribution among events and non-events: $s(t) = f_e / (f_e + f_n) d$. $f_e$ is the frequency of $t$ as an event trigger, $f_n$ is the frequency of $t$ in non-events, and $d$ is the number of events $t$ is a trigger of. The measure prefers triggers which are frequently triggers for only a few events. We filter all triggers with $s < 0.01^2$.

Finally, we changed the learning algorithm from the maximum entropy to the perceptron framework. This was done because the perceptron gives better performance for SEMAFOR and is considerably faster, e.g., the argument model can be trained in a few seconds instead of several hours. The new models have a simpler form because we do not have to compute probabilities anymore. The new trigger model is defined as

$$e_i = \arg\max_{e \in E_i} \sum_{l \in L_e} \theta^\top g'(e, l, t_i, x) + \theta^\top g^*(e, t_i, x). \quad (6)$$

The new argument model is defined as

$$A_i(r_k) = \arg\max_{s \in S} \psi^\top h(s, r_k, e_i, t_i, x). \quad (7)$$

Weights $\theta$ and $\psi$ are learned using a variant of the averaged perceptron (Collins, 2002), where we store feature vectors only after each pass through the training data.

3.4 Features

For the trigger model, SEMAFOR’s features include lemmas (of trigger tokens and of the head governor), dependencies of the head, if the head is equal to or has semantic relations with any hidden unit, as well

---

2The threshold was determined on development data.
as the type of these relations. Additionally, we include unigrams and bigrams around the trigger in a window of two. Following Li et al. (2013), we also look at the mention nearest to the trigger. We include its entity type and its string representation as features.

Potential triggers are compared to hidden units by semantic relations. We extend this by incorporating measures of semantic similarity. We compare tokens in the actual sentence with tokens of all sentences the actual hidden unit appeared in (in the training data) and with tokens of all sentences all hidden units of the actual frame appeared in. The comparison is made in terms of cosine similarity.

SEMAFOR’s features for the argument model characterize the actual span (its length, tokens, and head dependencies), the voice and string representation of the trigger, and the dependency path between span and trigger heads. Additionally, we include the token before the argument and its part-of-speech, and all tokens and parts-of-speech between argument and trigger as features. Following Li et al. (2013), we also use as features the type of the entity the actual span represents, if it is the only mention of its entity type, or the nearest to the trigger.

4 Experiments

We trained SEMAFOR on the English ACE 2005 data. We followed Li et al. (2014) and removed the two smallest and most informal parts of the data, namely ‘conversational telephone speech’ and ‘Usenet newsgroups’. From the remaining 511 documents, 351 are used for training, 80 for development, and 80 for testing.

We follow standard evaluation procedures for triggers and events (Ji and Grishman, 2008). A trigger is correct, if its span and event type match a reference trigger. An argument is correct, if its span, event type, and role match a reference argument.

Table 1 summarizes results for SEMAFOR and a state-of-the-art system for event extraction (Li et al., 2013). To make a fair comparison, we report the numbers of their pipeline version, i.e., predicting trigger and arguments sequentially, as we do. Both systems use gold mentions and gold entity types. For SEMAFOR, we excluded all nested mentions of the same type: From “said [president [Obama]]”, the inner span would be excluded.

SEMAFOR’s recall is comparable to Li et al. (2013). However, their system gives a higher precision for both subtasks. We believe that the higher precision of their argument model comes from the higher precision of their trigger model. Similarly, the lower precision of SEMAFOR’s argument model is due to the lower precision of its trigger model. Because of this, SEMAFOR is a few F1 points below Li et al. (2013).

We note that there is only a minor drop in performance when comparing numbers for the development and test sets. This indicates that SEMAFOR’s performance is robust.

The biggest error source for trigger classification is missing triggers. The second biggest error source is confusion of events with null events. Consider the following example: “Saba hasn’t delivered yet”. SEMAFOR predicted a null event for the trigger “delivered” instead of the right BE-BORN event. The context it had to analyze did not suffice to overcome its bias towards null events. Even for humans it seems hard to infer the right event type here. One would need to know that “Saba” refers to a pregnant woman, which could be inferred from the document. However, the sentence alone does not provide enough information.

The biggest error source for argument classification is error propagation from the trigger model. The second major error source is the local prediction of arguments. It seems better to predict triggers and arguments jointly in order to weaken error propagation (Li et al., 2013; Li et al., 2014). For example, SEMAFOR finds a START-ORG event for the trigger “set up” in the following sentence: “At the site, equipment has been set up to test conventional explosives [… ]”. In such cases, the model would need to know that the argument “equipment” cannot fill the org role of START-ORG because it is no organization. Inferring triggers and arguments jointly would enable SEMAFOR to better prevent such errors.

5 Conclusions and Future Work

Based on the hypothesis that frame-semantic parsing and event extraction are structurally identical, we retrained a state-of-the-art frame-semantic pars-
Triggers | Arguments
<table>
<thead>
<tr>
<th>P</th>
<th>R</th>
<th>F₁</th>
<th>P</th>
<th>R</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEMAFOR_E dev</td>
<td>65.8</td>
<td>57.8</td>
<td>61.6</td>
<td>57.0</td>
<td>32.4</td>
</tr>
<tr>
<td>SEMAFOR_E test</td>
<td>62.6</td>
<td>56.8</td>
<td>60.0</td>
<td>53.5</td>
<td>33.3</td>
</tr>
<tr>
<td>Li et al. (2013)</td>
<td>74.5</td>
<td>59.1</td>
<td>65.9</td>
<td>65.4</td>
<td>33.1</td>
</tr>
</tbody>
</table>

Table 1: Evaluation results for SEMAFOR_E on the development and test sets compared to a state-of-the-art system.

For future work, we plan to incorporate mention detection into SEMAFOR_E. SEMAFOR’s segmentation approach is not suited for event extraction because it produces too many argument candidates. Furthermore, error analysis and evaluation suggest that we need to predict triggers and arguments jointly. We also plan to go beyond sentences and search for larger contexts which may be relevant for event extraction. These changes may also be beneficial for frame-semantic parsing.
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Abstract

We investigate from the competence standpoint two recent models of lexical semantics, algebraic conceptual representations and continuous vector models.

Characterizing what it means for a speaker to be competent in lexical semantics remains perhaps the most significant stumbling block in reconciling the two main threads of semantics, Chomsky’s cognitivism and Montague’s formalism. As Partee (1979) already notes (see also Partee 2013), linguists assume that people know their language and that their brain is finite, while Montague assumed that words are characterized by intensions, formal objects that require an infinite amount of information to specify.

In this paper we investigate two recent models of lexical semantics that rely exclusively on finite information objects: algebraic conceptual representations (ACR) (Wierzbicka, 1985; Kornai, 2010; Gordon et al., 2011), and continuous vector space (CVS) models which assign to each word a point in finite-dimensional Euclidean space (Bengio et al., 2003; Turian et al., 2010; Pennington et al., 2014). After a brief introduction to the philosophical background of these and similar models, we address the hard questions of competence, starting with learnability in Section 2; the ability of finite networks or vectors to replicate traditional notions of lexical relatedness such as synonymy, antonymy, ambiguity, polysemy, etc. in Section 3; the interface to compositional semantics in Section 4; and language-specificity and universality in Section 5. Our survey of the literature is far from exhaustive: both ACR and CVS have deep roots, with significant precursors going back at least to Quillian (1968) and Osgood et al. (1975) respectively, but we put the emphasis on the computational experiments we ran (source code and lexica available at github.com/kornai/4lang).

1 Background

In the eyes of many, Quine (1951) has demolished the traditional analytic/synthetic distinction, relegating nearly all pre-Fregean accounts of word meaning from Aristotle to Locke to the dustbin of history. The opposing view, articulated clearly in Grice and Strawson (1956), is based on the empirical observation that people make the call rather uniformly over novel examples, an argument whose import is evident from the (at the time, still nascent) cognitive perspective. Today, we may agree with Putnam (1976):

‘Bachelor’ may be synonymous with ‘unmarried man’ but that cuts no philosophic ice. ‘Chair’ may be synonymous with ‘moveable seat for one with back’ but that bakes no philosophic bread and washes no philosophic windows. It is the belief that there are synonymies and analyticities of a deeper nature - synonymies and analyticities that cannot be discovered by the lexicographer or the linguist but only by the philosopher - that is incorrect.
Fortunately, one philosopher’s trash may just turn out to be another linguist’s treasure. What Putnam has demonstrated is that “a speaker can, by all reasonable standards, be in command of a word like water without being able to command the intension that would represent the word in possible worlds semantics” (Partee, 1979). Computational systems of Knowledge Representation, starting with the Teachable Word Comprehender of Quillian (1968), and culminating in the Deep Lexical Semantics of Hobbs (2008), carried on this tradition of analyzing word meaning in terms of ‘essential’ or ‘analytic’ components.

A particularly important step in this direction is the emergence of modern, computationally oriented lexicographic work beginning with Collins-COBUILD (Sinclair, 1987), the Longman Dictionary of Contemporary English (LDOCE) (Boguraev and Briscoe, 1989), WordNet (Miller, 1995), FrameNet (Fillmore and Atkins, 1998), and VerbNet (Kipper et al., 2000). Both the network- and the vector-based approach build on these efforts, but through very different routes.

Traditional network theories of Knowledge Representation tend to concentrate on nominal features such as the IS-A links (called hypernyms in WordNet) and treat the representation of verbs somewhat haphazardly. The first systems with a well-defined model of predication are the Conceptual Dependency model of Schank (1972), the Natural Syntax Metalanguage (NSM) of Wierzbicka (1985), and a more elaborate deep lexical semantics system that is still under construction by Hobbs and his coworkers (Hobbs, 2008; Gordon et al., 2011). What we call algebraic conceptual representation (ACR) is any such theory encoded with colored directed edges between the basic conceptual units. The algebraic approach provides a better fit with functional programming than the more declarative, automata-theoretic approach (Huet and Razet, 2008), and makes it possible to encode verbal subcategorization (case frame) information that is at the heart of FrameNet and VerbNet in addition to the standardly used nominal features (Kornai, 2010).

Continuous vector space (CVS) is also not a single model but a rich family of models, generally based on what Baroni (2013) calls the distributional hypothesis, that semantically similar items have similar distribution. This idea, going back at least to Firth (1957) is not at all trivial to defend, and not just because defining ‘semantically similar’ is a challenging task: as we shall see, there are significant design choices involved in defining similarity of vectors as well. To the extent CVS representations are primarily used in artificial neural net models, it may be helpful to consider the state of a network being described by the vector whose nth coordinate gives the activation level of the nth neuron. Under this conception, the meaning of a word is simply the activation pattern of the brain when the word is produced or perceived. Such vectors have very large (10^10) dimension so dimension reduction is called for, but direct correlation between brain activation patterns and the distribution of words has actually been detected (Mitchell et al., 2008).

2 Learnability

The key distinguishing feature between ‘explanatory’ or competence models and ‘descriptive’ or performance models is that the former, but not the latter, come complete with a learning algorithm (Chomsky, 1965). Although there is a wealth of data on children’s acquisition of lexical entries (McKeown and Curtis, 1987), neither cognitive nor formal semantics have come close to formulating a robust theory of acquisition, and for intensions, infinite information objects encoding the meaning in the formal theory, it is not at all clear whether such a learning algorithm is even possible.

2.1 The basic vocabulary

The idea that there is a small set of conceptual primitives for building semantic representations has a long history both in linguistics and AI as well as in language teaching. The more theory-oriented systems, such as Conceptual Dependency and NSM assume only a few dozen primitives, but have a disquieting tendency to add new elements as time goes by (Andrews, 2015). In contrast, the systems intended for teaching and communication, such as Basic English (Ogden, 1944) start with at least a thousand primitives, and assume that these need to be further supplemented by technical terms from various domains. Since the obvious learning algorithm based on any such reductive system is one where the primi-
tives are assumed universal (and possibly innate, see Section 5), and the rest is learned by reduction to the primitives, we performed a series of ‘ceiling’ experiments aiming at a determination of how big the universal/innate component of the lexicon must be. A trivial lower bound is given by the current size of the NSM inventory, 65 (Andrews, 2015), but as long as we don’t have the complete lexicon of at least one language defined in NSM terms the reductivity of the system remains in doubt.

For English, a Germanic language, the first provably reductive system is the Longman Defining Vocabulary (LDV), some 2,200 items, which provide a sufficient basis for defining all entries in LDOCE (using English syntax in the definitions). Our work started with a superset of the LDV that was obtained by adding the most frequent words according to the Google unigram count (Brants and Franz, 2006) and the BNC, as well as the most frequent words from a Slavic, a Finnougric, and a Romance language (Polish, Hungarian, and Latin), and Whitney (1885) to form the 4lang conceptual dictionary, with the long-term design goal of eventually providing reductive definitions for the vocabularies of all Old World languages. Ács et al. (2013) describes how bindings in other languages can be created automatically and compares the reductive method to the familiar term- and document-frequency based searches for core vocabulary.

This superset of LDV, called ‘4lang’ in Table 1 below, can be considered a directed graph whose nodes are the disambiguated concepts (with exponents in four languages) and whose edges run from each definiendum to every concept that appears in its definition. Such a graph can have many cycles. Our main interest is with selecting a defining set which has the property that each word, including those that appear in the definitions, can be defined in terms of members of this set. Every word that is a true primitive (has no definition, e.g. the basic terms of the Schank and NSM systems) must be included in the defining set, and to these we must add at least one vertex from every directed cycle. Thus, the problem of finding a defining set is equivalent to finding a feedback vertex set (FVS) a problem already proven NP-complete in Karp (1972). Since we cannot run an exhaustive search, we use a heuristic algorithm which searches for a defining set by gradually eliminating low-frequency nodes whose outgoing arcs lead to not yet eliminated nodes, and make no claim that the results in Table 1 are optimal, just that they are typical of the reduction that can be obtained by modest computation. We defer discussion of the last line to Section 4, but note that the first line already implies that a defining set of 1,008 concepts will cover all senses of the high frequency items in the major Western branches of IE, and to cover the first (primary) sense of each word in LDOCE 361 words suffice.

<table>
<thead>
<tr>
<th>Dictionary</th>
<th>#words</th>
<th>FVS</th>
</tr>
</thead>
<tbody>
<tr>
<td>4lang (all senses)</td>
<td>31,192</td>
<td>1,008</td>
</tr>
<tr>
<td>4lang (first senses)</td>
<td>3,127</td>
<td>361</td>
</tr>
<tr>
<td>LDOCE (all senses)</td>
<td>79,414</td>
<td>1,061</td>
</tr>
<tr>
<td>LDOCE (first senses)</td>
<td>34,284</td>
<td>376</td>
</tr>
<tr>
<td>CED (all senses)</td>
<td>154,061</td>
<td>6,490</td>
</tr>
<tr>
<td>CED (first senses)</td>
<td>80,495</td>
<td>3,435</td>
</tr>
<tr>
<td>en.wiktionary (all senses)</td>
<td>369,281</td>
<td>2,504</td>
</tr>
<tr>
<td>en.wiktionary (first senses)</td>
<td>304,029</td>
<td>1,845</td>
</tr>
<tr>
<td>formal</td>
<td>2,754</td>
<td>129</td>
</tr>
</tbody>
</table>

Table 1: Properties of four different dictionaries

While a feedback vertex set is guaranteed to exist for any digraph (if all else fails, the entire set of vertices will do), it is not guaranteed that there exists one that is considerably smaller than the entire graph. (For random digraphs in general see Dutta and Subramanian 2010, for highly symmetrical lattices see Zhou 2013 ms.) In random digraphs under relatively mild conditions on the proportion of edges relative to nodes, Łuczak and Seierstad (2009) show that a strong component essentially the size of the entire graph will exist. Fortunately, digraphs built on definitions are not at all behaving in a random fashion, the strongly connected components are relatively small, as Table 1 makes evident. For example, in the English Wiktionary, 369,281 definitions can be reduced to a core set of 2,504 defining words, and in CED we can find a defining set of 6,490 words, even though these dictionaries, unlike LDOCE, were not built using an explicit defining set. Since LDOCE pioneered the idea of actively limiting the defining vocabulary, it is no great surprise that it has a small feedback vertex set, though everyday users of the LDV may be somewhat sur-
prised that less than half (1,061 items) of the full defining set (over 2,200 items) are needed.

We also experimented with an early (pre-COBUILD) version of the Collins English Dictionary (CED), as this is more representative of the traditional type of dictionaries which didn’t rely on a defining vocabulary. In 154,061 definitions, 65,891 words are used, but only 15,464 of these are not headwords in LDOCE. These words appear in less than 10% of Collins definitions, meaning that using LDOCE as an intermediary the LDV is already sufficient for defining over 90% of the CED word senses. An example of a CED defining word missing not just from LDV but the entire LDOCE would be aigrette ‘a long plume worn on hats or as a headdress, esp. one of long egret feathers’.

This number could be improved to about 93% by detail parsing of the CED definitions. For example, aigrette actually appears as crossreference in the definition of egret, and deleting the cross-reference would not alter the sense of egret being defined. The remaining cases would require better morphological parsing of latinate terms than we currently have access to: for now, many definitions cannot be automatically simplified because the system is unaware that e.g. nitrobacterium is the singular of nitrobacteria. Manually spot-checking 2% of the remaining CED words used in definitions found over 75% latinate technical terms, but no instances of undefinable non-technical senses that would require extending the LDV. This is not that every sense of every nontechnical word of English is listed in LDOCE, but inspecting even more comprehensive dictionaries such as the Concise Oxford Dictionary or Webster’s 3rd makes it clear that their definitions use largely words which are themselves covered by LDOCE. Thus, if we see a definition such as naphtha ‘kinds of inflammable oil got by dry distillation of organic substances as coal, shale, or petroleum’ we can be nearly certain that words like inflammable which are not part of the LDV will nevertheless be definable in terms of it, in this case as ‘materials or substances that will start to burn very easily’.

The reduction itself is not a trivial task, in that a simplified definition of naphtha such as ‘kinds of oils that will start to burn very easily and are produced by dry distillation . . . ’ can eliminate inflammable only if we notice that the ‘oil’ in the definition of naphtha is the ‘material or substance’ in the definition of inflammable. Similarly, we have to understand that ‘got’ was used in the sense obtained or produced, that dry distillation is a single concept ‘the heating of solid materials to produce gaseous products’ that is not built compositionally from dry and distillation in spite of being written as two separate words, and so forth. Automated detection and resolution of these and similar issues remain challenging NLP tasks, but from a competence perspective it is sufficient to note that manual substitution is performed effortlessly and near-uniformly by native speakers.

### 2.2 Learnability in CVS semantics

The reductive theory of vocabulary acquisition is a highly idealized one, for surely children don’t learn the meaning of sharp by their parents telling them it means ‘having a thin cutting edge or point’. Yet it is clear that computers that lack a sensory system that would deliver intense signals upon encoun-

---

**Figure 1: Original definition of naphtha**

**Figure 2: Reduced definition of naphtha**
tering sharp objects can nevertheless acquire something of the meaning by pure deduction (assuming also that they are programmed to know that cutting one’s body will cause pain) and further, the dominant portion of the vocabulary is not connected to direct sensory signals but is learned from context (see Chapter 6 of McKeown and Curtis 1987).

This brings us to CVS semantics, where learning theory is idealized in a very different way, by assuming that the learner has access to very large corpora, gigaword and beyond. We must agree with Miller and Chomsky (1963) that in real life a child exposed to a word every second would require over 30 years to hear gigaword amounts, but we take this to be a reflection of the weak inferencing ability of current statistical models, for there is nothing in the argument that says that models that are more efficient in extracting regularities can’t learn these from orders of magnitude less data, especially as children are known to acquire words based on a single exposure. For now, such one shot learning remains something of an ideal, in that CVS systems prune infrequent words (Collobert et al., 2011; Mikolov et al., 2013a; Luong et al., 2013), but it is clear that both CVS and ACR have the beginnings of a feasible theory of learning, while the classical theory of meaning postulates offers nothing of the sort, not even for the handful of lexical items (tense and aspect markers in particular, see Dowty 1979) where the underlying logic has the resources to express these.

### 3 Lexical relatedness

Ordinary dictionary definitions can be mined to recover the conceptual entailments that are at the heart of lexical semantic competence. Whatever naphtha is, knowing that it is inflammable is sufficient for knowing that it will start to burn easily. It is a major NLP challenge to make this deduction (Dagan et al. 2006), but ACR can store the information trivially and make the inference by spreading activation.

We implemented one variant of the ACR theory of word meaning by a network of Eilenberg machines (Eilenberg, 1974) corresponding to elements of the reduced vocabulary. Eilenberg machines are a simple generalization of the better known finite state automata (FSA) and transducers (FSTs) that have become standard since Koskenniemi (1983) in describing the rule-governed aspects of the lexicon, morphotactics and morphophonology (Huet and Razet, 2008; Kornai, 2010). The methods we use for defining word senses (concepts) are long familiar from Knowledge Representation. We assume the reader is familiar with the knowledge representation literature (for a summary, see Brachman and Levesque 2004), and describe only those parts of the system that differ from the mainstream assumptions. In particular, we collapse attribution, unary predication, and links in a single link type ‘0’ (as in Figs. 1-2 above) and have only two other kinds of links to distinguish the arguments of transitive verbs, ‘1’ corresponding to subject/agent; and ‘2’ to object/patient. The treatment of other link types, be they construed as grammatical functions or as deep cases or even thematic slots, is deferred to Section 4.

By creating graphs for all LDOCE headwords based on dependency parses of their definitions (the ‘literal’ network of Table 1) using the unlexicalized version of the Stanford Dependency Parser (Klein and Manning, 2003), we obtained measures of lexical relatedness by defining various similarity metrics over pairs of such graphs. The intuition underlying all these metrics is that two words are semantically similar if their definitions overlap in (i) the concepts present in their definitions (e.g. the definition of both train and car will make reference to the concept vehicle) and (ii) the binary relations they take part in (e.g. both street and park are in town). While such a measure of semantic similarity builds more on manual labor (already performed by the lexicographers) than those gained from state-of-the-art CVS systems, recently the results from the ‘literal’ network have been used in a competitive system for measuring semantic textual similarity (Recski and Ács, 2015). In Section 4 we discuss the ‘formal’ network of Table 1 built directly on the concept formulae. By spectral dimension reduction of the incidence matrix of this network we can create an embedding that yields results on world similarity tasks comparable to those obtained from corpus-based embeddings (Makrai et al., 2013).

CVS models can be explicitly tested on their ability to recover synonymy by searching for the nearest word in the sample (Mikolov et al., 2013b); antonymy by reversing the sign of the vector (Zweig, 2014); and in general for all kinds of analogical
statements such as *king is to queen as man is to woman* by vector addition and subtraction (Mikolov et al., 2013c); not to speak of cross-language paraphrase/translation (Schwenk et al., 2012), long viewed a key intermediary step toward explaining competence in a foreign language.

Currently, CVS systems are clearly in the lead on such tasks, and it is not clear what, if anything, can be salvaged from the truth-conditional approach to these matters. At the same time, the CVS approach to quantifiers is not mature, and ACR theories support generics only. These may look like backward steps, but keep in mind that our goal in competence modeling is to characterize everyday knowledge, shared by all competent speakers of the language, while quantifier and modal scope ambiguities are something that ordinary speakers begin to appreciate only after considerable schooling in these matters, with significant differences between the naive (preschool) and the learned adult systems (É. Kiss et al., 2013). On the traditional account, only subsumption (IS_A or ‘0’) links can be easily recovered from the meaning postulates, the cognitively central similarity (as opposed to exact synonymy) relations receive no treatment whatsoever, since similarity of meaning postulates is undefined.

4 Lexical lookup

The interaction with compositional semantics is a key issue for any competence theory of lexical semantics. In the classical formal system, this is handled by a mechanism of *lexical lookup* that substitutes the meaning postulates at the terminal nodes of the derivation tree, at the price of introducing some lexical redundancy rule that creates the intensional meaning of each word, including the evidently non-intensional ones, based on the meaning postulates that encode the extensional meaning. (Ch. 19.2 of Jacobson (2014) sketches an alternative treatment, which keeps intensionality for the intended set of cases.) While there are considerable technical difficulties of formula manipulation involved, this is really one area where the classical theory shines as a competence theory – we cannot even imagine to create a learning algorithm that would cover the meaning of infinitely many complex expressions unless we had some means of combining the meanings of the lexical entries.

CVS semantics offers several ways of combining lexical entries, the simplest being simply adding the vectors together (Mitchell and Lapata, 2008), but the use of linear transformations (Lazaridou et al., 2013) and tensor products (Smolensky, 1990) has also been contemplated. Currently, an approach that combines the vectors of the parts to form the vector of the whole by recurrent neural nets appears to work best (Socher et al., 2013), but this is still an area of intense research and it would be premature to declare this method the winner. Here we concentrate on ACR, investigating the issue of the inventory of graph edge colors on the same core vocabulary as discussed above. The key technical problem is to bring the variety of links between verbs and their arguments under control: as Woods (1975) already notes, the naive ACR theories are characterized by a profusion of link types (graph edge colors).

We created a version of ACR that is limited to three link types. Both the usual network representations (digraphs, as in Figs. 1 and 2 above) and a more algebraic model composed of extended finite state automata (Eilenberg machines) are produced by parsing formulas defined by a formal grammar summarized in Figure 3. For ease of reading, in unary predication (e.g. *mouse → rodent*) we permit both prefix and suffix order, but with different kinds of paren: *mouse[rodent]* and *rodent(mouse)*; and we use infix notation (*cow MAKE milk*) for transitives (*cow → MAKE milk*, link types ‘1’ and ‘2’).

The right column of Figure 3 shows the digraph obtained from parsing the formula on the right hand side of the grammar rules. There are no ‘3’ or higher links, as ditransitives like *x give y to z* are decomposed at the semantic level into unary and binary atoms, in this case *CAUSE and HAVE, ‘x cause (z have y)’, see Kornai (2012) for further details. A digraph representing the whole lexicon was built in two steps: first, every clause in definitions was manually translated to a formula (which in turns is automatically translated into a digraph), then the digraphs were connected by unifying nodes that have the same label and no outgoing edges.

The amount of manual labor involved was considerably lessened by the method of Section 3 that
finds the feedback vertex set, in that once such a set is given, the rest could be built automatically. This gives us a means of investigating the prevalence of what would become different deep cases (colors, link types) in other KR systems. Deep cases are distinguishers that mediate between the purely semantic (theta) link types and the surface case/adposition system. We have kept our system of deep cases rather standard, both in the sense of representing a common core among the many proposals starting with Gruber (1965) and Fillmore (1968) and in the sense of aiming at universality, a subject we defer to the next section. The names and frequency of use in the core vocabulary are given in Table 2. The results are indicative of a primary (agent/patient, what we denote ‘1’/’2’), a secondary (DAT/REL/POSS), and a tertiary (locative) layer in deep cases – how these are mapped on language-specific (surface) cases will be discussed in Section 5.

<table>
<thead>
<tr>
<th>freq</th>
<th>abbreviation</th>
<th>comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>487</td>
<td>AGT</td>
<td>agent</td>
</tr>
<tr>
<td>388</td>
<td>PAT</td>
<td>patient</td>
</tr>
<tr>
<td>34</td>
<td>DAT</td>
<td>dative</td>
</tr>
<tr>
<td>82</td>
<td>REL</td>
<td>root or adpositional object</td>
</tr>
<tr>
<td>70</td>
<td>POSS</td>
<td>default for relational nouns</td>
</tr>
<tr>
<td>20</td>
<td>TO</td>
<td>target of action</td>
</tr>
<tr>
<td>15</td>
<td>FROM</td>
<td>source of action</td>
</tr>
<tr>
<td>3</td>
<td>AT</td>
<td>location of action</td>
</tr>
</tbody>
</table>

Table 2: Deep cases

To avoid problems with multiple word senses and with constructional meaning (as in dry distillation or dry martini) we defined each entry in this formal language (keeping different word senses such as light/739 ‘the opposite of dark’ and light/1381 ‘the opposite of heavy’ distinct by disambiguation indexes) and built a graph directly on the resulting conceptual network rather than the original LDOCE definitions. The feedback vertex set algorithm uroboros.py determined that a core set of 129 concepts are sufficient to define the others in the entire concept dictionary, and thus for the entire LDOCE or similar dictionaries such as CED or Webster’s 3rd. This upper bound is so close to the NSM lower bound of 65 that a blow-by-blow comparison would be justified.
5 Universality

The final issue one needs to investigate in assessing the potential of any purported competence theory is that of universality versus language particularity. For CVS theories, this is rather easy: we have one system of representation, finite dimensional vector spaces, which admits no typological variation, let alone language-specific mechanisms – one size fits all. As linguists, we see considerable variation among the surface, and possibly even among the deeper aspects of case linking (Smith, 1996), but as computational modelers we lack, as of yet, a better understanding of what corresponds to such mechanisms within CVS semantics.

ACR systems are considerably more transparent in this regard, and the kind of questions that we would want to pose as linguists have direct reflexes in the formal system. Many of the original theories of conceptual representation were English-particular, sometimes to the point of being as naive as the medieval theories of universal language (Eco, 1995). The most notable exception is NSM, clearly developed with the native languages of Australia in mind, and often exercised on Russian, Polish, and other IE examples as well. Here we follow the spirit of GFRG (Ranta, 2011) in assuming a common abstract syntax for all languages. For case grammar this requires some abstraction, for example English NPs must also get case marked (an idea also present in the ‘Case Theory’ of Government-Binding and related theories of transformational grammar). The main difference between English and the overtly case-marking languages such as Russian or Latin is that in English we compute the cases from prepositions and word order (position relative to the verb) rather than from overt morphological marking as standard. This way, the lexical entries can be kept highly abstract, and for the most part, universal. Thus the verb go will have a source and a goal. For every language there is a langspec component of the lexicon which stores e.g. for English the information that source is expressed by the preposition from and destination by to. For Hungarian the langspec file stores the information that source can be linked by delative, elative, and ablative; goal by illative, sublative, or terminative. Once this kind of language-specific variation is factored out, the go entry becomes before AT src, after AT goal. The same technique is used to encode both lexical entries and constructions in the sense of Berkeley Construction Grammar (CxG, see Goldberg 1995).

Whether two constructions (in the same language or two different languages) have to be coded by different deep cases is measured very badly, if at all, by the standard test suits used e.g. in paraphrase detection or question answering, and we would need to invest serious effort in building new test suites. For example, the system sketched above uses the same deep case, REL, for linking objects that are surface marked by quirky case and for arguments of predicate nominals. Another example is the dative/experiencer/beneficent family. Whether the experiencer cases familiar from Korean and elsewhere can be subsumed under the standard dative role (Fillmore, 1968) is an open question, but one that can at least be formulated in ACR. Currently we distinguish the dative DAT from possessive marking POSS, generally not considered a true case but quite prevalent in this function language after language: consider English (the) root of a tree, or Polish korzen drzewa. This is in contrast to the less frequent cases like (an excellent) occasion for martyrdom marked by obliques (here the preposition for). What these nouns (occasion, condition, reason, need) have in common is that the related word is goal of the definiendum in some sense. In these cases we use TO rather than POSS, a decision with interesting ramifications elsewhere in the system, but currently below the sensitivity of the standard test sets.

6 Conclusion

It is not particularly surprising that both CVS and ACR, originally designed as performance theories, fare considerably better in the performance realm than Montagovian semantics, especially as detailed intensional lexica have never been crafted, and Dowty (1979) remains, to this day, the path not taken in formal semantics. It is only on the subdomain of the logic puzzles involving Booleans and quantification that Montagovian solutions showed any promise, and these, with the exception of elementary negation, do not even appear in more down to
earth evaluation sets such as (Weston et al., 2015). The surprising conclusion of our work is that standard Montagovian semantics also falls short in the competence realm, where the formal theory has long been promoted as offering psychological reality.

We have compared CVS and ACR theories of lexical semantics to the classical approach based on meaning postulates by the usual criteria for competence theories. In Section 2 we have seen that both ACR and CVS are better in terms of learnability than the standard formal theory, and it is worth noting that the number of ACR primitives, 129 in the version implemented here, is less than the dimensions of the best performing CVS embeddings, 150-300, after data compression by PCA or similar methods. In Section 3 we have seen that lexical relatedness tasks also favor ACR and CVS over the meaning postulate approach (for a critical overview of meaning postulates in model-theoretic semantics see Zimmermann 1999), and in Section 4 we have seen that compositional semantics is handled in CVS semantics remains to be seen, but the problem is not a dearth of plausible mechanisms, but rather an overabundance of these.
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Abstract

The increasing amount of online content motivated the development of multi-document summarization methods. In this work, we explore straightforward approaches to extend single-document summarization methods to multi-document summarization. The proposed methods are based on the hierarchical combination of single-document summaries, and achieves state of the art results.

1 Introduction

The use of the Internet to fulfill generic information needs motivated pioneer multi-document summarization efforts as NewsInEssence (Radev et al., 2005) or Newsblaster (McKeown et al., 2002), online since 2001. In general, multi-document summarization approaches have to address two different problems: passage selection and information ordering. Current multi-document systems adopt, for passage selection, approaches similar to the ones used in single-document summarization, and use the chronological order of the documents for information ordering (Christensen et al., 2013). The problem is that most approaches fail to generate summaries that cover generic topics which comprehend different, equally important, subtopics.

We propose to extend a state-of-the-art single-document summarization method, KP-CENTRALITY (Ribeiro et al., 2013), capable of focusing on diverse important topics while ignoring unimportant ones, to perform multi-document summarization. We explore two hierarchical strategies to perform this extension.

2 Related Work

Most of the current work in automatic summarization focuses on extractive summarization. The most popular baselines for multi-document summarization fall into one of the following general models: Centrality-based (Radev et al., 2004; Erkan and Radev, 2004; Wang et al., 2008; Ribeiro and de Matos, 2011), Maximal Marginal Relevance (MMR) (Carbonell and Goldstein, 1998; Guo and Sanner, 2010; Sanner et al., 2011; Lim et al., 2012), and Coverage-base methods (Lin and Hovy, 2000; Sipos et al., 2012). Additionally, methods such as KP-CENTRALITY (Ribeiro et al., 2013), which is centrality and coverage-based, follow more than one paradigm. In general, Centrality-based models are used to produce generic summaries, while the MMR family generates query-oriented ones. Coverage-base models produce summaries driven by words, topics or events.

Centrality-as-relevance methods base the detection of the most salient passages on the identification of the central passages of the input source(s). One of the main representatives of this family is Passage-to-Centroid Similarity-based Centrality. Centroid-based methods build on the idea of a pseudo-passage that represents the central topic of the input source—the centroid—selecting as passages to be included in the summary the ones that are close to the centroid. Another approach to centrality estimation is to com-
pare each candidate passage to every other passage and select the ones with higher scores (the ones that are closer to every other passage): the Pair-wise Passage Similarity-based Centrality.

MMR (Carbonell and Goldstein, 1998) is a query driven relevance model based on the following mathematical model:

$$\arg \max_{S_i} \left[ \lambda(Sim_1(S_i, Q)) - (1-\lambda)(\max_{S_j} Sim_2(S_i, S_j)) \right]$$

where $Sim_1$ and $Sim_2$ are similarity metrics that do not have to be different; $S_i$ are the yet unselected passages and $S_j$ are the previously selected ones; $Q$ is the required query to apply the model; and, $\lambda$ is a parameter that allows to configure the result to be from a standard relevance-ranked list ($\lambda = 1$) to a maximal diversity ranking ($\lambda = 0$).

Coverage-based summarization defines a set of concepts that need to occur in the sentences selected for the summaries. The concepts are events (Filatova and Hatzivassiloglou, 2004), topics (Lin and Hovy, 2000), salient words (Lin and Bilmes, 2010; Sipos et al., 2012), and word n-grams (Gillick et al., 2008; Almeida and Martins, 2013).

3 Multi-Document Summarization

Our multi-document approach is built upon a centrality and coverage-based single-document summarization method, KP-CENTRALITY (Ribeiro et al., 2013). This method, through the use of key phrases, is easily adaptable and has been shown to be robust in the presence of noisy input. This is an important aspect considering that using as input several documents frequently increases the amount of unimportant content.

When adapting a single-document summarization method to perform multi-document summarization, a possible strategy is to combine the summaries of each document. To iteratively combine the summaries, we explore two different approaches: single-layer hierarchical and waterfall. Given that the summarization method also uses as input a set of key phrases, we extract from each input document the required set of key phrases, join the extracted sets, and rank the key phrases using their frequency. To generate each summary, we use the top key phrases, excluding the ones that do not occur in the input document.

3.1 Single-Document Summarization Method

To retrieve the most important sentences of an information source, we used the KP-CENTRALITY method (Ribeiro et al., 2013). We chose this model for its adaptability to different types of information sources (e.g., text, audio and video), while supporting privacy (Marujo et al., 2014), and offering state-of-art performance. It is based on the notion of combining key phrases with support sets. A support set is a group of the most semantically related passages. These semantic passages are chosen using heuristics based on the passage order method (Ribeiro and de Matos, 2011). This type of heuristics uses the structure of the input document (source) to partition the candidate passages to be included in the support set in two subsets: the ones closer to the passage associated with the support set under construction and the ones further apart. These heuristics use a permutation, $d_1^i, d_2^i, \ldots, d_{N-1}^i$, of the distances of the passages $s_k$ to the passage $p_i$, related to the support set under construction, with $d_k^i = dist(s_k, p_i), 1 \leq k \leq N - 1$, where $N$ is the number of passages, corresponding to the order of occurrence of passages $s_k$ in the input source. The metric that is normally used is the cosine distance.

The KP-Centrality method consists of two steps. First, it extracts key phrases using a supervised approach (Marujo et al., 2012) and combines them with a bag-of-words model in a compact matrix representation, given by:

$$\begin{bmatrix}
w(t_1, p_1) \ldots w(t_1, p_N) & w(t_1, k_1) \ldots w(t_1, k_M) \\
\vdots & \vdots \\
w(t_T, p_1) \ldots w(t_T, p_N) & w(t_T, k_1) \ldots w(t_T, k_M)
\end{bmatrix}$$

(1)

where $w$ is a function of the number of occurrences of term $t_i$ in passage $p_j$ or key phrase $k_j$. $T$ is the number of terms and $M$ is the number of key phrases. Then, using a segmented information source $I \triangleq p_1, p_2, \ldots, p_N$, a support set $S_i$ is computed for each passage $p_i$ using:

$$S_i \triangleq \{s \in I \cup K : sim(s, q_i) > \varepsilon_i \land s \neq q_i\},$$

(2)

for $i = 1, \ldots, N + M$. Passages are ranked excluding the key phrases $K$ (artificial passages) according to:

$$\arg \max_{s \in (\cup_{i=1}^{N+M} S_i) - K} \left| \{S_i : s \in S_i\} \right|.$$ 

(3)
3.2 Single-Layer Hierarchical

In this model, we use KP-CENTRALITY to generate, for each news document, an intermediate summary with the same size of the output summary for the input documents. An aggregated summary is obtained by concatenating the chronologically ordered intermediate summaries. The output summary is again generated by applying KP-CENTRALITY to the aggregated summary as Figure 1 shows.

![Figure 1: Single-layer architecture.]

3.3 Waterfall

This model differs from the previous one in the merging process. The underlying merging of the documents follows a cascaded process: it starts by merging the intermediate summaries, with the same size of the output summary, of the first two documents, according to their chronological order. This document is then summarized and merged with the summary of following document. We iterate this process through all the documents until the most recent one as Figure 2 illustrates.

![Figure 2: Waterfall architecture.]

4 Experimental Results

We compare the performance of our methods against other representative models, namely MEAD, MMR, Expected n-call@k (Lim et al., 2012), and the Portfolio Theory (Wang and Zhu, 2009). MEAD is a centroid-based method and one of the most popular centrality-based methods. MMR is one of the most used query-based methods. Expected n-call@k adapts and extends MMR as a probabilistic model (Probabilistic Latent MMR). The Portfolio Theory also extends MMR based on the idea of ranking under uncertainty. As baseline, we used the straightforward idea of combining all input documents into a single one, and then submit the document to the single-document summarization method. Considering that most coverage-based systems explore event information, we opted for not including them in this comparative analysis.

To assess the informativeness of the summaries generated by our methods, we used ROUGE-1 and ROUGE-2 (Lin, 2004) on DUC 2007 and TAC 2009 datasets. The main summarization task in DUC 2007¹ is the generation of 250-word summaries of 45 clusters of 25 newswire documents (from the AQUAINT corpus) and 4 human reference summaries. The TAC 2009 Summarization task² has 44 topic clusters. Each topic has 2 sets of 10 news documents obtained from the AQUAINT 2 corpus. There are 4 human 100-word reference summaries for each set, where the reference summaries for the first set are query-oriented, and for the second set are update summaries. In this work, we used the first set of reference summaries. We evaluate the different models by generating summaries with 250 words. We only present the best results.

The used features include the bag-of-words model representation of the sentences (TF-IDF), the key phrases and the query (obtained from the topics descriptions). Including the query is a new extension to the KP-CENTRALITY method, which, in general, improved the results. We experimented with different numbers of key phrases, obtaining the best results with 40 key phrases. To compare and rank the sentences, we use several distance metrics, namely: Frac133 (generic Minkowski distance,¹²

Table 1: ROUGE-1 (R1) and ROUGE-2 (R2) scores.

<table>
<thead>
<tr>
<th>Distance</th>
<th>Model</th>
<th>DUC 2007</th>
<th>TAC 2009</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
<td>R2</td>
<td>R1</td>
</tr>
<tr>
<td>frac133</td>
<td>baseline</td>
<td>0.3565</td>
<td>0.0744</td>
</tr>
<tr>
<td>cosine</td>
<td>waterfall</td>
<td>0.3569</td>
<td>0.0765</td>
</tr>
<tr>
<td>frac133</td>
<td>single-layer</td>
<td>0.3775</td>
<td>0.0882</td>
</tr>
<tr>
<td>cosine</td>
<td>waterfall</td>
<td>0.3701</td>
<td>0.0822</td>
</tr>
<tr>
<td>frac133</td>
<td>single-layer (shuffle)</td>
<td>0.3689</td>
<td>0.0807</td>
</tr>
<tr>
<td>cosine</td>
<td>waterfall (shuffle)</td>
<td>0.3626</td>
<td>0.0844</td>
</tr>
<tr>
<td>MEAD</td>
<td></td>
<td>0.3282</td>
<td>0.0765</td>
</tr>
<tr>
<td>MMR</td>
<td></td>
<td>0.3269</td>
<td>0.0780</td>
</tr>
<tr>
<td>E.n-call@k</td>
<td></td>
<td>0.3209</td>
<td>0.0701</td>
</tr>
<tr>
<td>Portfolio</td>
<td></td>
<td>0.3595</td>
<td>0.0792</td>
</tr>
<tr>
<td>LexRank</td>
<td></td>
<td>0.2881</td>
<td>0.0534</td>
</tr>
</tbody>
</table>

with \(N = 1\). Euclidean, Chebyshev, Manhattan, Minkowski, the Jensen-Shannon Divergence, and the cosine similarity. Table 1 shows that the best results were obtained by the proposed hierarchical models, in both datasets. Overall, the best performing distance metric for our centrality-based method was the cosine similarity and the best strategy for combining the information was the waterfall approach, namely, in terms of ROUGE-2. In DUC 2007, frac133 using the single-layer method achieved the best ROUGE-1 score, although the difference for cosine is hardly noticeable. Single-layer with frac133 shows a performance improvement of 0.0180 ROUGE-1 points (relative performance improvement of 5.0%) over the best of the other systems, Portfolio, in DUC 2007, and of 0.0845 ROUGE-1 points (19.7% relative performance improvement) in TAC 2009. In terms of ROUGE-2, the waterfall method using cosine achieved an improvement of 0.0112 (relative performance improvement of 14.1%) over Portfolio, in DUC 2007, and of 0.0848 (relative performance improvement of 100.4%) over MEAD, the best performing of the reference systems using this metric, in TAC 2009. Note that our baseline obtained results similar to the best reference system in DUC 2007 and better results than all reference systems in TAC 2009 (0.0454 ROUGE-1 points corresponding to a 10.6% relative performance improvement; 0.0546 ROUGE-2 points corresponding to a 64.6% relative performance improvement). The better results obtained on the TAC 2009 dataset are due to the small size of the reference summaries and to the fact that the documents sets to be summarized contain topics with higher diversity of subtopics.

The shuffle results included in Table 1 are averages of 10 trials. They are lower than the other obtained using the documents organized in chronological order. This suggests that the order of the input documents is important to the summarization methods.

Figure 3 shows an example of summary produced by our multi-document method. The figure also includes the respective reference summary for comparison.

5 Conclusions and Future Work

In this work, we explore two different approaches to extend a single-document summarization method to multi-document summarization: single-layer hierarchical and waterfall.

Experimental results show that the proposed approaches perform better than previous state-of-the-art methods on standard datasets used to evaluate this task. In general, the best performing approach is the waterfall approach using the cosine similarity. In fact, this configuration achieves the best results on the TAC 2009 dataset, considering both ROUGE-1
President Bill Clinton said Friday he will appeal a federal judge’s ruling that struck down a law giving the president the power to veto specific items in bills passed by Congress. The law, passed by Congress last year, allowed the president for the first time to veto particular items in spending bills and certain limited tax provisions passed by Congress. Clinton said the funding that Congress has added to the bill is excessive and threatened to veto some items by using the line-item veto power. The White House said that the president used his authority to cancel projects that were not requested in the budget and would not substantially improve the quality of life of military service members. Judge Thomas Hogan ruled that the law — which gives the president the power to strike items from tax and spending measures without vetoing the entire bill — violates the traditional balance of powers between the various branches of government “The Line-Item Veto Act is unconstitutional because it impossibly disrupts the balance of powers among the three branches of government,” said Thomas Hogan.” In its appeal, the Justice Department argues that the new challengers also do not have standing to challenge the law, and that in any case the law is in line with the historic relationship between Congress and the president. Congress passed a law authorizing the line item veto (LIV) in 1996 accepting arguments that the measure would help preserve the integrity of federal spending by allowing the president to strike unnecessary spending and tax items from legislation thus encouraging the government to live within its means. It was considered in line with the historic relationship between Congress and the president and would provide a tool for eliminating wasteful pork barrel spending while enlivening debate over the best use of funds. It was argued that the LIV would represent presidential exercise of spending authority delegated by Congress. President Clinton exercised the LIV on 82 items in 1997 saving $1.9 billion in spending projected over five years. The affected items were projects for specific localities, many in the area of military construction, which had been added to the president’s budget by Congress. The first court ruling on the LIV act was in U.S. District Court when in February 1998 it was ruled unconstitutional on the grounds that it violated the separation of powers. The Department of Justice appealed that decision and in June 1998 the Supreme Court ruled the LIV act unconstitutional but on the grounds that it violated Article I, 7, Clause 2 (The “presentment clause”) of the Constitution that establishes the process by which a bill becomes law. President Clinton expressed his deep disappointment.
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Abstract

The lexical semantic relationships between word pairs are key features for many NLP tasks. Most approaches for automatically classifying related word pairs are hindered by data sparsity because of their need to observe two words co-occurring in order to detect the lexical relation holding between them. Even when mining very large corpora, not every related word pair co-occurs. Using novel representations based on graphs and word embeddings, we present two systems that are able to predict relations between words, even when these are never found in the same sentence in a given corpus. In two experiments, we demonstrate superior performance of both approaches over the state of the art, achieving significant gains in recall.

1 Introduction

Resources containing lexical-semantic relations such as hypernymy or meronymy have proven useful in many NLP tasks. While resources such as WordNet (Miller, 1995) contain many general relations and subsequently have seen widespread adoption, developing this type of rich resource for new languages or for new domains is prohibitively costly and time-consuming. Therefore, automated approaches are needed and, in order to create such a lexical-semantic database, a first step is to develop accurate techniques for classifying the type of lexical-semantic relationship between two words.

Approaches to classifying the relationship between a word pair have typically relied on the assumption that contexts where word pairs co-occur will yield information on the semantic relation (if any) between them. Given a set of example word pairs having some relation, relation-specific patterns may be automatically acquired from the contexts in which these example pairs co-occur (Turney, 2008b; Mintz et al., 2009). Comparing these relation-specific patterns with those seen with other word pairs measures relational similarity, i.e., how similar is the relation holding between two word pairs. However, any classification system based on patterns of co-occurrence is limited to only those words co-occurring in the data considered; due to the Zipfian distribution of words, even in a very large corpus there are always semantically related word pairs that do not co-occur. As a result, these pattern-based approaches have a strict upper-bound limit on the number of instances that they can classify. As an alternative to requiring co-occurrence, other works have classified the relation of a word pair using lexical similarity, i.e., the similarity of the concepts themselves. Given two word pairs, \((w_1, w_2)\) and \((w_3, w_4)\), if \(w_1\) is lexically similar to \(w_3\) and \(w_2\) to \(w_4\) (i.e., are pair-wise similar) then the pairs are said to have the same semantic relation. These two sources of information are used as two independent units: relational similarity is calculated using co-occurrence information; lexical similarity is calculated using distributional information (Snow et al., 2004; Séaghdha and Copestake, 2009; Herdadelen and Baroni, 2009), and ultimately these scores are combined. Experimental evidence has shown that relational similarity cannot necessarily be revealed through lexical similarity (Turney, 2006b; Turney, 2008a), and therefore, the issue of how to collect in-
formation for word pairs that do not co-occur is still an open problem.

We propose two new approaches to representing word pairs in order to accurately classify them as instances of lexical-semantic relations – even when the pair members do not co-occur. The first approach creates a word pair representation based on a graph representation of the corpus created with dependency relations. The graph encodes the distributional behavior of each word in the pair and consequently, patterns of co-occurrence expressing each target relation are extracted from it as relational information. The second approach uses word embeddings which have been shown to preserve linear regularities among words and pairs of words, therefore, encoding lexical and relational similarities (Baroni et al., 2014), a necessary property for our task.

In two experiments comparing with state-of-the-art pattern-based and embedding-based classifiers (Turney, 2008b; Zhila et al., 2013), we demonstrate that our approaches achieve higher accuracy with significantly increased recall.

2 Related work

Initial approaches to the extraction of lexical-semantic relations have relied on hand-crafted lexico-syntactic patterns to identify instances of semantic relations (Hearst, 1992; Widdows and Dorow, 2002; Berland and Charniak, 1999). These manually designed patterns are explicit constructions expressing a target semantic relation such as the pattern \( X \ is a \ Y \) for the relation of hypernymy. However, these approaches are limited because a relation may be expressed in many ways, depending on the domain, author, and writing style, which may not match the originally identified patterns. Moreover, the identification of high-quality patterns is costly and time-consuming, and must be repeated for each new relation type, domain and language. To overcome these limitations, techniques have been developed for the automatic acquisition of meaningful patterns of co-occurrence cueing a single target relation (Snow et al., 2004; Girju et al., 2006; Davdov and Rappoport, 2006).

More recent work focuses on methods for the classification of word pairs as instances of several relations at once, based on their relational similarity. This similarity is calculated using a vectorial representation for each pair, created by relying on co-occurrence contexts (Turney, 2008b; Séaghdha and Copestake, 2009; Mintz et al., 2009). These representations are very sparse due to the scarce contexts where the members of many word pairs co-occur. Moreover, many semantically related word pairs do not co-occur in corpus.

For overcoming these issues, relational similarity was combined with lexical similarity calculated based on the distributional information of words (Cederberg and Widdows, 2003; Snow et al., 2004; Turney, 2006a; Séaghdha and Copestake, 2009; Herdadelen and Baroni, 2009). However, (Turney, 2006b; Turney, 2008a) showed that relational similarity cannot be improved using the distributional similarity of words. In contrast with the previous approaches that took into account lexical and relational information as a linear combination of lexical and relational similarity scores, the present work focuses on introducing word pair representations that merge and jointly represent types of information: lexical and relational. In this way, we aim to reduce vector sparseness and to increase the classification recall.

As a first approach, we use a graph to model the distributional behavior of words. Other researchers used graph-based approaches to model corpus information for the extraction of co-hyponyms (Widdows and Dorow, 2002), hypernyms (Navigli and Velardi, 2010) or synonyms (Minkov and Cohen, 2012), or for inducing word senses (Di Marco andNavigli, 2013). Navigli and Velardi (2010) have the most similar representation to ours, creating a graph that models only definitional sentences. In contrast, our objective is to create a general representation of the whole corpus that can be used for classifying instances of several lexical semantic relations. The second approach presented in this paper, relies on word embeddings to create word pair representations. Extensive experiments have leveraged word embeddings to find general semantic relations (Mikolov et al., 2013a; Mikolov et al., 2013b; Mikolov et al., 2013c; Levy and Goldberg, 2014b). Nevertheless, only one work has applied word embeddings for classifying instances of a lexical semantic relation, specifically the relation hyponymy-hypernymy (Fu et al., 2014). This relation is more complex than other semantic relations tested and therefore, it is reflected in more than one offset, de-
pending on the domain of each instance. The present work uses a machine learning approach to discover meaningful information for the semantic relations encoded in the dimensions of the embeddings.

3 Task description

The goal of this work is to classify word pairs as instances of lexical-semantic relations. Given a set of target semantic relations \( R = \{r_1, \ldots, r_n\} \), and a set of word pairs \( W = \{(x, y)_1, \ldots, (x, y)_n\} \), the task is to label each word pair \((x, y)_i\), with the relation \( r_j \in R \) holding between its members and outputting a set of tuples \( ((x, y)_i, r_j) \). For this task, we propose two novel representations of word pairs (described next), which are each used to train a classifier. Following, in Section 3.1 and Section 3.2 we describe each representation and then, in Section 3.3, we describe the common classification setup used with both representations.

3.1 Graph-based Representation Model

The present section introduces a novel word pair representation model based on patterns of co-occurrence contexts, and on a graph-based corpus representation created with dependency relations. A word pair is represented as a vector of features set up with the most meaningful patterns of context and filled in with information extracted from the graph representation of the corpus. We refer to systems trained with these graph-based representations as Graph-based Classification systEm (GraCE).

The novelty of this system stands in the graph-based representation. Its main advantage is that all the dependency relations of a target word, extracted from different sentences, are incident edges to its corresponding node in the graph. Thus, words that never co-occur in the same context in corpus, are linked in the graph through bridging words: words that appear in a dependency relation with each member of the pair but in different sentences. With this representation we address the data sparsity issue, aiming to overcome the reported major bottleneck of previous approaches: low recall because information can only be gathered from co-occurrences in the same sentence of two related words.

Word pair representations are created in three steps:

1. **Corpus representation:** the input corpus is represented as a graph;
2. **Feature selection:** the input corpus is used to extract meaningful patterns of co-occurrence for each semantic relation \( r_i \) starting from an initial set of examples \( E \);
3. **Word pair representation:** the information acquired in (1) and (2) is used to create vectorial representations of target word pairs.

Next, we present an example of how the graph representation of the corpus addresses the sparsity problem in distributional data and formally introduce each step of the GraCE algorithm.

**Example** To illustrate the benefit of acquiring information about a word pair from the graph instead of using co-occurrence information, let us consider that, given the sentences (S1) and (S2) below, we want to classify the pair \((\text{chisel}, \text{tool})\) as an instance of the relation of hypernymy.

(S1) The students learned how to handle screwdrivers, hammers and other tools.

(S2) The carpenter handles the new chisel.

![Figure 1: Dependency multigraph built from a two sentence corpus using GraCE. See text for details.](image)

The word pair \((\text{chisel}, \text{tool})\) has a relation of hypernymy but its members do not co-occur in the same sentence. However, both words occur as objects of the verb to handle in different sentences, just like other hypernym word pairs such as \((\text{hammer}, \text{tool})\) and \((\text{screwdriver}, \text{tool})\) which do co-occur in the same sentence. This shows that handle is one of the contexts shared between these semantically related words that provide information regarding a possible semantic relatedness between them. Leveraging only the information provided by each sentence, as existing pattern-based approaches do, no evidence is acquired regarding the semantic relation holding between chisel and tool. GraCE combines the dependency relations seen in each sentence in
the graph shown in Figure 1. In this graph, chisel and tool are connected by a path passing through the bridging word handle which shows that both chisel and tool could co-occur in a sentence as objects of the verb to handle, although they do not in the example two-sentence corpus.

**Corpus representation** The goal of the first step is to generate a graph connecting semantically associated words using observed dependency relations.

Formally, the corpus is represented as a graph $G = (V, E)$, where $V$ is a set of POS-tagged lemmas in a corpus and $E$ is the set of dependency relations connecting two lemmas from $V$ in the corpus. From each parsed sentence of the corpus, a set of dependency relations linking the words in it is produced: $D = \{d_1, \ldots, d_{|D|}\}$, where $d = (w_i, \text{dep}, w_j)$ and $w_i, w_j$ and dep denote POS-tagged lemmas and a dependency relation, respectively. The graph $G$ is created using all the dependency relations from $D$.

The output of this step is a multigraph, where two words are connected by the set of edges containing all the dependency relations holding between them in the corpus.

**Feature Selection** The goal of the second step is to collect features associated with each relation $r$ from the parsed input corpus. Similarly to the work of Snow et al. (2004), our features are patterns of co-occurrence contexts created with dependency paths. For acquiring patterns of co-occurrence contexts for each relation $r$, we use the set of labeled examples $E$, assuming that all the contexts in which a word pair $(x, y)_i \in E$ co-occurs provide information about the relation $r$ holding between its members. All the dependency paths between $x$ and $y$ up to three edges are extracted from the dependency graph of each sentence where $(x, y)_i$ co-occur. For example, $((\text{hammer}_N, \text{tool}_N), \text{hyper})$ is an instance of the relation of hypernymy. In the dependency graph of sentence (S1), the words $\text{hammer}_N$ (hyponym) and $\text{tool}_N$ (hypernym) are connected by the dependency path $\text{hammer}_N \xrightarrow{\text{obj}} \text{handle}_N \xrightarrow{\text{obj}} \text{tool}_N$. This path is converted into a pattern of co-occurrence contexts by replacing the seeds in the path with their parts of speech as follows: $N \xleftarrow{\text{obj}} \text{handle}_N \xrightarrow{\text{obj}} N$. Table 1 illustrates several examples of pattern of co-occurrence contexts.

For the word pairs vectorial representation, the top 5000 most meaningful patterns are considered in the final set of patterns $P$ to form a feature space. In order to rank the patterns, the tf-idf score is calculated for each pattern with respect to each lexical semantic relation. Here, $t f - i d f$ is defined as $\max_j(\log(\text{uniq}(p_i, r_j) + 1)/|R_p|)$, where $p_i$ is a pattern of co-occurrence, $\text{uniq}(p_i, r_j)$ is the number of unique instances of the relation $r_j$ occurring in the pattern $p_i$ and $|R_p|$ is the number of relations $r_j$ whose example instances are seen occurring in the pattern $p_i$. Each pattern is then associated with the highest tf-idf score obtained across all relations.

**Word pair representations** Using the graph model $G$ and the set of contextual patterns automatically acquired $P$, each word pair $(x, y)$ is represented as a binary distribution over each pattern from $P$. Rather than using the input corpus to identify contexts of occurrence for the word pair $(x, y)$ and match those with the acquired patterns, GraCE uses paths connecting $x$ and $y$ in $G$. All the paths between $x$ and $y$ up to three edges are extracted from $G$. These paths are then matched against the feature patterns from $P$ and the word pair $(x, y)$ is represented as a binary vector encoding non-zero values for all the features matching the pair’s paths extracted from $G$, and zero otherwise. Because the graph contains combinations of multiple dependency relations, extracted from various sentences, paths not observed in the corpus can be found in the graph.

![Table 1: Examples of relation features](image_url)

1Paths with more than three edges commonly connect semantically-unrelated portions of a sentence and therefore are not beneficial for the purposes of relation classification.

2Initial experiments tested different amounts of patterns using held out data and the best results were obtained with the top 5000 patterns.

3Binary weights are used because the feature values are derived observing paths in the graph, which is a generalization of the corpus; because not all paths in the graph are observed in the corpus, weighting based on path frequency would encounter the same data sparsity issue that the graph is intended to overcome.
3.2 Word Embeddings Representations

The present section introduces two word pair representations based on word embeddings. We refer to a system based on embeddings as Word Embeddings Classification systEm (WECE). An embedding is a low-dimensional vectorial representation of a word, where the dimensions are latent continuous features and vector components are set to maximize the probability of the contexts in which the target word tends to appear. Since similar words occur in similar contexts the word embeddings learn similar vectors for similar words. Moreover, the vector offset of two word embeddings reflect the relation holding between them. For instance, Mikolov et al. (2013c) give the example that \( v(\text{king}) - v(\text{man}) \approx v(\text{queen}) - v(\text{women}) \), where \( v(x) \) is the embedding of the word \( x \), indicating the vectors are encoding information on the words’ semantic roles.

For learning word embeddings, we used the Skip-gram model, improved with techniques of negative sampling and subsampling of frequent words, which achieved the best results for detecting semantically similar words (Mikolov et al., 2013a; Mikolov et al., 2013b). Moreover, for a fair comparison with the GraCE system, developed with dependency relations, we also tested the results obtained with a dependency-based Skip-gram model (Levy and Goldberg, 2014a). Words occurring only once in corpus are filtered out and 200-dimensional vectors are learned.

Two embedding-based representations are considered for a relation: WECE_offset leverages the offset of the word embeddings, while WECE_concat concatenates the embeddings, both described next.

WECE_offset Representation Mikolov et al. (2013c) shows that the vectorial representation of words provided by word embeddings captures syntactic and semantic regularities and that each relationship is characterized by a relation specific vector offset. Word pairs with similar offsets can be interpreted as word pairs with the same semantic relation. Therefore, given a target word pair \((x, y)\), the vectorial representation is calculated from the difference between its vectors, i.e., \( v((x, y)) = v(x) - v(y) \). Note that this operation is dependent on the order of the arguments and is therefore potentially able to capture asymmetric relationships.

WECE_concat Representation A novel word pair representation is proposed to test if the information encoded directly in the embeddings reflects the semantic relation of the word pair.

A word pair is represented by concatenating the vectorial representation of its members. Formally, given a word pair \((x, y)\), whose members vectorial representations are \( v(x) = (x_1, x_2, \ldots, x_n) \), and \( v(y) = (y_1, y_2, \ldots, y_n) \) respectively, the vectorial representation of \((x, y)\) is defined as the concatenation of \( v(x) \) and \( v(y) \): \( v((x, y)) = (x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n) \) Consequently the length of \( v((x, y)) \) is \( 2n \), where \( n \) is the dimension of the embedding space.

3.3 Relation Classification

For both representations, a supervised classifier is trained. Given a set of tuples \( E = ((x, y), r_i) \) of example instances for each relation \( r_i \in R \), a support vector machine (SVM) multi-class classifier with a radial basis function kernel (Platt, 1999) is trained using WEKA (Hall et al., 2009) to classify each word pair based on its representation provided by a graph-based representation model (Section 3.1) or a word embeddings representation model (Section 3.2) for \( N \) different lexical relations. The SVM classifier generates a distribution over relation labels and the highest weighted label is selected as the relation holding between the members of the word pair.

4 Experiments

While several datasets have been created for detecting semantic relations between two words in context (Hendrickx et al., 2010; Segura-Bedmar et al., 2013), in our work we focus on the classification of word pairs as instances of lexical-semantic relations out of context. The performance of the GraCE and WECE systems is tested across two datasets, focusing on their ability to classify instances of specific lexical-semantic relations as well as to provide insights into the systems’ generalization capabilities.

4.1 Experimental Setup

Corpora Many pattern-based systems increase the size of the input corpus in an attempt to overcome data sparsity and to achieve a better recall. Therefore, in our experiments, we train our systems using...
two corpora of different sizes: the British National Corpus (BNC), a 100 million-word corpus, and a Wikipedia dump created from 5 million pages and containing 1.5 billion words. The size difference allows us to measure the potential impact of increased word co-occurrence on recall. Both corpora were initially parsed with the Stanford dependency parser in the collapsed dependency format (Manning et al., 2014).

**Embeddings** WECE\_offset and WECE\_concat are implemented based on a bag-of-words (BoW) (Mikolov et al., 2013a) and based on dependency relations (Dep) (Levy and Goldberg, 2014a).

**Evaluation** We compare each system by reporting precision (P), recall (R) and F1 measure (F).

### 4.2 Comparison Systems

The two proposed models are compared with two state-of-the-art systems and one baseline system.

**PAIRCLASS** The PairClass algorithm (Turney, 2008b) provides a state-of-the-art pattern-based approach for extracting and classifying the relationship between word pairs and has performed well for many relation types. Using a set of seed pairs \((x, y)\) for each relation, PairClass acquires a set of lexical patterns using the template \([0 \text{ to } 1 \text{ words}] \times [0 \text{ to } 3 \text{ words}] \times [0 \text{ to } 1 \text{ words}]\). Using the initial set of lexical patterns extracted from a corpus, additional patterns are generated by optionally generalizing each word to its part of speech. For \(N\) seed pairs, the most frequent \(kN\) patterns are retained. We follow Turney (2008b) and set \(k = 20\). The patterns retained are then used as features to train an SVM classifier over the set of possible relation types.

**DS\textsubscript{Zhila} & DS\textsubscript{Levy}** Word embeddings have previously been shown to accurately measure relational similarity; Zhila et al. (2013) demonstrate state-of-the-art performance on SemEval-2012 Task 2 (Jurgen et al., 2012) which measures word pair similarity within a particular semantic relation (i.e., which pairs are most prototypical of a semantic relation). This approach can easily be extended to the classification setting: Given a target word pair \((x, y)\), the similarity is computed between \((x, y)\) and each word pair \((x, y)\) of a target relation \(r\). The average of these similarity measurements was taken as the final score for each relation \(r\).\(^4\) Finally, the word pair is classified as an instance of the relation with the highest associated score. Two types of embeddings are used, (a) the word embeddings produced using the method of Mikolov et al. (2011), which was originally used in Zhila et al. (2013) and (b) the embeddings using the method of Levy and Goldberg (2014a), which include dependency parsing information. We refer to these as \(DS\textsubscript{Zhila}\) and \(DS\textsubscript{Levy}\), respectively. The inclusion of this system enables comparing the performance impact of using an SVM classifier with our embedding-based pair representations versus classifying instances by comparing the embeddings themselves. We note a DS system represents a minimally-supervised system whose features are produced in an unsupervised way (i.e., through the embedding process) and are therefore not necessarily tuned for the task of relation classification; however, such embeddings have previously been shown to yield state-of-the-art performance in other semantic relation tasks (Baroni et al., 2014) and therefore the DS systems are intended to identify potential benefits when adding feature selection by means of the SVM in WECE systems.

**BASELINE** The purported benefit of the GraCE model is that the graph enables identifying syntactic features between pair members that are never observed in the corpus, which increases the number of instances that can be classified without sacrificing accuracy. Therefore, to quantify the effect of the graph, we include a baseline system, denoted BL, that uses an identical setup to GraCE but where the feature vector for a word pair is created only from the dependency path features that were observed in the corpus (as opposed to the graph). Unlike the GraCE model which has binary weighting (due to the graph properties), the baseline model’s feature values correspond to the frequencies with which patterns occur; following common practice, the values are log-normalized.

### 4.3 Experiment 1

Both of the proposed approaches rest on the hypothesis that the graph or embeddings can enable accurate pair classification, even when pairs never co-
Domain | #Co-hypo | #Hyper | #Mero
--- | --- | --- | ---
Animals | 8038 (92.4%) | 3039 (97.2%) | 386 (89.1%)
Plants | 18972 (95.5%) | 1185 (97.4%) | 330 (82.4%)
Vehicles | 530 (82.6%) | 189 (97.9%) | 455 (100%)

Table 2: Distribution of K&H dataset, with the % of instances which occur in the corpora.

<table>
<thead>
<tr>
<th>Domain</th>
<th>PairClass</th>
<th>BL</th>
<th>GraCE</th>
<th>DSZhila</th>
<th>DSEvily</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNC</td>
<td>76.9</td>
<td>82.6</td>
<td>90.7</td>
<td>31.6</td>
<td>18.7</td>
</tr>
<tr>
<td>P R F</td>
<td>4.6</td>
<td>7.7</td>
<td>43.8</td>
<td>15.7</td>
<td>11.4</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>77.0</td>
<td>89.4</td>
<td>94.0</td>
<td>32.8</td>
<td>27.7</td>
</tr>
<tr>
<td>P R F</td>
<td>11.7</td>
<td>16.2</td>
<td>75.5</td>
<td>22.6</td>
<td>15.6</td>
</tr>
</tbody>
</table>

Table 3: Aggregated results obtained for the in-domain setup with the K&H dataset. Detailed results are presented in the Appendix A.

occur in text. Therefore, in the first experiment, we test whether the recall of classification systems is improved when the word pair representation encodes information about lexical and relational similarity. As an evaluation dataset, we expand on the dataset of Kozareva and Hovy (2010) (K&H), which was collected from hyponym-hypernym instances from WordNet (Miller, 1995) spanning three topical domains: animals, plants and vehicles. Because our systems are capable of classifying instances with more than one relation at once, we enhance this dataset with instances of two more relation types: co-hyponymy and meronymy. Co-hyponyms are extracted directly from the K&H dataset: two words are co-hyponyms if they have the same direct ancestor.\(^5\) To avoid including generic nouns, such as “migrator” in the “animal” domain, only leaf nodes are considered. The meronym instances are extracted directly from WordNet. The final dataset excludes multi-word expressions, which were not easily handled by any of the tested systems. The total number of instances considered in our experiments is presented in Table 2.

Results Table 3 presents the average of the results obtained by the systems when tested in-domain in a 10-fold cross-validation setup. For the in-domain setup, only instances from one domain are used for training and testing.

As expected, all the systems gain recall with a larger corpus, like Wikipedia, showing that the recall depends on the size of that corpus when a system acquires its distributional information directly from the input corpus and thus is dependent on the word pairs co-occurring. Indeed, in the BNC, only 19.4% of the K&H instances never co-occur, while in Wikipedia—a corpus 15 times larger than BNC—the number of co-occurrences rises only to 30.7%, demonstrating the challenge of classifying such pairs. Therefore, the real upper-bound limit for these types of systems is the amount of word pairs co-occurring in the same sentence in the corpus. The recall achieved by GraCE overcomes this limitation of pattern-based systems: 40% and 78.7% of the instances that never co-occur in BNC and in Wikipedia, respectively, are correctly classified by GraCE. This ability causes GraCE to improve the BL performance by 8.1 points in precision and 36.1 points in recall on BNC and 4.6 points in precision and 59.3 in recall on Wikipedia. Given that the BL system is constructed identically to GraCE but without using a graph, these results demonstrate the performance benefit of joining the distributional information of a corpus into a graph-based corpus representation.

Analyzing the false negatives of the GraCE classifier, we observe that even relying on a graph-based corpus representation to extract the distributional information of a word pair, many errors are still caused by the sparsity of their vectorial representation. For the word pairs that do not co-occur in the same sentence, the GraCE vector representations of correctly-classified pairs have a median of eight non-zero features, indicating that the graph was beneficial for still providing evidence of a relationship; in contrast, incorrectly-classified pairs had a median of only three non-zero features, suggesting that data sparsity is still major contributor to classification error.

By combining all the distributional information into a denser vector, WECE systems are able to improve upon GraCE’s results by an average of 2.9 points in precision and 17.9 points in recall. WECE results see an increase by 62 points in precision and 46 in recall over DSZhila which used the same em-

\(^5\) y is a direct ancestor of x if there is no other word z which is hypernym of x and hyponym of y.
beddings, highlighting the importance of the SVM classifier for learning which features of the embeddings reflect the lexical relation. Although embeddings have been argued to reflect the semantic or syntactic relations between two words (Mikolov et al., 2013c), our results suggest that additional machine learning (as done with WECEoffset) is needed to identify which dimensions of the embeddings accurately correspond to specific relationships. Between the WECE systems, WECEconcat achieves slightly better results on the K&H dataset.

4.4 Experiment 2

In the first experiment, the proposed systems were compared to test the importance of having a representation that includes information about lexical and relational similarities for the classifier to generalize and to gain recall. Therefore, as further validation, a second experiment is carried out, where the systems have to classify word pairs from a different domain than the domains in the training set. The objective is to assess the importance of the domain-aware training instances for the classification.

The K&H dataset contains only instances from three domains and is imbalanced between the number of instances across domains and relation types. Therefore, our second experiment tests each method on the BLESS dataset (Baroni and Lenci, 2011), which spans 17 topical domains and includes five relation types, the three in K&H and (a) attributes of concepts, a relation holding between nouns and adjectives, and (b) actions performed by/to concepts a relation holding between nouns and verbs. In total, the BLESS dataset contains 14400 positive instances and an equal number of negative instances. This experiment measures the generalizability of each system and tests the capabilities of the systems for lexical-semantic relation types other than taxonomic relations.

Domain-aware training instances To show the importance of the domain-aware training instances, the average results of the systems obtained for the in-domain setup across the BLESS dataset are compared with the average results obtained when the systems are trained out-of-domain. For the out-of-domain setup, one domain is left out from the training set and used for testing. The experiment was repeated for each domain and the average results are presented in Table 4. In this experiment, the systems are tested over the BNC corpus to show the capabilities of the systems to classify out-of-domain in a more reduced corpus.

Results When no examples from a domain are provided, a general significant decrease in performance is observed. The GraCE performance decreases 39.4 points in F1, while the WECE systems decrease 20.55 points in average. The results obtained show that when the instances to be classified are less homogeneous, i.e. when the instances belong to different domains, none of the systems can achieve the level of performance reported for the in-domain setup. These were the expected results for the GraCE system due to the lexical features that it uses and which are domain dependent. However, the WECE systems are also affected by this lack of domain-aware training instances. WECEconcat results decrease because similar embeddings are associated with similar words.

Table 4: Aggregated results obtained when systems are tested with the BLESS dataset over BNC.

<table>
<thead>
<tr>
<th></th>
<th>In-domain</th>
<th>Out-of-domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>PairClass</td>
<td>66.8</td>
<td>35.6</td>
</tr>
<tr>
<td>BL</td>
<td>79.5</td>
<td>51.6</td>
</tr>
<tr>
<td>GraCE</td>
<td>87.7</td>
<td>85.0</td>
</tr>
<tr>
<td>DSzhila</td>
<td>62.1</td>
<td>47.4</td>
</tr>
<tr>
<td>Dsl Levy</td>
<td>53.0</td>
<td>49.2</td>
</tr>
<tr>
<td>WECEoffsetBoW</td>
<td>90.0</td>
<td>90.9</td>
</tr>
<tr>
<td>WECEconcatBoW</td>
<td>89.9</td>
<td>91.0</td>
</tr>
<tr>
<td>WECEoffsetDep</td>
<td>85.3</td>
<td>86.5</td>
</tr>
<tr>
<td>WECEconcatDep</td>
<td>85.9</td>
<td>87.0</td>
</tr>
</tbody>
</table>

Figure 2: F1 scores distribution across domains for each proposed system and relation type over BNC.
When two words belong to two different topical domains, their embeddings are less similar and, therefore, the SVM system cannot learn distinctive features for each lexical-semantic relation.

**In-domain results per relation type**  In this work we are interested in creating a general approach for the classification of any lexical semantic relation instances. Figure 2 shows the box and whisker plot of the results obtained per relation type across domains in the in-domain setup over the BNC corpus.

**Discussion**  The results confirm that the proposed systems achieve satisfactory results across all the relations, the median of the results being around 90 points in F1. The most accurate system is WECE\textsuperscript{bow}, which supports the assertion by Levy and Goldberg (2014a) that bag-of-word embeddings should offer superior performance to dependency-based embeddings on task involving semantic relations. Carrying out an error analysis, the lowest results of the WECE systems are obtained in the domains with the fewest training instances, making apparent that word embedding systems are dependent on the number of training instances. For these domains, GraCE achieves better results.

**5 Conclusions**

In this paper we have presented two systems for classifying the lexical-semantic relation of a word pair. Both are designed to address the challenge of data sparsity, i.e., classifying word pairs whose members never co-occur, in order to improve classification recall. The two main contributions are the word pair vectorial representations, one based on a graph-based corpus representation and the other one based on word embeddings. We have demonstrated that by including information about lexical and relational similarity in the word pair vectorial representation, the recall of our systems increases, overcoming the upper-bound limit of state-of-the-art systems. Furthermore, we show that our systems are able to classify target word pairs into multiple lexical semantic relation types, beyond the traditional taxonomic types. In future work, we plan to analyze the properties of the instances that can be classified with the GraCE system but not with the WECE systems.
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**Appendix**

**A Full Classifier Results**

<table>
<thead>
<tr>
<th>Relation Type</th>
<th>BNC</th>
<th>Wikipedia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PairClass</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>84.1</td>
<td>92.4</td>
</tr>
<tr>
<td>H</td>
<td>79.7</td>
<td>75.6</td>
</tr>
<tr>
<td>M</td>
<td>38.6</td>
<td>23.9</td>
</tr>
<tr>
<td>*</td>
<td>76.9</td>
<td>77.0</td>
</tr>
<tr>
<td>BL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>84.4</td>
<td>88.8</td>
</tr>
<tr>
<td>H</td>
<td>82.4</td>
<td>92.7</td>
</tr>
<tr>
<td>M</td>
<td>69.4</td>
<td>77.3</td>
</tr>
<tr>
<td>*</td>
<td>82.6</td>
<td>89.4</td>
</tr>
<tr>
<td>GraCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>90.9</td>
<td>94.2</td>
</tr>
<tr>
<td>H</td>
<td>90.5</td>
<td>93.2</td>
</tr>
<tr>
<td>M</td>
<td>87.5</td>
<td>91.8</td>
</tr>
<tr>
<td>*</td>
<td>90.7</td>
<td>94.0</td>
</tr>
<tr>
<td>DS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>97.2</td>
<td>95.5</td>
</tr>
<tr>
<td>H</td>
<td>28.2</td>
<td>29.1</td>
</tr>
<tr>
<td>M</td>
<td>8.4</td>
<td>8.5</td>
</tr>
<tr>
<td>*</td>
<td>31.6</td>
<td>32.8</td>
</tr>
<tr>
<td>DSDep</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>82.0</td>
<td>84.0</td>
</tr>
<tr>
<td>H</td>
<td>20.7</td>
<td>21.8</td>
</tr>
<tr>
<td>M</td>
<td>5.1</td>
<td>11.3</td>
</tr>
<tr>
<td>*</td>
<td>18.7</td>
<td>27.7</td>
</tr>
<tr>
<td>WECE\textsuperscript{bow}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>95.9</td>
<td>96.6</td>
</tr>
<tr>
<td>H</td>
<td>98.1</td>
<td>98.9</td>
</tr>
<tr>
<td>M</td>
<td>88.6</td>
<td>90.8</td>
</tr>
<tr>
<td>*</td>
<td>96.0</td>
<td>96.8</td>
</tr>
<tr>
<td>WECE\textsuperscript{dep}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>98.2</td>
<td>98.5</td>
</tr>
<tr>
<td>H</td>
<td>96.0</td>
<td>97.1</td>
</tr>
<tr>
<td>M</td>
<td>81.1</td>
<td>77.9</td>
</tr>
<tr>
<td>*</td>
<td>97.4</td>
<td>97.6</td>
</tr>
<tr>
<td>DS\textsuperscript{dep}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>87.0</td>
<td>95.1</td>
</tr>
<tr>
<td>H</td>
<td>96.6</td>
<td>98.1</td>
</tr>
<tr>
<td>M</td>
<td>83.1</td>
<td>88.2</td>
</tr>
<tr>
<td>*</td>
<td>87.9</td>
<td>95.4</td>
</tr>
<tr>
<td>WECE\textsuperscript{bow}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>94.0</td>
<td>98.0</td>
</tr>
<tr>
<td>H</td>
<td>93.1</td>
<td>95.5</td>
</tr>
<tr>
<td>M</td>
<td>67.0</td>
<td>69.5</td>
</tr>
<tr>
<td>*</td>
<td>93.1</td>
<td>96.7</td>
</tr>
</tbody>
</table>

Table 5: Detailed results for each relation tested, coordination (C), hypernymy (H) and meronymy (M), and the aggregated results (*) obtained with K&H dataset over BNC and Wikipedia.
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Abstract

A major problem in research on Textual Entailment (TE) is the high implementation effort for TE systems. Recently, interoperable standards for annotation and preprocessing have been proposed. In contrast, the algorithmic level remains unstandardized, which makes component re-use in this area very difficult in practice. In this paper, we introduce multi-level alignments as a central, powerful representation for TE algorithms that encourages modular, reusable, multilingual algorithm development. We demonstrate that a pilot open-source implementation of multi-level alignment with minimal features competes with state-of-the-art open-source TE engines in three languages.

1 Introduction

A key challenge of Natural Language Processing is to determine what conclusions can be drawn from a natural language text, a task known as Textual Entailment (TE, Dagan and Glickman 2004). The ability to recognize TE helps dealing with surface variability in tasks like Question Answering (Harabagiu and Hickl, 2006), Intelligent Tutoring (Nielsen et al., 2009), or Text Exploration (Berant et al., 2012). Open source implementations a number of TE algorithms have become available over the last years, including BIUTEE (Stern and Dagan, 2012) and EDITS (Kouylekov and Negri, 2010), which has made it much easier for end users to utilize TE engines.

At the same time, the situation is still more difficult for researchers and developers. Even though recently a common platform for TE has been proposed (Padó et al., 2015) that standardizes important aspects like annotation types, preprocessing, and knowledge resources, it largely ignores the algorithmic level. In fact, TE algorithms themselves are generally not designed to be extensible or interoperable. Therefore, changes to the algorithms – like adding support for a new language or for new analysis aspect – are often very involved, if not impossible. This often forces the next generation of TE researchers to develop and implement their own core algorithms from scratch.

In this paper, we address this problem by proposing a schema for TE algorithms that revolves around a central representation layer called multi-level alignment geared towards encoding the relevant information for deciding entailment. The use of multi-level alignments encourages a modular, extensible development of TE algorithms that can be partitioned into “alignment producers” and “alignment consumers”. This enables for future researchers and developers to change analysis components or add new ones in a straightforward manner.

We also present evaluation results for a very simple TE algorithm based on multi-level alignments for English, German and Italian. It utilizes a minimal set of analyzers and four basic language-independent features. It can thus be regarded as a baseline of the performance achievable with this approach. The results can already compete with the best open-source engines available for each of the languages.

2 TE with Multi-Level Alignments

The quality of the word alignment between a Text (T) and a Hypothesis (H) has been used very early as a simple feature to decide about TE. When it was found
that alignment strength can be misleading (MacCartney et al., 2006), alignment was understood as an intermediate step whose outcome is a set of correspondences between parts of T and H that can be used to define (mis-)match features. Alignments can be established at the word level, phrase level (MacCartney et al., 2008), or dependency level (Dinu and Wang, 2009). Dagan et al. (2013) generalized this practical use to an architectural principle: They showed that various TE algorithms can be mapped onto a universal alignment-based schema with six steps: pre-processing, enrichment, candidate alignment generation, alignment selection, and classification.

Proposal. Our proposal is similar to, but simpler than, Dagan et al.’s. Figure 1 shows the data flow.

First, the text and the hypothesis are linguistically pre-processed. Then, the annotated T-H pair becomes the input for various independent aligners, which have access to knowledge resources and can compute any evidence for or against entailment that can be represented as a weighted alignment between any linguistic levels of H and T. Note that this includes many analyses not normally treated as alignment, e.g. match or mismatch in negation or modality between parts of T and H. The union of all alignments forms the central data structure, the Multi-Level Alignments.

The next step is feature extraction. Features can be extracted on the basis of individual alignments, or from sets of alignments. We assume that the features form a vector describing the T-H pair, and that the last step is supervised entailment classification.

Discussion. The main difference to Dagan et al.’s schema is that we intentionally leave out the step of alignment selection which explicitly selects a single alignment for each part of H or T, typically the globally most probable one. Our decision to forgo selection is grounded in our design of multi-level alignments as a repository that supports coexistence of information from different sources. This has the following benefits: (a) aligners become decoupled in that adding a new aligner does not have a direct impact on other aligners; (b) alignments produced by different aligners can have different semantics, e.g. positive (match) or negative (mismatch); (c) interactions between alignments can still be captured by defining features in the feature extraction step.

In this manner, multi-level alignments serve as an abstraction layer that encourages the development of TE algorithms composed of small, self-contained modules that solve specialized tasks in TE recognition. Each of these modules consists of two parts: an aligner, and a set of feature extractors. A priori, each module can be defined independently; to introduce interactions with other modules, it should be sufficient to extend the feature extractors.

The practical benefit for the developer is that even relatively complex TE algorithms use a small set of well-defined interfaces, which makes them easy to manage, even at the implementation level. The startup cost is getting acquainted with the common data structure of multi-level alignments. We believe that developers are willing to pay this cost, especially when this provides them with a platform that supports multilingual pre-processing and resources.
3 Implementation and Evaluation

We describe an implementation of a pilot TE algorithm based on the Multi-Level Alignment approach and its evaluation in three languages (EN, DE, IT). The system is available as open-source.\(^1\)

3.1 Technical Foundations

We implement the algorithm within an open-source TE development platform (Padó et al., 2015). The platform provides various multilingual preprocessing pipelines and knowledge resources such as WordNet, VerbOcean, etc., under a shared API. For pre-processing, we use TreeTagger-based pipelines for all three languages.

Another important service provided by the platform is the ability of storing a wide range of linguistic annotations in a common, language-independent data representation. The platform uses UIMA CAS (Ferrucci and Lally, 2004) as the data container, adopts the DKPro type system (de Castilho and Gurevych, 2014), and defines annotation types which can be extended in a controlled manner. We used this capability to define a multilingual Multi-Level Alignment layer with little implementation effort.

3.2 A Minimal Set of Aligners

The pilot algorithm restricts itself to three aligners. All three are fully language-independent, even if two use language-specific knowledge resources.

Lexical Aligner. The lexical aligner adds an alignment link for a pair of lemmas in T and H if it finds some kind of semantic relationships between them in a set of lexical resources. The link is directed, labeled (by the semantic relation, e.g. “synonym”, “antonym”) and weighted, with the weight indicating the strength of the relationship. Note that this aligner can on its own already produce alignment links with inconsistent semantics (positive and negative). For English, WordNet and VerbOcean were used as lexical resources. Italian WordNet was used for Italian, and GermaNet and German DerivBase (Zeller et al., 2013) were used as lexical resources for German.

Paraphrase Aligner. The paraphrase aligner concentrates on surface forms rather than lemmas and can align sequences of them rather than just individual tokens. It uses paraphrase tables, e.g. extracted from parallel corpora (Bannard and Callison-Burch, 2005). The alignment process is similar to the lexical aligner: any two sequences of tokens in T and H are aligned if the pair is listed in the resource. The alignment links created by this aligner instantiate only one relation (“paraphrase”) but report the strength of the relation via the translation probability. We used the paraphrase tables provided by the METEOR MT evaluation package (Denkowski and Lavie, 2014), which are available for numerous languages.

Lemma Identity Aligner. This aligner does not use any resources. It simply aligns identical lemmas between T and H and plays an important role in practice to deal with named entities.

3.3 A Minimal Feature Set

Similar to the aligners, we concentrate on a small set of four features in the pilot algorithm. Again, the features are completely language independent, even at the implementation level. This is possible because the linguistic annotations and the alignments, use a language-independent type system (cf. Section 3.1).

All current features measure some form of coverage on the Hypothesis, i.e. the percentage of H that can be explained by T. The underlying hypothesis is that a higher coverage of H corresponds to a higher chance of entailment. Since parts-of-speech arguably differ in the importance of being covered, we compute coverage for four sets of words separately: (a), for all words; (b), for content words; (c), for verbs; (d), for proper names (according to the POS tagger). The features are defined on the union of all produced alignments: i.e., two words count as aligned if they were aligned by any aligner. Clearly, this is an overly simplistic (albeit surprisingly effective) strategy. It can be considered a baseline for our approach that can be extended with many features that suggest themselves from the literature.

4 Experimental Evaluation

Evaluation 1: RTE-3. RTE-3 was the third instance of the yearly benchmarking workshops of the Textual Entailment community (Giampiccolo et al.,

\(^1\)As a part of Excitement Open Platform for Textual Entailment. https://github.com/hltfbk/EOP-1.2.1/wiki/AlignmentEDAP1
The English dataset created for RTE-3 consists of 800 training and 800 testing T-H pairs. Later, the RTE-3 dataset was translated into both German and Italian (Magnini et al., 2014). It is the only Textual Entailment dataset in multiple languages with the same content. The task is binary TE recognition, with baseline of 50% accuracy (balanced classes).

We trained and tested our Multi-Level Alignment approach (MultiAlign) on the RTE-3 dataset separately for each language. We compare against the other RTE systems from the platform by Padó et al. (2015), namely BIUTEE (Stern and Dagan, 2012), EDITS (Kouylekov and Negri, 2010), and TIE (Wang and Zhang, 2009). Each system is configured with its best known configurations. The pilot system supports all three languages, while others support one (BIUTEE) or two languages (EDITS, TIE).

The results are shown in Table 1. The pilot system performs well in all three languages. It ties with BIUTEE on English and it outperforms TIE and EDITS in their respective results on German and Italian. This is particularly notable since all three systems have gone through several years of development, while MultiAlign is only a pilot implementation.

### Evaluation 2: T-H pairs from Application Data

We perform the second evaluation on real-world application data from two application datasets: an entailment graph dataset (for English and Italian), and an e-mail categorization dataset (for German). Entailment graph building is the task of constructing graphs that hierarchically structure the statements from a collection (Berant et al., 2012) for the application of Text Exploration. In TE-based e-mail categorization, the goal is to assign the right category to an email with TE, using the email as T and a category description as H. (Eichler et al., 2014).

Due to space constraints, we cannot evaluate these applications end-to-end. Instead, we focus on the respective first step, the binary decision of entailment for individual T-H pairs. This task corresponds to RTE-3, and the main difference to Evaluation 1 is that these pairs come from real-world interactions and were produced by native speakers. All T-H pairs are sampled from application gold data which were manually constructed on the basis of anonymized customer interactions (Eichler et al. (2014) for German; Kotlerman et al. (2015) for English and Italian). The sets are fairly large (5300 pairs for English, 1700 for Italian, 1274 for German), and were sampled to be balanced. We report F1 for comparability with non-balanced setups (our random baseline is F1=50).

Table 2 shows our evaluation results. MultiAlign system beats EDITS for Italian (+4), and ties with TIE for German. On English, BIUTEE still outperforms MultiAlign (-2). Thus, MultiAlign also performs acceptably on real-world data.

In sum, we find that MultiAlign is already competitive with state-of-the-art open-source TE engines on three languages. MultiAlign is not only much less complex, but it is also a single system covering all three languages, without any language-specific optimizations. We interpret this as a positive sign for the future of the Multi-Level Alignment approach.

### Visualization

The platform also supports visualization of individual Text-Hypothesis pairs, showing the alignments that were created by the system as well as the features computed on the basis of the alignments. The visualization was built on the basis of the BRAT library.\(^3\)

Figure 2 shows an example for the Text *The judges made an assessment of Peter’s credibility* and the Hypothesis *The judges assessed if Peter was credible*. The top line shows the final prediction, Entailment, and the confidence (75%). The main part shows the Text and the Hypothesis below each other, connected

\(^2\)Both datasets are publicly available.

\(^3\)http://brat.nlplab.org/index.html
by alignment links that are labeled with their source and their score. Note that the alignments can link individual words (assessment and assess are aligned through a derivational link from WordNet) but also phrases (The two occurrences of The judges in Text and Hypothesis are linked by virtue of being identical lemmas).

The three features currently used by the English system are shown below. As can be seen, they aggregate very simple statistics about the alignments: 5 of 7 tokens in the hypothesis are covered, 4 out of 5 content words, and the one proper name is also aligned. This situation motivates nicely the use of those features: a relatively low alignment coverage on all tokens is still compatible with entailment as long as the crucial tokens are aligned.

This visualization enables end users to quickly take in the justification behind the system’s decision. Developers can inspect alignments and features for plausibility and detect possible bugs and assess the limitations of aligners and their underlying resources. For example, the current example shows a wrong link produced by the VerbOcean resource between the noun judges in the Text and the verb assessed in the Hypothesis. The reason is that the noun judges is mistaken for an inflected form of the verb to judge which indeed stands in a Stronger-than relationship to to assess.

5 Conclusion
This paper proposed the use of multi-level alignments, a rich data structure allowing multiple alignments to co-exist. We argued that multi-level alignments are a suitable basis for developing Textual Entailment algorithms by virtue of providing a beneficial abstraction layer that supports extensible and modular entailment algorithms. A pilot TE algorithm developed in this schema showed performance comparable to much more sophisticated state-of-the-art open-source TE engines and is available as open source software.
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Abstract

Complex interactions among the meanings of words are important factors in the function that maps word meanings to phrase meanings. Recently, compositional distributional semantics models (CDSM) have been designed with the goal of emulating these complex interactions; however, experimental results on the effectiveness of CDSM have been difficult to interpret because the current metrics for assessing them do not control for the confound of lexical information. We present a new method for assessing the degree to which CDSM capture semantic interactions that dissociates the influences of lexical and compositional information. We then provide a dataset for performing this type of assessment and use it to evaluate six compositional models using both co-occurrence based and neural language model input vectors. Results show that neural language input vectors are consistently superior to co-occurrence based vectors, that several CDSM capture substantial compositional information, and that, surprisingly, vector addition matches and is in many cases superior to purpose-built parameterized models.

1 Introduction

Consider the meanings of the following phrases: “red apple,” “red hair,” and “red state.” The meaning of the word “red” in each of these examples interacts with the meaning of the noun it modifies, applying a different color to the first two and a political affiliation to the third. This is an example of a common phenomenon in natural language in which the meaning of a whole expression is not derived from a simple concatenation of its parts, but is composed by interactions among their meanings.

Cognitive and computer scientists have pointed out this complexity and proposed various models for accommodating it (Kintsch, 2001; Mitchell and Lapata, 2010; Socher et al., 2013). A dominant modeling approach seeks to learn functions that combine word representations derived from the distributional structure of large natural language corpora (Deerwester et al., 1990; Landauer and Dumais, 1997). Because the word representations to be combined and the compositional functions are generated based on the distributions of words in corpora, these models have been dubbed compositional distributional semantic models, or CDSM (Marelli et al., 2014). CDSM produce fixed-dimensional vector representations of arbitrary sentences and phrases, and the foundational principle of these models is, stated simply, that semantically similar phrases should have vector representations that are close together in the vector space.

1.1 CDSM Assessment

Past studies have tested how well CDSM adhere to this principle by comparing the vector similarity of pairs of sentences with similarity ratings given by humans. Many of these studies used datasets in which the amount of lexical overlap between the sentence pairs is not carefully controlled, e.g., the datasets of Dolan and Brockett (2005) and Agirre...
et al. (2014). One such study obtained the influential result that on such a dataset, simple composition models such as vector addition perform comparably to a state-of-the-art composition model (Blaceo and Lapata, 2012). The success of these simplistic models led to the conjecture that these data sets fail to assess critical aspects of language (Baroni et al., 2014a) and leaves open the question of whether CDSM would outperform simplistic models in a setting in which lexical cues are uninformative.

In the present study, we develop a method for removing the confound of lexical cues from CDSM assessment. The method is to create a set of sentences where each sentence fits into a semantic category and where a sentence’s semantic category cannot be determined based on any individual word in the sentence. CDSM are then challenged to create a vector space in which the representations for sentences in a given category cluster together, even though the individual word vectors do not cluster together. This clustering can be tested by training a simple linear classifier on the CDSM representations, then testing it on representations for held out sentences.

Here, we build a suitable test set by leveraging the lexical ambiguity inherent in locative expressions. Locative expressions are phrases that describe a spatial relationship between two objects using two nouns joined by a preposition; for example, “The magnet is on the refrigerator”, which describes the relationship of adhesion to a vertical surface. Crucially, the spatial relationship between the two nouns in a locative expression is undetermined by the spatial preposition, and can only be determined based on semantic interactions among the prepositions and the two nouns (Herskovits, 1985).

For example, while “The magnet is on the refrigerator” describes the spatial relationship of adhesion to a vertical surface, “The apple is on the refrigerator” describes support by a horizontal surface. In order to classify a new sentence, e.g., “The magnet is on the papers”, into the correct category of support by a horizontal surface, the CDSM vectors for the three sentences must encode the fact that “The magnet is on the papers” shares a common spatial relationship with “The apple is on the refrigerator” and not with “The magnet is on the refrigerator”, even though the latter pair of sentences share more words than the former.

Given this dissociation between lexical overlap and spatial relationship, we were able to construct a dataset wherein lexical information is uninformative, and models must rely on compositionality to score well in classification.

1.2 Relation to Past Work

This approach to CDSM assessment is similar to a previous method wherein polysemous verbs are paired with disambiguating nouns in transitive or intransitive verb phrases. These phrases are then matched with “landmark” verbs that are either similar or not similar in meaning to the full phrase. CDSM are then challenged to create representations of the phrases from which classifiers can determine whether or not a phrase is similar to its landmark verb (Kintsch, 2001; Mitchell and Lapata, 2008; Mitchell and Lapata, 2010; Grefenstette and Sadrzadeh, 2011). Another notable CDSM assessment task involves matching a phrase with a word with a similar meaning, for example, matching a short dictionary definition with the word it defines (Kartsaklis et al., 2012; Turney, 2014).

While these methods are applicable only to simple phrases that can be mapped reasonably to a single word, the present method can, in principle, be applied to any type of phrase. This allowed us to build a dataset that extends the current landmark word and word matching datasets in at least two important ways. First, it includes function words, specifically prepositions. Second, it requires the characterization of interactions among three words in each expression, whereas previous datasets had two words per expression, or subsets of the words did not interact in complex ways.

Other important approaches to CDSM assessment include rating the similarity of sentence pairs, determining whether two sentences are paraphrases (Dolan and Brockett, 2005), classifying the entailment relationship between two sentences (Marelli et al., 2014), classifying the relationship between two entities named in a sentence (Hendrickx et al., 2009), and classifying the valence of the sentiment expressed in a sentence (Socher et al., 2013). These methods have primarily been aimed at assessing CDSM on the full array of constructions inherent in naturally generated language, while our method aims to isolate a specific construction of interest.
### 2 The Dataset

A list of all of the spatial categories with examples is given in Table 1. The authors chose the set of categories to produce the desired dissociation between lexical meaning and phrase category, taking inspiration from the observations of Herskovits (1985). To produce a dataset of expressions fitting these categories, the first and second authors - both native English speakers - generated a large set of locative expressions, intending each expression for a specific category. Then all of the expressions were independently rated by the first two authors, and any expression for which the ratings disagreed were excluded from the dataset. In order to achieve a balanced category size, the second author then created additional sentences intended for underrepresented categories. All additional sentences were stripped of labels and rated independently by the first author. If the first and second authors’ categorizations did not match, the sentence was not added to the dataset.

The dataset contains 500 sentences in total with 100 sentences per category. There is a large amount of lexical variety in the set, with 242 distinct words occurring in noun position one and 213 occurring in noun position two. The dataset is publicly available for download at www.princeton.edu/~swriter.

### 3 Evaluation Setup

Classification among the five categories was performed using a naive Bayes classifier. Two of the categories contained “in” as the preposition in all sentences while the other three contained “on” in all sentences. To be certain that the held out sentences on which the classifier was tested did not contain even a single category-informative noun, we operationally defined informativeness and relegated all sentences with an informative noun to the training set. A noun was deemed informative if it both occurred more than once in the entire data set and it occurred more frequently in one category than in any other. This criterion yielded a set of 80 sentences with no informative nouns, and a set of 420 sentences with at least one informative noun. By this method, we ensured that no component of the models’ classification accuracy on the test set is due to the recognition of individual nouns.

In addition to the CDSM, we included two non-distributional models for comparison. The first, referred to as word overlap, consists of a binary feature vector containing one feature per vocabulary item. This model’s performance provides an upper-bound on the performance that a model can achieve given only the distribution of word tokens in the training set. The second model, inspired by Srikumar and Roth (2013), contains binary features for Wordnet hypernyms (up to 4 levels) of each sense of the noun and a binary feature for each preposition. This model’s score provides an indication of the amount of task-relevant information contained in the taxonomic features of individual words.

We compared CDSM to a further control that consisted of the concatenation of the word vectors. The concatenated vectors contain a complete representation of all of the individual word information, so that any performance the CDSM can achieve above the concatenation score can be attributed to semantic interaction information contained in the parameters of the CDSM.\(^1\)

---

\(^1\)One other experiment we considered was to test the models on the dataset phrases with prepositions removed. However, LF and PLF are undefined for such an input, and the element-wise models trivially perform better with the preposition included because the preposition is the only word that is not stripped of informativeness by design of the task. As such, we excluded this experiment from this report.

<table>
<thead>
<tr>
<th>Category</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adhesion to Vertical Surface</td>
<td>“There is a magnet on the refrigerator.”</td>
</tr>
<tr>
<td>Support by Horizontal Surface</td>
<td>“There is an apple on the refrigerator.”</td>
</tr>
<tr>
<td>Support from Above</td>
<td>“There is an apple on the branch.”</td>
</tr>
<tr>
<td>Full Containment</td>
<td>“There is an apple in the refrigerator.”</td>
</tr>
<tr>
<td>Partial Containment</td>
<td>“There is an apple in the water.”</td>
</tr>
</tbody>
</table>

Table 1: Categories and Example Sentences
3.1 Compositional Distributional Models

We compared six models that are currently prominent in the CDSM literature: addition, multiplication (Mitchell and Lapata, 2008), lexical function (LF) (Coecke et al., 2010), practical lexical function (PLF) (Paperno et al., 2014), full additive (FA) (Guevara, 2010; Zanzotto et al., 2010), and the recursive auto-encoder (RAE) (Socher et al., 2011).

The training data for LF, PLF, and FA was the UKWAC+Wikipedia+BNC 2.8 billion word corpus. In training LF, we followed Grefenstette et al. (2013), employing a two-step training regime using corpus-extracted vectors for noun-preposition-noun combinations to estimate matrices of corresponding prepositional phrases, which were in turn used to estimate a three-way tensor of each preposition. For PLF and FA, we learned separate matrices for combining prepositions with each of the two nouns in the construction, using corpus-based vectors of prepositional phrases for training preposition-noun combination. For training composition of the head noun with the prepositional phrase, we used corpus-extracted noun+preposition (for lexical matrices in PLF) or attributive adjective+noun (for attributive construction in FA) vectors. Phrase vectors for training were built as DISSECT ‘peripheral’ spaces from phrase cooccurrence data in the count models. In the predict models, phrase vectors were learned along with word vectors in one pass, feeding all phrases of the relevant type as single tokens.

The RAE vectors were computed using Socher et al.’s implementation which is trained on a 150K sentence subset of the NYT and AP sections of the Gigaword corpus.

For all compositional models, we used as input two varieties of word level representations: co-occurrence based (Turney et al., 2010) and neural language model (Mikolov et al., 2013). Following Baroni et al. (2014b), we will refer to these variants as count and predict models respectively. Both word models were trained on the same corpus as those used to train the compositional models. Count was based on a 5 word window weighted with positive PMI and was reduced to 300 dimensions via SVD, while predict was based on a 5 word window using Mikolov’s continuous bag of words approach with negative sampling (Mikolov et al., 2013). These parameters were based on their strong performance in the systematic evaluation by Baroni et al. (2014b). Socher et al.’s RAE implementation composes neural language model vectors described by Collobert and Weston (2008) and supplied by Turian et al. (2010). For comparison with the RAE, we report results for addition, multiplication, and concatenation of these same embeddings.

4 Results

The naive Bayes accuracy scores for all models are displayed in Figure 1. Addition, PLF, and the RAE each substantially outperformed concatenation, indicating that these models’ vectors contain informa-
tion about the semantic interactions between phrase constituents. Addition scored higher than PLF, while the RAE achieved comparable performance to its additive counterpart. In all cases except FA in which predict and count vectors were compared, predict achieved a higher score. This last result shows that the superiority of predict vectors documented by Baroni et al. (2014b) extends to their use in compositional models.

All of the models performed well above chance accuracy of 0.2. The Wordnet based model achieved accuracy substantially above word overlap using hypernym information, indicating that although each noun is uninformative, its membership in higher level semantic categories is informative. All of the distributional models outperform the non-distributional models, except for LF and FA, which also fail to outperform concatenations of their input vectors. One explanation for the poor performance of LF and FA is that the 2.8B word corpus used to train them did not have sufficient relevant information to specify their large sets of parameters. This explanation is supported by the fact that PLF, a model designed as a parameter-reduced version of LF, performs well.

5 Discussion

The most important finding of this study is that, even on a test painstakingly designed to exclusively assess composition, vector addition matches or outperforms sophisticated CDSM. This finding implies that the structure of distributional vector spaces admits the effective use of addition for modeling complex interactions between meanings. This suggests that future work should be concerned with understanding the properties of distributional vector spaces that make this possible, as well as with understanding how these properties can be leveraged by sophisticated models.

A further contribution of this work is that it serves as a proof-of-concept for a new method for dissociating the influences of lexical and compositional influences on CDSM performance. Future work can extend this approach by finding alternatives to locative expressions in order to test a wider variety of constructions. More immediately, future work may improve the locative expressions dataset by using crowdsourcing to obtain naive participant ratings to corroborate the expert ratings and to increase the size of the dataset.
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Abstract

The automatic induction of scripts (Schank and Abelson, 1977) has been the focus of many recent works. In this paper, we employ a variety of these methods to learn Schank and Abelson’s canonical restaurant script, using a novel dataset of restaurant narratives we have compiled from a website called “Diners from Hell.” Our models learn narrative chains, script-like structures that we evaluate with the “narrative cloze” task (Chambers and Jurafsky, 2008).

1 Introduction

A well-known theory from the intersection of psychology and artificial intelligence posits that humans organize certain kinds of general knowledge in the form of scripts, or common sequences of events (Schank and Abelson, 1977). Though many early AI systems employed hand-encoded scripts, more recent work has attempted to induce scripts with automatic and scalable techniques. In particular, several related techniques approach the problem of script induction as one of learning narrative chains from text corpora (Chambers and Jurafsky, 2008; Chambers and Jurafsky, 2009; Jans et al., 2012; Pichotta and Mooney, 2014). These statistical approaches have focused on open-domain script acquisition, in which a large number of scripts may be learned, but the acquisition of any particular set of scripts is not guaranteed. For many specialized applications, however, knowledge of a few relevant scripts may be more useful than knowledge of many irrelevant scripts. With this scenario in mind, we attempt to learn the famous “restaurant script” (Schank and Abelson, 1977) by applying the aforementioned narrative chain learning methods to a specialized corpus of dinner narratives we compile from the website “Diners from Hell.” Our results suggest that applying these techniques to a domain-specific dataset may be reasonable way to learn domain-specific scripts.

2 Background

Previous work in the automatic induction of scripts or script-like structures has taken a number of different approaches. Regneri et al. (2010) attempt to learn the structure of specific scripts by eliciting event sequence descriptions (ESDs) from humans to which they apply multiple sequence alignment (MSA) to yield one global structure per script. (Orr et al. (2014) learn similar structures in a probabilistic framework with Hidden Markov Models.) Although Regneri et al. (2010), like us, are concerned with learning pre-specified scripts, our approach is different in that we apply unsupervised techniques to scenario-specific collections of natural, pre-existing texts.

Note that while the applicability of our approach to script learning may appear limited to domains for which a corpus conveniently already exists, previous work demonstrates the feasibility of assembling such a corpus by automatically retrieving relevant documents from a larger collection. For example, Chambers and Jurafsky (2011) use information retrieval techniques to gather a small number of bombing-related documents from the Gigaword corpus, which they successfully use to learn a MUC-style (Sundheim, 1991) information extraction tem-
plate for bombing events.

Following the work of Church and Hanks (1990) in learning word associations via mutual information, and the DIRT system introduced by Lin and Pantel (2001), Chambers and Jurafsky (2008) propose a PMI-based system for learning script-like structures called narrative chains. Several follow-up papers introduce variations and improvements on this original model for learning narrative chains (Chambers and Jurafsky, 2009; Jans et al., 2012; Pichotta and Mooney, 2014). It is from this body of work that we borrow techniques to apply to the Dinners from Hell dataset.

As defined by Chambers and Jurafsky (2008), a narrative chain is “a partially ordered set of narrative events that share a common actor,” where a narrative event is “a tuple of an event (most simply a verb) and its participants, represented as typed dependencies.” To learn narrative chains from text, Chambers and Jurafsky extract chains of narrative events linked by a common coreferent within a document. For example, the sentence “John drove to the store where he bought some ice cream.” would generate two narrative events corresponding to the protagonist John: (drive, nsubj) followed by (buy, nsubj). Over these extracted chains of narrative events, pointwise mutual information (PMI) is computed between all pairs of events. These PMI scores are then used to predict missing events from such chains, i.e. the narrative cloze evaluation.

Jans et al. (2012) expand on this approach, introducing an ordered PMI model, a bigram probability model, skip n-gram counting methods, coreference mention selection, and an alternative scoring metric (recall at 50). Their bigram probability model outperforms the original PMI model on the narrative cloze task under many conditions. Pichotta and Mooney (2014) introduce an extended notion of narrative event that includes information about subjects and objects. They also introduce a competitive “unigram model” as a baseline for the narrative cloze task.

To learn the restaurant script from our dataset, we implement the models of Chambers and Jurafsky (2008) and Jans et al. (2012), as well as the unigram baseline of Pichotta and Mooney (2014). To evaluate our success in learning the restaurant script, we perform a modified version of the narrative cloze task, predicting only verbs that we annotate as “restaurant script-relevant” and comparing the performance of each model. Note that these annotations are not used for training.

3 Methods

This section provides an overview of each of the different methods and parameter settings we employ to learn narrative chains from the Dinners from Hell corpus, starting with the original model (Chambers and Jurafsky, 2008) and extending to the modifications of Jans et al. (2012). As part of this work, we are releasing a program called NaChos, our integrated Python implementation of each of the methods for learning narrative chains described in this section.

3.1 Counting methods for PMI

Formally, a narrative event, $e := (v, d)$, is a verb, $v$, paired with a typed dependency (De Marneffe et al., 2006), $d$, defining the role a “protagonist” (coreference mention) plays in an event (verb). The main computational component of learning narrative chains in Chambers and Jurafsky’s model is to learn the pointwise mutual information for any pair of narrative events:

$$pmi(e_1, e_2) := \log \frac{C(e_1, e_2)}{C(e_1, \ast)C(\ast, e_2)}$$ (1)

where $C(e_1, e_2)$ is the number of times that narrative events $e_1$ and $e_2$ “co-occur” and

$$C(e, \ast) := \sum_{e'} C(e, e')$$ (2)

Chambers and Jurafsky define $C(e_1, e_2)$ as “the number of times the two events $e_1$ and $e_2$ had a coreferring entity filling the values of the dependencies $d_1$ and $d_2$.” This is a symmetric value with respect to $e_1$ and $e_2$.

We implement the following counting variants:

**Skip N-gram** By default, $C(e_1, e_2)$ is incremented if $e_1$ and $e_2$ occur anywhere within the same chain of events derived from a single coreference chain (skip-all); we also implement an option to restrict the distance between $e_1$ and $e_2$ to 0 through 5 intervening events (skip-0 through skip-5). (Jans et al., 2012)
Coreference Chain Length The original model counts co-occurrences in all coreference chains; we include Jans et al. (2012)’s option to count only the longest chains in each document, or to count only over chains of length 5 or greater (long).

Count Threshold Because PMI favors low-count events, we add an option to set \( C(e_1, e_2) \) to zero for any \( e_1, e_2 \) for which \( C(e_1, e_2) \) is below some threshold, \( T \), up to 5.

3.2 Predictive Models for Narrative Cloze

In order to perform the narrative cloze task, we need a model for predicting the missing narrative event, \( e \), from a chain of observed narrative events, \( e_1 \ldots e_n \), at insertion point \( k \). The original model, proposed by Chambers and Jurafsky (2008), predicts the event that maximizes unordered pmi,

\[
\hat{e} = \arg \max_{e \in V} \sum_{i=1}^{n} pmi(e, e_i)
\]

where \( V \) is the set of all observed events (the vocabulary) and \( C(e_1, e_2) \) is symmetric. Two additional models are introduced by Jans et al. (2012) and we use them here, as well. First, the ordered pmi model,

\[
\hat{e} = \arg \max_{e \in V} \sum_{i=1}^{k} pmi(e_i, e) + \sum_{i=k+1}^{n} pmi(e, e_i)
\]

where \( C(e_1, e_2) \) is asymmetric, i.e., \( C(e_1, e_2) \) counts only cases in which \( e_1 \) occurs before \( e_2 \). Second, the bigram probability model:

\[
\hat{e} = \arg \max_{e \in V} \prod_{i=1}^{k} p(e|e_i) \prod_{i=k+1}^{n} p(e_i|e)
\]

where \( p(e_2|e_1) = \frac{C(e_1, e_2)}{C(e_1, \ast)} \) and \( C(e_1, e_2) \) is asymmetric.

Discounting For each model, we add an option for discounting the computed scores. In the case of the two PMI-based models, we use the discount score described in Pantel and Ravichandran (2004) and used by Chambers and Jurafsky (2008). For the bigram probability model, this PMI discount score would be inappropriate, so we instead use absolute discounting.

4 Dataset: Dinners From Hell

The source of our data for this experiment is a blog called “Dinners From Hell” where readers submit stories about their terrible restaurant experiences. For an example story, see Figure 1. To process the raw data, we stripped all HTML and other non-story content from each file and processed the remaining text with the Stanford CoreNLP pipeline version 3.3.1 (Manning et al., 2014). Of the 237 stories obtained, we manually filtered out 94 stories that were “off-topic” (e.g., letters to the webmaster, dinners not at restaurants), leaving a total of 143 stories. The average story length is 352 words.

4.1 Annotation

For the purposes of evaluation only, we hired four undergraduates to annotate every non-copular verb in each story as either corresponding to an event “related to the experience of eating in a restaurant” (e.g., ordered a steak), “unrelated to the experience of eating in a restaurant” (e.g., answered the phone), or uncertain. We used the WebAnno platform for annotation (Yimam et al., 2013).

A total of 8,202 verb (tokens) were annotated, each by three annotators. 70.3% of verbs annotated achieved 3-way agreement; 99.4% had at least 2-way agreement. After merging the annotations (simple majority vote), 30.7% of verbs were labeled as restaurant-script-related, 68.6% were labeled as restaurant-script-unrelated, and the remaining 0.7% as uncertain.

Corresponding to the 8,202 annotated verb tokens, there are 1,481 narrative events at the type level. 580 of these narrative event types were annotated as script-relevant in at least one token instance.
“A long time ago when I was still in college, my family decided to take me out for pizza on my birthday. We
decided to try the new location for a favorite pizza chain of ours. It was all adults and there were about 8 of us, so we ordered 3 large pizzas. We got to chatting and soon realized that the pizzas should’ve been ready quite a bit ago, so we called the waitress over and she went to check on our pizzas. She did not come back. We waited about another 10 minutes, then called over another waitress, who went to check on our pizzas and waitress. It now been over an hour. About 10 minutes later, my Dad goes up to the check-out and asks the girl there to send the manager to our table. A few minutes later the manager comes out. He explains to us that our pizzas got stuck in the oven and burned. They were out of large pizza dough bread, so they were making us 6 medium pizzas for the price of 3 large pizzas. We had so many [pizzas] on our table we barely had [room] to eat! Luckily my family is pretty easy going so we just laughed about the whole thing. We did tell the manager that it would have been nice if someone, anyone, had said something earlier to us, instead of just disappearing, and he agreed. He even said it was his responsibility, but that he had been busy trying to fix what caused the pizzas to jam up in the oven. He went so far as to give us 1/2 off our bill, which was really nice. It was definitely a memorable birthday!”

Figure 1: Example story from Dinners from Hell corpus. Bold words indicate events in the “we” coreference chain (the longest chain). Boxed words (blue) indicate best narrative chain of length three (see Section 5.2); underlined words (orange) are corresponding subjects and bracketed words (green) are corresponding objects.

5 Evaluation

5.1 Narrative Cloze

We evaluate the various models on the narrative cloze task. What is different about our version of the narrative cloze task here is that we limit the cloze tests to only “interesting” events, i.e., those that have been identified as relevant to the restaurant script by our annotators (see Section 4.1).

Because our dataset is small (143 documents), we perform leave-one-out testing at the document level, training on 133 folds total. (Ten documents are excluded for a development set.) For each fold of training, we extract all of the narrative chains (mapped directly from coreference chains) in the held out test document. For each test chain, we generate one narrative cloze test per “script-relevant” event in that chain. For example, if a chain contains ten events, three of which are “script-relevant,” then three cloze tests will be generated, each containing nine “observed” events. Chains with fewer than two events are excluded. In this way, we generate a total of 2,273 cloze tests.

Scoring We employ three different scoring metrics: average rank (Chambers and Jurafsky, 2008), mean reciprocal rank, and recall at 50 (Jans et al., 2012).

Baseline The baseline we use for the narrative cloze task is to rank events by frequency. This is the “unigram model” employed by Pichotta and Mooney (2014), a competitive baseline on this task.
For each model and scoring metric, we perform a complete grid search over all possible parameter settings to find the best-scoring combination on a cloze test from a set-aside development set of ten documents. The parameter space is defined as the Cartesian product of each of the following possible parameter values: skip-n (all,0-5), coreference chain length (all, long, longest), count threshold (T=1-5), document threshold (D=1-5), and discounting (yes/no). Bigram probability with and without discounting are treated as two separate models.

Figure 2 reports the results of the narrative cloze evaluation. Each of the four models (unordered pmi, ordered pmi, bigram, and bigram with discounting) outperform the baseline on the average rank metric when the parameters are optimized for that metric. Both bigram models beat the baseline on mean reciprocal rank not only for MRR-optimized parameter settings, but for the average-rank- and recall-at-50-optimized settings. None of the parameter settings are able to outperform the baseline on recall at 50, though both PMI models tie the baseline. Overall, the model that performs the best is the bigram probability model with discounting (row 12 of Figure 2) which has the following parameter settings: skip-all, coref-all, T=1, and D=5.

The fact that several model settings outperform an informed baseline on average rank and mean reciprocal rank indicates that these methods may in general be applicable to smaller, domain-specific corpora. Furthermore, it is apparent from the results that the bigram probability models perform better overall than PMI-based models, a finding also reported in Jans et al. (2012). This replication is further evidence that these methods do in fact transfer.

5.2 Qualitative Example

To get a qualitative sense of the narrative events these models are learning to associate from this data, we use the conditional probabilities learned in the bigram model (Fig 2, row 12) to select the highest probability narrative chain of length three out of the 12 possible events in the “we” coreference chain in Figure 1 (bolded). The three events selected are boxed and highlighted in blue. The bigram model selects the “deciding” event (selecting restaurant) and the “having” event (having pizza), both reasonable components of the restaurant script. The third event selected is “having room,” which is not part of the restaurant script. This mistake illustrates a weakness of the narrative chains model; without considering the verb’s object, the model is unable to distinguish “have pizza” from “have room.” Incorporating object information in future experiments, as in Pichotta and Mooney (2014), might resolve this issue, although it could introduce sparsity problems.

6 Conclusion

In this work, we describe the collection and annotation of a corpus of natural descriptions of restaurant visits from the website “Dinners from Hell.” We use this dataset in an attempt to learn the restaurant script, using a variety of related methods for learning narrative chains and evaluating on the narrative cloze task. Our results suggest that it may be possible in general to use these methods on domain-specific corpora in order to learn particular scripts from a pre-specified domain, although further experiments in other domains would help bolster this conclusion. In principle, a domain-specific corpus need not come from a website like Dinners from Hell; it could instead be sub-sampled from a larger corpus, retrieved from the web, or directly elicited. Our domain-specific approach to script learning is potentially useful for specialized NLP applications that require knowledge of only a particular set of scripts.

One feature of the Dinners from Hell corpus that bears further inspection in future work is the fact that its stories contain many violations of the restaurant script. A question to investigate is whether these violations impact how the restaurant script is learned. Other avenues for future work include incorporating object information into event representations and applying domain adaptation techniques in order to leverage larger general-domain corpora.
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Abstract

An English entity linking (EL) workflow is presented, which combines the annotations of five public open source EL services. The annotations are combined through a weighted voting scheme inspired by the ROVER method, which had not been previously tested on EL outputs. The combined results improved over each individual system’s results, as evaluated on four different golden sets.

1 Introduction

The Entity Linking (EL) literature has shown that the quality of EL systems’ results varies widely depending on characteristic of the corpora they are applied to, or on the types of entities we need to link (Cornolti et al., 2013, Usbeck et al., 2015). For instance, a system that links to a wide set of entity types can be less accurate at basic types like Person, Location, Organization than systems specializing in those basic types.

A way to make up for the uneven performance of entity linking methods across corpora would be mixing different annotators’ results, so that the annotators’ strengths complement each other. This paper presents a method to combine the outputs of five open source entity linking systems, in order to obtain improved results. The method involves a weighted voting scheme that had not been previously applied to EL, and improves annotation results across four test-corpora.

The structure of the paper is as follows: Section 2 presents related work. Section 3 describes the combined entity linking system. Section 4 provides an evaluation of the system’s results and a discussion.

2 Related Work

General surveys on EL can be found in (Cornolti et al., 2013) and (Rao et al., 2013). Besides the EL literature, work on combining NLP annotators is particularly relevant for the present article.

The goal of combining different NLP systems is obtaining combined results that are better than the results of each individual system. Fiscus (1997) created the ROVER method, with weighted voting to improve speech recognition outputs. ROVER was found to improve parsing results by De la Clergerie et al. (2008). In Named Entity Recognition (NER), Rizzo et al. (2014) improved results combining systems via different machine learning algorithms.

In entity linking, the potential benefits of combining annotations have been explored before. Rizzo and Troncy (2012) describe the NERD system, which combines entity linkers. However, we are not aware of a system that, like ours, makes an automatic choice among the systems’ conflicting annotations, based on an estimate of each annotation’s quality. Our approach to choose among conflicting annotations is inspired by the ROVER method, which had not been previously attempted for EL to our knowledge. A further difference in our system is that the set of linkers we combine is public and open-source.
3 Combining Annotators

Our workflow performs English EL to Wikipedia, combining the outputs of the following EL systems: Tagme \(^1\) (Ferragina and Scaiella, 2010), DBpedia Spotlight\(^2\) (Mendes et al. 2011), Wikipedia Miner\(^3\) (Milne and Witten, 2008a), AIDA\(^4\) (Hoffart et al., 2011) and Babelfy\(^5\) (Moro et al. 2014). A description of the different systems can be found in (Usbeck et al., 2015). The systems rely on a variety on algorithms and it can be expected that their results will complement each other.

3.1 Obtaining Individual Annotator Outputs

First of all, a client requests the annotations for a text from each linker’s web-service, using the services’ default settings except for the confidence threshold, which is configured in our workflow.

We obtained optimal thresholds for each system (Column \(i\) in Tables 1 and 2) with the BAT Framework\(^7\) (Cornolti et al., 2013). The BAT Framework allows calling several entity linking tools and compares their results using different annotation confidence thresholds, with a view to finding the thresholds that yield best results according to several evaluation measures.

Annotations are filtered out if their confidence is below the thresholds obtained in the way just described. The remaining annotations proceed to the annotation-voting step.

3.2 Pre-ranking Annotators

Our annotation voting exploits annotators’ precision on an annotated reference set in order to weight the annotations produced by each annotator (details in 3.3 below). It is not viable to create a reference set for each new corpus that we need to perform entity linking on. To help overcome this issue, we adopt the following approach: We have ranked the annotators for precision on two reference sets: AIDA/CONLL Test B (Hoffart et al., 2011), and IITB (Kulkarni et al., 2009). The IITB dataset contains annotations for category Others, i.e. entities that are not a person, organization or location, whereas AIDA/CONLL B does not contain such annotations. The proportion of annotations in a corpus that fall into the Others category is a strong predictor of annotators’ performance on that corpus, according to a study on how different dataset features correlate with annotators’ results, available on the GERBIL platform\(^8\) (Usbeck et al., 2015). Taking this into account, in order to annotate a new corpus, if annotations for the Others category are needed for that new corpus, the annotator ranking for the IITB corpus will be used in order to weight the new corpus’ annotations, since IITB is the only one among our two reference sets that contains annotations for Others, and an annotator performing well on IITB is likely to perform well when annotations for Others are needed. If, conversely, annotations for the Others category are not needed, the annotator ranking for the AIDA/CONLL B reference corpus is used in order to weight the new corpus’ annotations.

3.3 Annotation Voting Scheme

The voting scheme is in Figure 1. Each annotation is formalized as a pairing between a mention \(m\) (a span of characters in the text) and a Wikipedia entity \(e\). For each annotation \(<m, e>\), \(\Omega_m\) is the set of annotations whose mentions overlap\(^9\) with \(m\). The set \(\Omega_m\) is divided into disjoint subsets, each of which contains annotations linking to a different entity. Each subset \(L\) is voted by \(vot(L)\): For each annotation \(o\) in \(L\), \(N\) is the number of annotators we combine (i.e. 5), \(r_{o,amr}\), is the rank of annotator \(amr\), which produced annotation \(o\), and \(P_{amr}\) is \(amr\)’s precision on the ranking reference corpus (see 3.2 above). Finally, parameter \(\alpha\) influences the distance between the annotations’ votes based on their annotators’ rank, and was set at 1.75 based on the best results on both ranking reference corpora.

---

\(^1\) http://tagme.di.unipi.it/tagme\_help.html
\(^2\) https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki
\(^3\) http://wikipedia-miner.cms.waikato.ac.nz/
\(^4\) https://github.com/yago-naga/aida
\(^5\) http://babelfy.org/download.jsp
\(^6\) The public deployments were used, but for AIDA, which was set up locally: Source v2.1.1, Data 2010-08-17v7. In AIDA, the tech=GRAPH option was used (non-default, but recommended by AIDA’s authors for benchmarking).
\(^7\) https://github.com/marcocor/bat-framework

---

\(^8\) See Annotator - Dataset feature correlations at http://gerbil.aksw.org/gerbil\_overview

\(^9\) Assume two mentions \((p1, e1)\) and \((p2, e2)\), where \(p1\) and \(p2\) are the mentions’ first character indices, and \(e1\) and \(e2\) are the mentions’ last character indices. The mentions overlap iff \((p1 = p2) \land (e1 = e2) \lor ((p1 = p2) \land (e1 < e2)) \lor ((p1 = p2) \land (e2 < e1)) \lor ((e1 = e2) \land (p1 < p2)) \lor ((e1 = e2) \land (p2 < p1)) \lor ((p1 < p2) \land (p2 < e1)) \lor ((p2 < p1) \land (p1 < e2))\).
for each set $\Omega_m$ of overlapping annotations:

$$
\text{vote}(L) = \sum_{o \in L} \left( N - \left( r_{o,anr} - \alpha \right) \right) \cdot P_{o,anr}
$$

if $\max_{L \in \Omega_m} \left( \text{vote}(L) \right) > P_{\text{max}}$ : select $\arg\max_{L \in \Omega_m} \left( \text{vote}(L) \right)$

Figure 1: Entity voting scheme.

The entity for the subset $L$ which obtains the highest vote among $\Omega_m$’s subsets is selected if its vote is higher than $P_{\text{max}}$, i.e. the maximum precision for all annotators on the ranking corpus. Once an entity has been selected for a set of overlapping mentions, the mention itself needs to be selected. Best results were obtained when the most common mention in the set was selected. In case of ties, the longest mention among the most common ones was selected (e.g. if two mentions occur twice each in the set, select the longer one).

4 Evaluation and Results

4.1 Evaluation Method

Datasets: The workflow was tested on four golden sets. First, the two datasets that had also been used as reference sets in order to obtain the weights to vote annotations with (see Section 3.2). These two datasets were AIDA/CONLL B (231 documents with 4485 annotations; 1039 characters avg., news and sports topics) and IITB (103 documents with 11245 annotations; 3879 characters avg., topics from news, science and others). In order to test whether the annotator weights obtained from those two corpora can improve results when applied to annotator combination on other corpora, we tested on two additional datasets: MSNBC (Cucerzan, 2007), with 20 documents and 658 annotations (3316 characters avg., news topics) and AQUAINT (Milne and Witten, 2008b), with 50 documents and 727 annotations (1415 characters avg., news topics).

The AQUAINT dataset contains annotations for common noun entities (besides Person, Location, Organization). For this reason, according to the procedure described in 3.2 above, its annotations were weighted according to annotators’ ranking on the IITB corpus, which also contains common-noun annotations. The MSNBC dataset does not contain common-noun annotations, so the annotator ranking for the AIDA/CONLL test-set was used in order to combine annotations in MSNBC.

Measures: The EL literature has stressed the importance of evaluating systems on more than one measure. We tested the workflow on strong annotation match (SAM) and entity match (ENT) (Cornolti et al., 2013). SAM requires an annotation’s position to exactly match the reference, besides requiring the entity annotated to match the reference entity. ENT ignores positions and only evaluates whether the entity proposed by the system matches the reference.

Mapping files: Evaluating EL to Wikipedia requires making sure that we consider the same set of target entities for each EL system, since the versions of Wikipedia deployed within each system may differ. A mapping between current Wikipedia titles for the golden set annotations and non-canonical forms for these titles was created (including e.g. older titles redirecting to the new ones), and applied to golden and system sets before evaluation.

Tools: Evaluation was carried out with the neleval tool from the TAC-KBP Entity Discovery and Linking task (Ji et al., 2014). The tool implements several EL-relevant metrics, accepting a common delimited format for golden sets and results across corpora. The tool’s significance testing function via randomized permutation/bootstrap methods was also applied to our results.

4.2 Results and Discussion

Results are provided in Table 1 (SAM measure) and Table 2 (ENT measure). Note that, to promote transparency, individual system annotations, combined results, reference annotations and mapping files are available on a website. Each table shows micro-averaged precision, recall and F1 on the four golden sets, for each individual system, plus results for the combined workflow in the last row. The optimal confidence thresholds for each annotator are also indicated where applicable.

---

10 See Table 1 and Table 2 below for $P_{\text{max}}$ values in the ranking reference corpora: $P_{\text{max}}$ is the maximum (excluding row Combined) in columns AIDA/CONLL B and IITB.

11 The mapping was created based on fetch_map from the conll03_nel_eval tool by Hachey et al. (2013), https://github.com/wikilinks/conll03_nel_eval
12 https://github.com/wikilinks/neleval/wiki
13 https://sites.google.com/site/entitylinking1/
The annotator rankings and weights with which annotations were weighted in our voting scheme (Figure 1) can be read off the P column for the ranking reference corpora (AIDA/CONLL or IITB). For instance, results for MSNBC were combined using the ranking from AIDA/CONLL. In terms of Figure 1, this means that MSBC annotations (for the SAM measure) were weighted with the following values, in format (Annotator, Rank, Weight): (AIDA, 0, 0.767), (Tagme, 1, 0.548), (Wikipedia Miner, 2, 0.453), (Babelfy, 3, 0.347), (Spotlight, 4, 0.281). The $P_{max}$ value that each annotation’s vote is compared to in MSNBC is 0.767.

In the tables, the best F1 score in each corpus is marked in bold, and the second-best F1 is in italics. The combined workflow obtains the best score in all cases, except ENT scores on AIDA/CONLL B. For the SAM measure, the improvements range between 0.8 points and 4.7 points of F1. For the ENT measure, improvements range between 0.2 and 1.4 points of F1. The differences are statistically significant in the majority of cases (scores with a star). Significance (p < 0.05) was assessed with the random permutation method in the neleval tool.12

The combined workflow was able to improve over the best individual system regardless of which this system was: Tagme, Wikipedia Miner or AIDA. In some cases, the improvements over the best individual system’s F1 take place because of markedly increased recall in the combined system compared to the best individual system’s recall, without a major decrease in precision in the combined system (see AQUAINT results for ENT). The opposite pattern of improvement is also attested: In the MSNBC results for SAM, it is the increased precision of the combined workflow that makes its F1 improve over the best individual system’s F1.

Regarding the significant drop in F1 in the combined system vs. the best individual system (AIDA) in the ENT results for the AIDA/CONLL B corpus, note that, in this case, the difference between AIDA’s individual results and the results for the second-best individual system was much higher (17.2 points of F1) than anywhere else in the rest of tests performed. When such a large difference exists between the best individual system and the rest, an alternative type of voting may be needed in order to improve results over the best individual system.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
Corpus & System & AIDA/CONLL B & IITB & MSNBC & AQUAINT \\
\hline
 & & t & P & R & F1 & t & P & R & F1 & t & P & R & F1 & t & P & R & F1 \\
\hline
Tagme & & 0.219 & 54.8 & 53.9 & 54.4 & 0.086 & 41.1 & 42.6 & 41.8 & 0.188 & 44.7 & 42.4 & 43.5 & 0.188 & 39.9 & 46.5 & 43.0 \\
Spotlight & & 0.086 & 28.1 & 38.8 & 32.6 & 0.016 & 41.0 & 48.2 & 44.3 & 0.063 & 21.8 & 28.1 & 24.6 & 0.055 & 15.6 & 45.3 & 23.2 \\
W Miner & & 0.57 & 45.3 & 50.3 & 47.7 & 0.25 & 55.2 & 44.4 & 49.2 & 0.664 & 42.3 & 38.2 & 40.2 & 0.57 & 34.8 & 57.6 & 43.4 \\
AIDA & & 0.0 & 76.7 & 46.7 & 58.1 & 0.0 & 50.2 & 5.6 & 10.0 & 0.0 & 63.6 & 23.8 & 34.7 & 0.0 & 50.3 & 27.7 & 35.7 \\
Babelfy & & dna & 34.7 & 34.0 & 34.3 & dna & 46.8 & 14.9 & 22.7 & dna & 31.8 & 28.8 & 31.1 & dna & 22.6 & 31.5 & 26.3 \\
Combined & & dna & 64.8 & 61.7 & *61.9 & dna & 59.3 & 44.7 & *50.0 & dna & 54.3 & 43.4 & *48.2 & dna & 34.1 & 64.1 & 44.5 \\
\hline
\end{tabular}
\caption{Strong annotation match (SAM). Optimal confidence thresholds (t), Micro-averaged Precision, Recall, F1 for each annotator and combined system. Babelfy and the combined system use no confidence thresholds (dna).}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
Corpus & System & AIDA/CONLL B & IITB & MSNBC & AQUAINT \\
\hline
 & & t & P & R & F1 & t & P & R & F1 & t & P & R & F1 & t & P & R & F1 \\
\hline
Tagme & & 0.234 & 58.2 & 67.9 & 62.7 & 0.102 & 47.6 & 45.7 & 46.7 & 0.328 & 66.8 & 49.9 & 57.1 & 0.198 & 63.8 & 55.4 & 59.3 \\
Spotlight & & 0.094 & 30.8 & 40.1 & 34.8 & 0.008 & 36.6 & 51.8 & 42.9 & 0.063 & 21.6 & 27.5 & 24.2 & 0.055 & 26.2 & 49.8 & 34.3 \\
W Miner & & 0.477 & 46.9 & 57.3 & 51.6 & 0.195 & 61.3 & 43.3 & 50.6 & 0.664 & 50.1 & 52.8 & 51.4 & 0.523 & 59.9 & 62.5 & 61.1 \\
AIDA & & 0.0 & 79.7 & 79.7 & *79.7 & 0.0 & 61.4 & 11.7 & 19.7 & 0.0 & 74.6 & 56.3 & 64.2 & 0.0 & 67.8 & 37.3 & 48.1 \\
Babelfy & & dna & 35.6 & 37.9 & 36.7 & dna & 48.4 & 16.3 & 24.4 & dna & 36.5 & 37.5 & 37.0 & dna & 39.1 & 37.8 & 38.3 \\
Combined & & dna & 65.0 & 78.5 & 71.1 & dna & 60.7 & 44.6 & *51.4 & dna & 66.7 & 62.3 & *64.4 & dna & 58.4 & 67.3 & *62.5 \\
\hline
\end{tabular}
\caption{Entity match (ENT). Optimal confidence thresholds (t), Micro-averaged Precision, Recall, F1 in for each annotator and combined system. Babelfy and the combined system use no confidence thresholds (dna).}
\end{table}
5 Conclusion and Future Work

A workflow that combines the outputs of public open source entity linking (EL) systems via weighted voting was presented. The simple voting scheme generally improved F1 scores over the best individual system’s F1, as assessed by the strong annotation match and entity match measures. Besides some enhancements to the voting scheme, interesting future work could be comparing this simple scheme’s results with a more complex combination method, e.g. involving supervised learning based on available corpora annotated for entity linking (with mention–entity pairings).
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Abstract

This paper reports an approach to automatically generate a lexical resource to support incremental semantic role labeling annotation in Portuguese. The data come from the corpus Propbank-Br (Propbank of Brazilian Portuguese) and from the lexical resource of English Propbank, as both share the same structure. In order to enable the strategy, we added extra annotation to Propbank-Br. This approach is part of a previous decision to invert the process of implementing a Propbank project, by first annotating a core corpus and only then generating a lexical resource to enable further annotation tasks. The reasoning behind such inversion is to explore the task empirically before distributing the annotation task and to provide simultaneously: 1) a first training corpus for SRL in Brazilian Portuguese and 2) annotated examples to compose a lexical resource to support SRL. The main contribution of this paper is to point out to what extent linguistic effort may be reduced, thereby speeding up the construction of a lexical resource to support SRL for less resourced languages. The corpus Propbank-Br, with the extra annotation described herein, is publicly available.

1 Introduction

The task of semantic role labeling (SRL) consists of identifying a predicate (a verb or a predicate noun) and its arguments, assigning to each argument the semantic roles it play in the argumental structure (Palmer et al. 2010). For example, in the sentence “Parents complain to education department about schools constantly switching uniforms”, there are two predicates: “complain” and “switching”. The argumental structure of “complain” is: “Parents” (agent), “to the education department” (recipient), “about schools constantly switching uniforms” (theme). The argumental structure of “switching” is: “schools” (agent); “constantly” (time/frequency); “uniforms” (theme).

There is no consensus regarding an ideal set of semantic role labels and, for this reason, the first difficult decision in a project of SRL is to choose which set to adopt. No matter which set is used, it is not always easy to decide which label to assign to each argument during the annotation task. In order to facilitate such decision, some projects of SRL developed lexical resources that predict the set of semantic roles required by each predicate. Some of such resources define semantic roles for verb classes, as Verbnet (Kipper et al. 2006); others for semantic frames, as Framenet (Baker et al. 1998); others define semantic roles for verb senses, as Propbank (Palmer et al. 2005) or for predicate nouns, as Nombank (Meyers et al. 2004).

The more detailed and clear is the lexical resource, the easier the decision about which role label to assign during a manual annotation task. This is very important, because when we ease SRL annotation, we increase the likelihood of obtaining a high inter-annotator agreement and, consequently, the likelihood of obtaining a good precision for machine learning classifiers for the task.
Among the lexical resources available for SRL in English, we consider that of Propbank\(^1\) the best one for supporting a distributed task of SRL annotation. From hereafter, we will refer to such lexical resource simply as Propbank, regardless the fact that Propbank encompass both the lexical resource and the annotated corpus.

Propbank does not require any linguistic expertise from the annotators and, instead of using role labels as “agent” and “patient”, it uses a small set of numbered arguments, like Arg0 (for agents, causers or experiencers) and Arg1 (for patients and themes), which are described differently for each verb sense. For example, the verb sense “give.01” predicts an Arg0: “giver”, an Arg1: “thing given” and an Arg2: “entity given to”. This kind of description renders the roles very clear for annotators, regardless their background on semantic role labels.

Propbank has 5649\(^2\) frame files, which are files containing (a) simple and complex predicates associated to a given verb; (b) a coarse distinction of the verb senses; (c) the set of semantic roles of each sense of a verb (rolesets) and (d) several annotated examples to show how the semantic roles may occur in real texts.

In practice, the annotator consults this kind of lexical resource while performing the annotation task. In the frame file of the verb being annotated, he looks for the sense that best suits the instance of annotation in question. Once identified the verb sense, the annotator needs to identify the constituents that play the semantic roles predicted for that verb sense, assigning them the respective role labels.

In short, the lexical resource of verbal frame files works as a repository of knowledge for SRL, accessible during the annotation task, that reduces the learning curve of SRL and facilitates the assignment of annotation tasks to several annotators. Provided that every instance receives a double-blind annotation, the quality of the annotation may be controlled through inter-annotator agreement. Instances with disagreement may be discarded or receive linguists’ adjudication. This kind of lexical resource, therefore, is an essential part of the infra-structure to produce large training corpus for SRL classifiers.

It is not a simple task to construct a lexical resource, equivalent to Propbank, to support SRL in another language. Everyone that consults regularly the Unified Verb-Index\(^3\), the system that gives access to Propbank’s frame files, may observe that Propbank has been improved over the years, incorporating evidence provided by continuous annotation experience. In a project with limited budget and time, it is natural to think about reusing existing resources in order to maximize the results. In this paper, we report the strategies used to build a lexical resource to support SRL in Portuguese (hereafter referred as Verbo-Brasil), profiting from the English resource developed within the Propbank project and of annotated instances of the corpus Propbank-Br (Duran and Aluísio, 2012).

The remainder of this paper is organized as follows. Section 2 explains the strategies used in minimizing the efforts towards the construction of frame files; Section 3 briefly addresses an extrinsic evaluation of Verbo-Brasil obtained from a particular SRL annotation task. Finally, in Section 4, we present our conclusions and future work.

2 Methodology

Initially, we intended to construct Verbo-Brasil by manually creating frame files for the 1000 most frequent verbs in Portuguese, using the editor of frame files Cornerstone (Choi et al. 2010), developed within the Propbank project. We envisaged, from the beginning, the possibility of reusing annotated instances of the corpus Propbank-Br, described in the Subsection 2.1, as examples to illustrate verb senses. However, when we started the task, we realized it was possible to automatically construct frame files, reducing the effort required for the task. Automatization entailed the use of two strategies. The first strategy constituted the creation of frame files using the existing data from both the corpus of the earlier version of Propbank-Br and the lexical repository of the English Propbank plus some new data, which was incorporated for this purpose in an updated version of Propbank-Br; this strategy is described in the Subsection 2.2. In the second strategy, described in Subsection 2.3, we duplicated the structure of the framefiles from

\(^{1}\) http://verbs.colorado.edu/~mpalmer/projects/ace.html

\(^{2}\) As informed in the site of the Verb-Index, updated on 08/01/2013.

\(^{3}\) http://verbs.colorado.edu/verb-index/
the English Propbank to Propbank-Br for every verb which, in English, possessed a single sense.

2.1 The corpus Propbank-Br

The corpus Propbank-Br (Duran and Aluisio, 2012) was annotated by a sole linguist, aiming to provide a training corpus for SRL. During this process, we investigated to which extent the Propbank guidelines were reusable for undertaking an analogous approach to SRL in Portuguese. We ascertained the need of some adjustments in the guidelines in order to deal with differences between the Portuguese and English languages, as well as the differences between the parser outputs of the respective treebanks. As there was no lexical resource to support the annotation task, the sense distinction was made simultaneously to the annotation task, taking as base the guidelines of Propbank.

The annotation was over the Brazilian portion of Bosque corpus (Afonso et. al. 2002), containing 4213 sentences. Bosque corpus is a treebank annotated by the parser Palavras (Bick, 2000) and revised by linguists. The sentences produced 6142 instances for annotation. Two SRL classifiers were trained on the resulting corpus. One of them (Alvamanchego and Rosa, 2012) adopted a semi-supervised approach and obtained an F-Measure of 82.3%; the other (Fonseca and Rosa, 2013) adopted a neural architecture to label semantic arguments, disregarding the syntactic layer of annotation, and obtained an F-Measure of 62.82%.

2.2 Reusing existing data from Propbank-Br and English Propbank

To enable this strategy, it was necessary to add previously some extra data in the corpus Propbank-Br, a manual task that was by far quicker than constructing the frame files from scratch. First, we defined which fields of the frame file could be filled in with information from English Propbank, which ones could be filled in with information from Propbank-Br and which fields would require new information, not available in any one of the existing resources. The idea was to add the extra information required to the corpus Propbank-Br. Aiming this, we created six “word tags” in corpus Propbank-Br, using the same annotation tool used to annotate the original corpus (SALTO – Burchardt et al. 2006), as may be seen in Fig.1.

![Figure 1. Extra annotation inserted in Propbank-Br.](http://verbs.colorado.edu/~mpalmer/projects/ace/PBguidelines.pdf)

The word tags are:

1. **PB-roleset**: an equivalent roleset-id in Propbank, was used as field key to bring, from Propbank, the semantic roles, the semantic roles description, the related Verbnet classes and the Verbsnet roles to the framefiles (Fig. 2);
2. **t-glosa**: field that was filled in only in the first occurrence of a verb sense; it contains a brief description or a synonym of this sense of the verb to distinguish it from the other possible senses;
3. **Nota (note)**: field used for observations regarding a roleset contained within a verb’s framefile when further clarification is thought to be helpful to the annotator;
4. **Predicate_lemma**: field, filled in only in the first occurrence of a verb sense, containing the verb lemma or the name of a complex predicate (phrasal verb) when applicable;
5. **Sentido (sense)**: field that indicates which verb sense is the one being used in the sentence in question, also referred as roleset id, and is filled in for all instances. Once classified, the sentences can be subsequently added as examples of their respec-

---

4 http://verbs.colorado.edu/~mpalmer/projects/ace/PBguidelines.pdf
5 http://verbs.colorado.edu/~mpalmer/projects/ace/ FramingGuidelines.pdf
tive verb sense within the appropriate frame file;
(6) Nota_do_exemplo (example note): field used to convey information about a given example.

Figure 2. Data brought from Propbank using the roleset id as field key.

Once we had created the word tags in the corpus, we undertook the annotation task to fill in them, as showed in the Fig.1. The greater the number of senses of a verb (polysemy), the greater was the difficulty to elect an English equivalent in English Propbank to fill in the word tag “PB_roleset”. We realized that highly polysemous verbs would demand special attention in the next phase of the process, that is, during the revision of frame files automatically generated.

The annotation task provided the identification of 1453 verb senses in Portuguese for 1060 verb lemmas (an average of 1.37 senses per lemma). From the 1060 verb lemmas annotated in the corpus, 80% present only one sense, 13% present two senses; 3% present three senses and 4% present four or more senses. Only 109 of the 1453 senses identified in Portuguese did not have an equivalent verb sense in English identified in Propbank. Consequently, as the frame files of such 109 verbs could not obtain the fields brought from Propbank automatically, they required manual edition.

Using the XML frame file structure of Propbank, we defined the automatic generation of frame files, combining data from Propbank-Br and from Propbank, as shown in Fig.3. In the frame file structure, we used the field called “framnet” (aimed to store mappings to Framenet) for the information brought from the word tag “PB_roleset”, that is, the equivalent roleset id in the English Propbank. The Propbank roleset id was the field key to access and bring data from the respective English frame file.

Figure 3. Frame file combining data from Propbank-Br and data brought from Propbank. The strategy succeeded, and we achieved 1060 frame files with 1453 verb senses and 6142 annotated examples. After the generation, we began the revision of frame files with the most frequent verbs, translating the description of semantic roles, as may be seen in Fig.4. Currently, 541 frame files are fully revised.

Figure 4. Frame file that combines information from corpus Propbank-Br and from Propbank’s equivalent roleset.

2.3 Extension of the lexical resource using monosemous verbs

During the task of filling in the word tags in the corpus Propbank-Br, we observed that verbs presenting a unique sense (monosemous verbs) were
the easiest to link to an English verb sense in Propbank and almost always the equivalent verb sense was the unique sense of the respective frame file. This led us to hypothetize that monosemous verbs in Portuguese, would probably correspond to monosemous verbs in English and vice-versa, whenever an equivalent verb exists.

On that basis, we decided to extend our resource taking as the start point the frame files that have a single verb sense in English Propbank. We identified 3737 English frame files that met such condition. We then translated only the verb lemmas of such frame files. Translation was executed automatically using Google translator and revised manually. We chose Google translator because we needed to translate at once 3737 out-of-context verb lemmas in a quickly and uncomplicated manner. It would be ideal if Google translator returned the word class of the results, thus allowing us to filter the verbs (we would only have obtained such result if we had translated the verbs one-by-one).

For several verbs, the automatic translation provided no output. Among the output words in Portuguese, there were several nouns, many of which do not correspond to any verb in Portuguese (e.g. “to hangar”, “to shark”, “to tassle”). We then revised the translation, providing better equivalents when necessary and marking an “N” for those translated lexical items that were not verbs in Portuguese. After eliminating: (1) repetitions of translated verbs (two or more verbs translated into a same verb in Portuguese) and (2) verbs that we already had in our database, we obtained 1538 new verbs to extend our resource.

The next step was to duplicate the respective English frame files, using the name of the verb in Portuguese to substitute the name of the English verb in the fields “roleset id” and “predicate lemma”. Subsequently, we replaced the example sentences in English by ones in Portuguese, extracted from corpus PLN-Br (Bruckschen et al., 2008). Lastly, to complete these new frame files, we are now annotating the examples with semantic role labels. Cornerstone frame files editor is being used for this task.

3 Evaluation

The two strategies we reported to automatically generate Portuguese frame files gave us 2598 framefiles. The 541 frame files already revised correspond to the verbs with frequency above 1000 in the corpus PLN-Br, which include the most polysemous verbs in Portuguese. Such verbs were target of a double-blind annotation task of 8345 instances extracted from the same corpus. The annotation task has just been accomplished and will be fully reported in a later date; the Kappa inter-annotator agreement (Carletta, 1996) for verb sense identification was 0.93.

This annotation task gave us feedback to evaluate and improve the respective frame files. Among the actions taken during the annotation task we can cite: adding new senses identified in the corpus; merging or splitting senses for verbs that presented low inter-annotator agreement; including new examples to better illustrate a verb sense.

4 Concluding Remarks and Future work

The approach we adopted to build a Propbank-like lexical resource to support SRL in Brazilian Portuguese may be of use for other researchers working on under-represented languages and with a limited budget.

The 541 already revised frame files were used in a double-blind annotation SRL task that obtained a Kappa inter-annotator agreement for sense distinction of 0.93.

In the future, we plan to use Verbnet classes, an information brought from the equivalent verb sense in Propbank, to find in Verbnet-Br (Scarton et al., 2014) verb senses that are not in Verbo-Brasil.

As soon as we accomplish the revision of the frame files, we will make Verbo-Brasil publicly available. The new version of the corpus Propbank-Br, with the extra annotation described in this paper is now available for download at nilc.icmc.usp.br/portlex/index.php/en/downloadssingle.
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Abstract

We describe a topic model based approach for selectional preference. Using the topic features generated by an LDA model on the extracted predicate-arguments over the Chinese Gigaword corpus, we show improvement to our state-of-the-art Chinese SRL system by 2.34 F1 points on arguments of nominal predicates, 0.40 F1 point on arguments of verb predicates, and 0.66 F1 point overall. More over, similar gains were achieved on out-of-genre test data, as well as on English SRL using the same technique.

1 Introduction

It’s long been theorized that selectional preferences (SP)/semantic constraints can improve automatic semantic role labeling (SRL). And while there have been several publications showing positive effects of SP, the evaluations have been dominated by pseudo-disambiguation. Zapirain et al. (2013) demonstrated end-to-end SRL improvement on arguments of English verb predicates by using a combination of lexical resources and distributional similarity based SP. However, the margin of improvement is a modest 0.4 F1 point (on WSJ) over a baseline system with performance over 4 F1 points lower than the top system in CoNLL-2005 (Carreras and Márquez, 2005). These results may not be convincing enough to motivate the incorporation of SP when building an SRL system. One reason for the small improvement may be that arguments of a verb predicate are highly constrained by the underlying syntactic parse, and SP features that could disambiguate between role types are often negated by parse errors. With the recent extension of PropBank SRL to nominal and adjective predicates, preposition relationships, light-verb constructions, and abstract meaning representation (Bonial et al., 2014; Banarescu et al., 2013), it may be time to revisit SP for SRL. We hypothesize that SP will provide a greater benefit to nominal SRL, especially on a language with lower parsing accuracy.

In this paper, we apply SP to Chinese SRL (which has few morphological clues that impacts parsing accuracy) for arguments of both verb and nominal predicates using Chinese Gigaword. Our hypothesis, that SP will provide a greater benefit for nominal predicates than for verbal predicates, is verified by our results. We achieve a 2.34 F1 point improvement to our Chinese SRL system on arguments of nominal predicates, 0.40 F1 point on arguments of verb predicates, and 0.66 F1 point overall.

2 Previous Work on Selectional Preference

Inducing selectional preferences from corpus data was first proposed by Resnik (1997) for sense disambiguation. He generalized seen words using the WordNet (Fellbaum, 1998) hierarchy. Gildea and Jurafsky (2002) applied SP to automatic SRL by clustering extracted verb-direct object pairs, resulting in modest improvements. This syntactic signature based selectional preference technique has also been successfully extended and applied to unsupervised SRL by Lang and Lapata (2011) (using split-merge role clustering), as well as Titov and Klementiev (2012) (using a distance-dependent Chinese Restaurant Process prior for role clustering). Zapirain et al. (2013) improved the end-to-end perfor-
mance of an English PropBank SRL system by 0.4 F1 points using a variety of word similarity measures, from WordNet hierarchy distance to distributional similarity measures.

Ritter and Etzioni (2010) reasoned that the set of hidden variables modeled by latent Dirichlet allocation (LDA) naturally represents the semantic structure of a document collection, and the topics generated can be viewed as the latent set of classes that store preferences. The work utilizes LinkLDA, a variant of the standard LDA that models two sets of distributions for each topic simultaneously, with the resulting topics encoding the mutual constraints of a pair of arguments for the same predicate. Séaghdha and Korhonen (2014) also proposed SP with the LDA variants ROOTH-LDA and LEX-LDA.

There has also been work on Chinese selectional preferences, both lexical resource (HowNet) based and corpus based (Jia et al., 2011; Jia et al., 2013). The authors found the LDA corpus based SP improved over the HowNet based SP on pseudo-disambiguation. All of these results encouraged us to also attempt an LDA based approach to SP.

### 3 Selectional Preference for SRL

#### 3.1 SP Representation

Some of the most discriminative SP models used by Zapirain et al. (2013) relied on distributional similarity computed over dependency relationships (provided by Lin (1998)). For example, in “John lent Mary the book.”, we would extract John-nsubj, Mary-iobj, book-dobj for the predicate lend. While this has proven to be of higher quality than pure word co-occurrence based similarity, it may not be optimal for semantic-based processing. With nominal SRL, a large portion of the arguments (around 50% in Chinese PropBank) are not the direct syntactic dependents of the predicate: in figure 1, because of a light verb-like construction, all the arguments of 欢迎/welcome are the syntactic dependents of 表示/express. To address this, we directly extract SP of the predicates by running our SRL system over the unannotated corpus. For our example, we would extract John-Arg0, Mary-Arg2, book-Arg1 for lend.

#### 3.2 SP with LDA-based Topic Model

Our approach to modeling selectional preferences (SP) follows a relatively straightforward application of LDA to a set of predicate-argument instances derived from a corpus. In the standard LDA model, a document \( d \) is represented by a bag of words and is drawn from a multi-nominal Dirichlet \( \theta_d \) over topics. The resulting model is a probability distribution of each word amongst the topics.

For the SRL application, we treat each extracted argument (represented by the \((\text{label}, \text{headword})\) pair) as a “word”, and the collection of arguments for all instances of a particular predicate as a “document”. The generated topics would then contain arguments sharing a similar set of predicates. With this definition, we allow different role labels to share the same topic (though it does not encode role constraints quite like LinkLDA, ROOTH-LDA, etc). For prepositional phrases, we used the dependent of the preposition as the head word since the preposition can often be omitted in Chinese.

#### 3.3 SRL Filtering

Building selectional preferences by means of using the output of an SRL system is unlikely to improve the same SRL system unless one filters out the lower quality labels (in earlier experiments where we performed no filtering, this was indeed the case). We ran SRL on the unannotated corpus using a logistic regression model and filtered out the low probability output. To balance between precision and recall, we set a hard 0.5 probability cutoff and discounted the occurrences of the rest using the label probability.

Since we can extract higher quality SP from the output of a better performing SRL system, we can iteratively improve our SRL system by re-extracting SP using a retrained (SP enhanced) SRL system. We arrived at diminishing returns after one additional iteration (of training SRL, extracting SP, and retraining SRL w/ new SP).

### 4 SRL Implementation

Our Chinese SRL system follows the standard (English) approach where the SRL task is posed as a multi-class classification problem requiring the identification of argument candidates for each predicate and their argument types using a set of lexical
Hong Kong official Dong Jianhua today toward US foundation post economic report express welcome.

Hong Kong official Dong Jianhua welcomed the economic report released by the US foundation.

Figure 1: Chinese nominal predicate translated to English verb predicate
Table 1: Topics in Chinese Gigaword

<table>
<thead>
<tr>
<th>topic</th>
<th>headword:argument_label pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>emergency</td>
<td>破坏/damage:Arg1 阻止/stop:Arg1 制造/fabricate:Arg1 寻找/search:Arg1 自杀/suicide:Arg1 ... 灭火/extinguish:Arg1 袭击/blackmail:Arg1 抢劫/break_free:Arg1 东山再起/comeback:Arg1</td>
</tr>
<tr>
<td>response</td>
<td>海 关/custom:Arg0 联 合 会/union:Arg0 务 部/work_department:Arg0 旅 游 局/travel_department:Arg0 统 计 局/census:Arg0 ... 部 会/ministries:Arg0 边 检 站/checkpoint:Arg0 政 府/finance_bureau:Arg0</td>
</tr>
<tr>
<td>agency</td>
<td>道 路/road:Arg1 路/path:Arg1 大 道/avenue:Arg1 ... 红 地 毯/red_carpet:Arg1 钢 丝/steel_wire:Arg1 独 松 桥/plank_bridge:Arg1 ... 迷 宫/maze:Arg1 侧 门/side_entrance:Arg1 险 梯/risky_move:Arg1</td>
</tr>
<tr>
<td>law &amp; order</td>
<td>比 赛/competition:Arg1 决 赛/final:Arg1 联 赛/league_comp:Arg1 ... 考 试/exam:Arg1 大 选/election:Arg1 世 乒 赛/world_table_tennis_match:Arg1 ... 加 赛/playoff:Arg1 分 团/sub-group:Arg0</td>
</tr>
<tr>
<td>competition</td>
<td>精 神/spirit:Arg1 传 统/tradition:Arg1 作 风/style:Arg1 文 明/civil:Arg1 ... 校 风/school_spirit:Arg1 同 船 共 济/share_hard_time:Arg1 ... 幸 福 观/happy_outlook:Arg1 博 爱/universal_love:Arg1</td>
</tr>
</tbody>
</table>

Table 2: Chinese PropBank 1.0 results

<table>
<thead>
<tr>
<th>system</th>
<th>nominal</th>
<th>verb</th>
<th>all</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p</td>
<td>r</td>
<td>fl</td>
</tr>
<tr>
<td>baseline</td>
<td>64.71</td>
<td>48.20</td>
<td>55.25</td>
</tr>
<tr>
<td>SP_LDA</td>
<td>65.70</td>
<td><strong>51.27</strong></td>
<td><strong>57.59</strong></td>
</tr>
</tbody>
</table>

Table 3: Chinese PropBank 3.0 out-of-genre results

<table>
<thead>
<tr>
<th>sections</th>
<th>system</th>
<th>p</th>
<th>r</th>
<th>fl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinorama</td>
<td>baseline</td>
<td>37.58</td>
<td>25.10</td>
<td>30.10</td>
</tr>
<tr>
<td></td>
<td>SP_LDA</td>
<td><strong>39.72</strong></td>
<td>27.36</td>
<td>32.40</td>
</tr>
<tr>
<td>nominal</td>
<td>baseline</td>
<td>67.13</td>
<td>50.37</td>
<td>57.55</td>
</tr>
<tr>
<td></td>
<td>SP_LDA</td>
<td><strong>67.56</strong></td>
<td>50.59</td>
<td>57.86</td>
</tr>
<tr>
<td>verb</td>
<td>baseline</td>
<td>62.01</td>
<td>50.74</td>
<td>55.81</td>
</tr>
<tr>
<td></td>
<td>SP_LDA</td>
<td><strong>62.70</strong></td>
<td>51.03</td>
<td>56.27</td>
</tr>
</tbody>
</table>

5.2.1 Comparison

Direct performance comparison with previous Chinese SRL systems is a bit difficult: Xue (2008), Zhuang and Zong (2010) trained the syntactic parsers with an additional 250K word broadcast news corpus found in Chinese TreeBank 6.0, while Sun (2010) only reported results using gold POS tags but no additional gold parses. However, as table 4 shows, for verb predicates, our system bests Xue’s (2008) system by 4-7 F1 points with less parser training data and when tested with (but was not retrained to take full advantage of) gold POS tags besting Sun’s (2010) system by 0.53 F1 point. For nominal predicates, our system bests Xue’s (2008) system, by 1.9 F1 points on arguments of nominal predicates (since we have an integrated SRL system, the results are obtained by training both verb and nominal predicates, then using only the nominal classifier to classify the nominal predicates).

5.2.2 English SRL

We applied the same techniques to English SRL using the English Gigaword\textsuperscript{7} corpus. We used 800 topics (w/ lemmatized headwords) tuning on the
CoNLL-2005 development set. Compared to Zapirain et al. (2013) (table 5), our SP approach had a smaller (but still statistically significant) absolute F1 gain, with most of the gain coming from core argument type improvements. But with a much higher performing baseline system (one of the highest reported results using a single input parse per sentence), the error reduction rate is comparable.

### 6 Conclusion

We presented a LDA topic model based selectional preference approach to improving automatic SRL. Using SP extracted from a 63.6M sentence Chinese Gigaword corpus, we were able to improve on the results of an already competitive Chinese SRL system by 2.34 F1 points on nominal predicates, 0.40 F1 point on verb predicates, and 0.66 F1 point on the standard test set. Moreover, we obtained comparable improvement on out-of-genre data and demonstrated our technique is also applicable to English SRL. Given the margin of improvement on nominal SRL, which is not as well constrained by syntax as verb SRL, there are reasons to speculate the proposed technique could be applicable to other predicate type extensions of PropBank SRL.

As our first attempt at automatically deriving Chinese selectional preference, there is a lot of room for future improvement. Notably, these include techniques used for English SP such as computing similarity based on lexical resources (for Chinese - HowNet (Dong et al., 2010)), distributional similarity, latent word language model (Deschacht and Moens, 2009), different variants of LDA topic models, as well as taking advantages of argument constraints in parallel corpora to extract higher quality SP.
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Abstract

With the increasing automation of health care information processing, it has become crucial to extract meaningful information from textual notes in electronic medical records. One of the key challenges is to extract and normalize entity mentions. State-of-the-art approaches have focused on the recognition of entities that are explicitly mentioned in a sentence. However, clinical documents often contain phrases that indicate the entities but do not contain their names. We term those implicit entity mentions and introduce the problem of implicit entity recognition (IER) in clinical documents. We propose a solution to IER that leverages entity definitions from a knowledge base to create entity models, projects sentences to the entity models and identifies implicit entity mentions by evaluating semantic similarity between sentences and entity models. The evaluation with 857 sentences selected for 8 different entities shows that our algorithm outperforms the most closely related unsupervised solution. The similarity value calculated by our algorithm proved to be an effective feature in a supervised learning setting, helping it to improve over the baselines, and achieving F1 scores of .81 and .73 for different classes of implicit mentions. Our gold standard annotations are made available to encourage further research in the area of IER.

1 Introduction

Consider the following sentence, extracted from a clinical document: “Patient has shortness of breath with reaccumulation of fluid in extremities.” It states that the patient has ‘shortness of breath’ and ‘edema’. The former is explicitly mentioned, while the latter is implied by the semantics of the phrase ‘reaccumulation of fluid in extremities’. We term such occurrences implicit entity mentions.

While implicit entity mentions are common in many domains, resolving them is particularly valuable in the clinical domain. Clinical documents are rich in information content that plays a central role in understanding patients’ health status and improving the quality of the delivered services. It is a common practice to employ computer assisted coding (CAC) solutions to assist expert “coders” in determining the unique identifier (e.g., ICD9 or ICD10) for each medical condition or combination of conditions. These identifiers are important to unambiguously represent the medical conditions, to prepare the post-discharge plan, and to perform secondary data analysis tasks. A human coder reading the sentence ‘Patient has shortness of breath with reaccumulation of fluid in extremities’ would generate the corresponding codes for entities ‘shortness of breath’ and ‘edema’. However, the solutions developed to perform entity recognition in clinical documents (Aronson, 2006) (Friedman et al., 1994) (Savova et al., 2010) (Friedman et al., 2004) (Fu and Ananiadou, 2014) (Pradhan et al., 2015) do not recognize the presence of entity ‘edema’ in this sentence.

Implicit entity mentions are a common occurrence in clinical documents as they are often typed during a patient visit in a way that is natural in spoken language and meant for consumption by the professionals with similar backgrounds. An analysis with 300 documents in our corpus showed that 35% of the ‘edema’ mentions and 40% of the ‘shortness of breath’ mentions are implicit.

Recognizing implicit mentions is particularly
challenging since, besides the fact that they lack the entity name, they can be embedded with negations. For example, the semantics of the sentence ‘The patients’ respiration become unlabored’ implies that the patient does not have ‘shortness of breath’. Identification of the negated mentions of entities in clinical documents is crucial as they provide valuable insights into the patients’ health status.

We propose an unsupervised solution to the IER problem that leverages knowledge embedded in entity definitions obtained for each entity from the Unified Medical Language System (UMLS) (Bodenreider, 2004). UMLS provides a standard vocabulary for the clinical domain. Our solution: a) Creates an entity model from these definitions, b) Identifies the sentences in input text that may contain implicit entity mentions, c) Projects these sentences onto our entity model, and d) Classifies the sentences to distinguish between those containing implicit entity mentions or negated implicit mentions, by calculating the semantic similarity between the entity model and the projected sentences.

The contributions of this work are as follows:

1. We introduce the problem of implicit entity recognition (IER) in clinical documents.
2. We propose an unsupervised solution to IER that outperforms the most relevant unsupervised baseline and improves the results of a supervised baseline.
3. We create a gold standard corpus annotated for IER in the clinical domain and make it available to encourage research in this area.

2 Related Work

To the best of our knowledge, this is the first work to address the problem of Implicit Entity Recognition (IER) in clinical documents. However, there is a large body of research that is relevant to the problem, including Named Entity Recognition (NER), Entity Linking (EL), Coreference Resolution, Paraphrase Recognition, and Textual Entailment Recognition.

Much like IER, both NER and EL have the objective of binding a natural language expression to a semantic identifier. However, related work in NER and EL expect the proper name (explicit mention) of entities and assume the presence of noun phrases (Collins and Singer, 1999) (Bunescu and Pasca, 2006). The solutions developed for NER leverage regularities on morphological and syntactical features that are unlikely to hold in the case of IER. The most successful NER approaches use word-level features (such as capitalization, prefixes/suffixes, and punctuation), list lookup features (such as gazetteers, lexicons, or dictionaries), as well as corpus-level features (such as multiple occurrences, syntax, and frequency) (Nadeau and Sekine, 2007) that are not exhibited by the phrases with implicit entity mentions.

Many approaches couple NER with a follow up EL step (Hachey et al., 2013) in order to assign an unique entity identifiers to mentions. Therefore, the inadequacy of NER techniques will limit the capability of recognizing implicit entity mentions by a solution developed for EL. Moreover, state-of-the-art EL approaches include a ‘candidate mapping’ step that uses entity names to narrow down the space of possible entity identifiers, which is also a limiting factor in the IER case. Finally, neither NER nor EL deal with the negated mentions of entities.

Coreference resolution (CR) focuses on grouping multiple mentions of the same entity with different surface forms. The solutions to CR focus on mapping explicit mentions of entity names to other pronouns and noun phrases referring to the same entity (Ng, 2010) (Durrett and Klein, 2013). In IER implicit mentions occur without co-refering corresponding entity. Hence, they must be resolved without dependencies on co-referents.

In contrast to NER, EL, and CR problems and their solutions, IER addresses instances where neither explicit mention of an entity nor noun phrases or any of the above mentioned features are guaranteed to appear in the text but still have a reference to a known entity. Hence, IER solutions require treatment for implied meaning of the phrases beyond its syntactic features.

Since our solution to IER establishes a relationship between entity definitions and the input text, the tasks of paraphrase recognition (Barzilay and Elhadad, 2003) (Dolan et al., 2004) and textual entailment recognition (Giampiccolo et al., 2007) are related to our solution. However, these tasks are fundamentally different in two aspects: 1) Both paraphrase recognition and textual entailment recogni-
tion are defined at the sentence level, whereas text phrases considered for IER can exist as a sentence fragment or span across multiple sentences, and 2) The objective of IER is to find whether a given text phrase has a mention of an entity—as opposed to determining whether two sentences are similar or entail one another. However, our solution benefits from the lessons learned from both tasks.

The question answering solutions cope with the questions that describe the characteristics of a concept and expect that concept as the answer. This particular type of questions resembles implicit entity mentions. However, they assume that the questions are referring to some concept and the problem is to uncover which one, whereas the implicit entity mention problem requires us to first check whether a particular sentence/phrase has a mention of an entity at all. Furthermore, question answering systems benefit from the presence of pronouns, nouns, and noun phrases in the questions and the candidate answers to derive helpful syntactic and semantic features (Lally et al., 2012)(Wang, 2006), while phrases with implicit entity mentions may not contain such features.

The existing work on clinical document annotation focused on explicit entity mentions with contiguous phrases (Aronson, 2006) (Savova et al., 2010) (Friedman et al., 2004) (Fu and Ananiadou, 2014). Going one step beyond, the SemEval 2014 task 7 recognized the need for identifying discontiguous mentions of explicit entities (Pradhan et al., 2014). However, the recognition of implicit entities has yet to address by this community.

3 Implicit Entity Recognition (IER) in Clinical Documents

We define the Implicit Entity Recognition (IER) task in clinical documents as: given input text that does not have explicit mentions of target entities, find which target entities are implied (including implied negations) in the input text.

Negation detection is traditionally separated from the entity recognition task because negation indicating terms can be recognized separately from the phrases that contain explicit mention of an entity. In contrast, implicit mention can involve an antonym that fuses the entity indication with negated sense (e.g., ‘patient denies shortness of breath’ vs ‘patient is breathing comfortably’). Hence, negation detection is considered as a sub-task of IER.

Typical entity recognition task considers the detection of the boundaries of the phrases with entities (i.e., segmentation) as a sub-task. We consider boundary detection of the implicit entity mentions as an optional step due to two reasons: 1) It is considered an optional step in biomedical entity recognition task (Tsai et al., 2006), and 2) The phrases with implicit entity mentions can be noncontiguous and span multiple sentences. Further, in some cases, even domain experts disagree on the precise phrase boundaries.

We define the IER as a classification task. Given an input text, classify it to one of the three categories: TP\(_e\) if the text has a mention of entity \(e\), or Tneg\(_e\) if the text has a negated mention of entity \(e\), or TN\(_e\) if the entity \(e\) is not mentioned at all. As mentioned, the phrases with implicit entity mentions can span to multiple sentences. However, this work will focus only on implicit mentions exist within a sentence. Our unsupervised solution to this classification task: 1) Creates an entity model from the entity definitions, 2) Selects candidate sentences that may contain implicit entity mentions, 3) Projects the candidate sentences into entity model space, and 4) Calculates the semantic similarity between projected sentences and the entity model. Figure 1 shows the components of our solution which are discussed below in detail.

In order to facilitate these sub-tasks, our algorithm introduces the concept of an entity representative term for each entity and propose an automatic way to select these terms from entity definitions.
3.1 Entity Representative Term Selection

Entity representative term (ERT) selection finds a term with high representative power to an entity and plays an important role in defining it.

The representative power of a term $t$ for entity $e$ is defined based on two properties: its dominance among the definitions of entity $e$, and its ability to discriminate the mentions of entity $e$ from other entities. This is formalized in eq. (1). Consider the entity ‘appendicitis’ as an example. It is defined as ‘acute inflammation of appendix’. Intuitively, both terms inflammation and appendix are candidates to explain the entity appendicitis. However, the term appendix has more potential to discriminate the implicit mentions of appendicitis than the term inflammation, because the term inflammation is used to describe many entities. Also, none of the definitions define appendicitis without using the term appendix; therefore, appendix is the dominant term, and consequently it has the most representative power for the entity ‘appendicitis’.

We used a score inspired by the TF-IDF measure to capture this intuition. The IDF (inverse document frequency) value measures the specificity of a term in the definitions. The TF (term frequency) captures the dominance of a term. Hence the representative power of a term $t$ for entity $e$ ($r_t$) is defined as,

$$r_t = \text{freq}(t, Q_e) \times \log \frac{|E|}{|E_t|} \quad (1)$$

$Q_e$ is the set of definitions of entity $e$, $E$ is the set of all entities. $\text{freq}(t, Q_e)$ is the frequency of term $t$ in set $Q_e$, $|E|$ is the size of the set $E$ (3962 in our corpus), and the denominator $|E_t|$ calculates the number of entities defined using term $t$. We expand the ERT found for an entity with this technique by adding its synonyms obtained from WordNet.

We can define entity representative terms based on the definition of representative power.

**Definition 3.1 (Entity Representative Term).** Let $L_e = \{t_1, t_2, ..., t_n\}$ be the set of terms in a definition of an entity $e$. Let $R_{L_e} = \{r_{t_1}, r_{t_2}, ..., r_{t_n}\}$ be the representative power calculated for each term $t_i$ in $L_e$ for $e$. We select term $t_m$ as the entity representative term of the entity $e$ if its representative power is maximum, i.e., $r_{t_m} \geq r_{t_i}$ for all $i$ where $1 \leq i \leq n$.

3.2 Entity Model Creation

Our algorithm creates an entity indicator from a definition of the entity. An entity indicator consists of terms that describe the entity. Consider the definition ‘A disorder characterized by an uncomfortable sensation of difficulty breathing’ for ‘shortness of breath’, for which the selected ERT is ‘breathing’. The terms uncomfortable, sensation, difficulty, and breathing collectively describe the entity. Adding other terms in this definition to the entity indicator negatively affects the similarity calculation with the candidate sentences since they are less likely to appear in a candidate sentence. We exploited the neighborhood of the ERT in the definition to create the entity indicator and automatically selected the nouns, verbs, adjectives, and adverbs in the definition within a given window size to the left and to the right of the ERT. We used a window size of four in our experiments.

An entity can have multiple definitions each explaining it using diverse vocabulary. On average, an entity in our corpus had 3 definitions. We create an entity indicator from each definition of the entity, hence an entity has multiple indicators. We call the collection of indicators of an entity as its entity model. In other words, an entity model consists of multiple entity indicators that capture diverse and orthogonal ways an entity can be expressed in the text.

3.3 Candidate Sentence Selection

The sentences with ERT in an input text are identified as candidate sentences containing implicit mention of the corresponding entity. A sentence may contain multiple ERTs and consequently become a candidate sentence for multiple entities. This step reduces the complexity of the classification task as now a sentence has only a few target entities.

3.4 Candidate Sentence Pruning

In order to evaluate the similarity between any given candidate sentence and the entity model, we perform a projection of candidate sentences onto the same semantic space. We perform this by pruning the terms in candidate sentences that does not participate in forming the segment with implicit entity mentions. Candidate sentences are pruned by fol-
lowing the same steps followed to create the entity indicators from the entity definitions.

3.5 Semantic Similarity Calculation

As the last step, our solution calculates the similarity between the entity model and the pruned candidate sentence. The sentences with implicit entity mentions often use adjectives and adverbs to describe the entity and they may indicate the absence of the entities using antonyms or explicit negations. These two characteristics pose challenges to the applicability of existing text similarity algorithms such as MCS (Mihalcea et al., 2006) and matrixJcn (Fernando and Stevenson, 2008) which are proven to perform well among the unsupervised algorithms in paraphrase identification task (ACLWiki, 2014).

The existing text similarity algorithms largely benefit from the WordNet similarity measures. Most of these measures use the semantics of the hierarchical arrangement of the terms in WordNet. Unfortunately, adjectives and adverbs are not arranged in a hierarchy, and terms with different part of speech (POS) tags cannot be mapped to the same hierarchy. Hence, they are limited in calculating the similarity between terms of these categories. This limitation negatively affects the performance of IER as the entity models and pruned sentences often contain terms from these categories. Consider the following examples:

1. Her breathing is still uncomfortableadjective. 
2. She is breathing comfortablyadverb in room air.
3. His tip of the appendix was inflamedverb.

The first two examples use an adjective and an adverb to mention the entity ‘shortness of breath’ implicitly. The third example uses a verb to mention the entity ‘appendicitis’ implicitly instead of the noun inflammation that is used by its definition.

We have developed a text similarity measure overcoming these challenges and weigh the contributions of the words in the entity model to the similarity value based on their representative power.

Handling adjectives, adverbs and words with different POS tags: To get the best out of all WordNet similarity measures, we exploited the relationships between different forms of the terms in WordNet to find the noun form of the terms in the entity models and pruned sentences before calculating the similarity. We found the adjective for an adverb using relationship ‘pertainym’ and noun for an adjective or a verb using the relationship ‘derivationally related form’ in WordNet.

Handling negations: Negations are of two types: 1) Negations mentioned with explicit terms such as no, not, and deny, and 2) Negations indicated with antonyms (e.g., 2nd example in above list). We used the NegEx algorithm (Chapman et al., 2001) to address the first type of negations. To address the second type of negations, we exploited the antonym relationships in the WordNet.

The similarity between an entity model and the pruned candidate sentence is calculated by computing the similarities of their terms. The term similarity is computed by forming an ensemble using the standard WordNet similarity measures namely, WUP (Wu and Palmer, 1994), LCH (Leacock and Chodorow, 1998), Resnik (Resnik, 1995), LIN (Lin, 1998), JCN (Jiang and Conrath, 1997), as well as a predict vector-based measure Word2vec (Mikolov et al., 2013) and a morphology-based similarity metric Levenshtein1 as:

$$sim(t_1, t_2) = max_{m \in M}(sim_m(t_1, t_2))$$ (2)

where $t_1$ and $t_2$ are input terms and $M$ is the set of above mentioned similarity measures. This ensemble-based similarity measure exploits orthogonal ways of comparing terms: semantic, statistical, and syntactic. An ensemble-based approach is preferable over picking one of them exclusively since they are complementary in nature, that is, each outperforms the other two in certain scenarios.

The similarity values calculated by WordNet similarity measures in $sim_m(t_1, t_2)$ are normalized to range between 0 and 1.

The similarity of a pruned candidate sentence to the entity model is calculated by calculating its similarity to each entity indicator in the entity model, and picking the maximum value as the final similarity value for the candidate sentence. The similarity between entity indicator $e$ and pruned sentence $s$, $sim(e, s)$, is calculated by summing the similarities calculated for each term $t_e$ in the entity indicator weighted by its representative power as defined

---

1http://en.wikipedia.org/wiki/Levenshtein_distance
in eq. (1). If \( t_e \) is an antonym for any term in \( s \) \((t_s)\), it contributes negatively to the overall similarity value, else it contributes in linear portion of the maximum similarity value between \( t_e \) and some \( t_s \) (eqs. (4) and (5)). The overall similarity value is normalized based on the total representative power of all the terms \( t_e, s \) (eq. (1)) and ranges between -1 and +1.

Note that this formulation weighs the contribution of each term according to its importance in defining the entity. The higher similarity with a term that has higher representative power leads to higher overall similarity value, while the lower similarity with such terms leads to a lower total similarity value. The special treatment for antonyms takes care of the negated mentions of an entity.

\[
sim(e, s) = \frac{\sum_{t_e \in e} f(t_e, s) \cdot r_{t_e}}{\sum_{t_e \in e} r_{t_e}} \tag{3}
\]

\[
f(t_e, s) = \begin{cases} 
-1 & \alpha(t_e, s) == 0 \\
\max_{t_s \in s} \sim(t_e, t_s) & \text{otherwise} 
\end{cases} \tag{4}
\]

\[
\alpha(t_e, s) = \prod_{t_s \in s} \begin{cases} 
0 & \text{if } t_e \text{ is an antonym of } t_s \\
1 & \text{otherwise} 
\end{cases} \tag{5}
\]

Finally, the sentences are classified based on a configurable threshold values selected between -1 and +1.

4 Evaluation

We reannotated a sample of the corpus created for SemEval-2014 task 7 (Pradhan et al., 2014) to include implicit mention annotations and measured the performance of our proposed method in classifying entities annotated with \( TP \) and \( Tneg \) mentions\(^2\).

4.1 Gold Standard Dataset

The SemEval-2014 task 7 corpus consists of 24,147 de-identified clinical notes. We used this corpus to create a gold standard for IER with the help of three domain experts. The gold standard consists of 857 sentences selected for eight entities. The creation of the gold standard is described below in detail.

We have annotated the corpus for explicit mentions of the entities using cTAKES (Savova et al., 2010) and ranked the entities based on their frequency. The domain experts on our team then selected a subset of these entities that they judged to be frequently mentioned implicitly in clinical documents. For example, the frequent entity ‘shortness of breath’ was selected but not ‘chest pain’ since the former is mentioned implicitly often but not the latter. We used four frequently implicitly mentioned entities as the primary focus of our evaluation. We refer to these as primary entities from here on (the first four entities in Table 1). To test the generalizability of our method, as well as to evaluate its robustness when lacking training data, we selected another four entities (the last four entities in Table 1). We then selected a random sample of candidate sentences for each of these entities based on their ERTs and winnowed it down further by manually selecting a subset that exhibits syntactic diversity. Ultimately, our corpus consisted of 120-200 sentences for each primary entity and additional 80 sentences selected from the other four entities.

Each candidate sentence was annotated as \( TP_e \) (contains a mention of entity \( e \)), \( Tneg_e \) (contains a negated mention of entity \( e \)), or \( TN_e \) (does not contain a mention of entity \( e \)). Each sentence was annotated by two domain experts, and we used the third one to break the ties. The Cohens’ kappa value for the annotation agreement was 0.58. While the annotators have good agreement on annotating sentences in category \( TP \), they agreed less on the categories \( Tneg \) and \( TN \). The latter categories are indeed difficult to distinguish. For example, annotators often argue whether ‘patient breathing at a rate of 15-20’

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Entity} & \text{TP} & \text{Tneg} & \text{TN} \\
\hline
\text{Shortness of breath} & 93 & 94 & 29 \\
\text{Edema} & 115 & 35 & 81 \\
\text{Syncope} & 96 & 92 & 24 \\
\text{Cholecystitis} & 78 & 36 & 4 \\
\text{Gastrointestinal gas} & 18 & 14 & 5 \\
\text{Colitis} & 12 & 11 & 0 \\
\text{Cellulitis} & 8 & 2 & 0 \\
\text{Fasciitis} & 7 & 3 & 0 \\
\hline
\end{array}
\]

Table 1: Candidate Sentence Statistics

\(^2\)We do not explicitly report performance on \( TN \) because our focus is to find sentences that contain entity mentions rather than those devoid of mentions.
means the negation of entity ‘shortness of breath’ (because that is a normal breathing pattern) or just lacks a mention of the entity. The final annotation label for a sentence is decided based on majority voting. Table 1 shows the statistics of the annotated candidate sentences. The prepared data set is available at http://knoesis.org/researchers/sujan/data-sets.html

4.2 Implicit Entity Recognition Performance

Since IER is a novel task, there are no baseline algorithms that can be directly applied such that it would yield a fair comparison with our algorithm. However, we deem some of the related algorithms to have good potential applicability for this task. Therefore, we included two strong algorithms from the closest related work as baseline solutions to the problem.

The first baseline is the well-known text similarity algorithm MCS (Mihalcea et al., 2006). MCS is one of the best performing unsupervised algorithms in paraphrase recognition task (ACLWiki, 2014). It uses an ensemble of statistical and semantic similarity measures, which is a preferable feature for the IER as opposed to one measure used by the matrixJcn (Fernando and Stevenson, 2008). Both MCS and our algorithm classify the candidate sentences based on threshold values selected experimentally.

To include also a supervised baseline, we trained an SVM (Cortes and Vapnik, 1995) one of the state-of-the-art learning algorithms, shown to perform remarkably well in a number of classification tasks. We trained separate SVMs for each primary entity, considering unigrams, bigrams, and trigrams as the features. It has been shown that SVM trained on ngrams performed well on text classification tasks (Pang et al., 2002) (Zhang and Lee, 2003). The SVMs trained with bigrams consistently produced the best results for the 4-fold cross validation. Therefore, our testing phase used the SVMs trained with the bigrams.

Preparation of training and testing datasets: We created training and testing datasets by splitting the dataset annotated for each primary entity as 70% (training) and 30% (testing). The training datasets were used to train the SVM models for each primary entity and to select the threshold values for both MCS and our algorithm.

The classification performance of each algorithm is studied in the TP and Tneg categories using precision, recall, and F-measure.

The precision (PP) and recall (PR) for category TP at threshold t are defined as:
\[ PP_t = \frac{S_{TP} \text{ with sim} \geq t}{\text{all sentences with sim} \geq t} \]
\[ PR_t = \frac{S_{TP} \text{ with sim} \geq t}{S_{TP}} \]

Similarly, NP and NR for Tneg are defined as:
\[ NP_t = \frac{S_{Tneg} \text{ with sim} < t}{\text{all sentences with sim} < t} \]
\[ NR_t = \frac{S_{Tneg} \text{ with sim} < t}{S_{Tneg}} \]

where \( S_{TP} \) and \( S_{Tneg} \) denote the sentences annotated with TP and Tneg respectively by domain experts and sim is the calculated similarity value for the pruned sentence.

Selecting threshold value: The threshold values for both MCS and our algorithm are selected based on their classification performance in the training dataset. The MCS algorithm produced the best F1 score for the TP category with a threshold value of 0.5, and for the Tneg category with a threshold value of 0.9, while our algorithm produced the best F1 for the TP category with 0.4 and for the Tneg category with 0.3. We examined threshold values that produce best F1 scores by the two algorithms by starting with 10% of the training data and gradually increasing the size of the training data. The threshold values with best F1 scores were stabilized after adding 30% of the training data. Hence, we could select the threshold values with just 50% of the training data.

4.3 Classification Performance

The first experiment evaluates the classification performance of our algorithm, MCS, and SVM.

<table>
<thead>
<tr>
<th>Method</th>
<th>PP</th>
<th>PR</th>
<th>PF1</th>
<th>NP</th>
<th>NR</th>
<th>NF1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our</td>
<td>0.66</td>
<td>0.87</td>
<td>0.75</td>
<td>0.73</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>MCS</td>
<td>0.50</td>
<td><strong>0.93</strong></td>
<td>0.65</td>
<td>0.31</td>
<td><strong>0.76</strong></td>
<td>0.44</td>
</tr>
<tr>
<td>SVM</td>
<td><strong>0.73</strong></td>
<td>0.82</td>
<td><strong>0.77</strong></td>
<td>0.66</td>
<td>0.67</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table 2: precision, recall, and F1 values for each algorithm (PF1 and NF1 indicate F1 scores for the TP and Tneg categories respectively). SVM outperforms our algorithm in the TP category, while our algorithm outperforms SVM on the Tneg category.

Our algorithm outperforms the other unsupervised solution MCS, but the SVM was able to leverage supervision to outperform our algorithm in the TP category in terms of F-measure (PF1) on Table 2). For example, the sentence ‘he was placed on
Mechanical ventilation shortly after presentation' is annotated as TP in the gold standard for the entity 'shortness of breath' since 'mechanical ventilation' indicates the presence of 'shortness of breath'. This annotation requires domain knowledge that was not present in the entity definitions that we used to build entity models. However, with enough examples, the SVM was able to learn the importance of the bigram 'mechanical ventilation' and classify it as TP.

For the Tneg category, however, our algorithm outperforms the SVM (NF1 on Table 2). This is due to the explicit treatment for the negated mentions by our algorithm to capture different variations of the negated mentions.

The MCS algorithm underperformed in both categories. We observed that this was mostly due to its limitations described in Section 3.5. The overall classification accuracy—the accuracy of classifying both TP and Tneg instances—of our algorithm, MCS, and SVM are 0.7, 0.4, and 0.7 respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>PP</th>
<th>PR</th>
<th>PF1</th>
<th>NP</th>
<th>NR</th>
<th>NF1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.73</td>
<td>0.82</td>
<td>0.77</td>
<td>0.66</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>SVM+MCS</td>
<td>0.73</td>
<td>0.82</td>
<td>0.77</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
</tr>
<tr>
<td>SVM+Our</td>
<td>0.77</td>
<td>0.85</td>
<td>0.81</td>
<td>0.72</td>
<td>0.75</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 3: Comparison of SVM results incorporating similarity values calculated by our algorithm and MCS as a feature. Our algorithm complements the SVM in both categories whereas MCS does not contribute to improve the classification.

The second experiment evaluates the impact of including the similarity scores calculated by MCS and our algorithm for each candidate sentence as a feature to the best performing SVM model. Table 3 shows that the inclusion of MCS scores as a feature did not help to improve the SVM results. In fact, it negatively affected the results for the Tneg category. Since the MCS showed low precision for the Tneg category in the previous experiment (Table 2), it is potentially introducing too much noise that the SVM is not able to linearly separate. However, the similarity value calculated by our algorithm improves the SVM classifiers. It increased the precision and recall values for both the TP and Tneg categories. This shows that the similarity value calculated by our algorithm can be used as an effective feature for a learning algorithm that is designed to solve the IER problem. The overall classification accuracy of SVM, SVM+MCS, and SVM+Our configurations are 0.7, 0.7, and 0.74 respectively.

We were interested in exploring how much labeled data would be needed for supervised solution to outperform our unsupervised score alone. We analyzed the behavior of the three configurations of the SVM with our unsupervised approach with different training set sizes. Figure 2 shows the F1 values obtained by gradually increasing the size of the training dataset\(^3\), while testing on the same test set. The F1 value of our approach remains constant after 50% training data since it has already decided the threshold values. Figure 2 shows that the SVM trained with bigrams needs 76% of the training dataset to achieve the F1 value achieved by our unsupervised approach in the TP category, and it does not achieve the F1 achieved by our algorithm in Tneg category (note the crossing points of the line marked with 'X' and line marked with '+').

Figure 2 also shows that the similarity score calculated by our algorithm complements the SVM at each data point. After adding our similarity score to the SVM as a feature, it achieved the F1 achieved by our unsupervised algorithm with 50% of the training data in the TP category and with 90% of the training data in the Tneg category (note the crossing points of the line marked with 'X' and line marked with '+'). Also, SVM+Our configuration achieved the best F1 value for SVM with just 70% of the training data in the TP category and with just 50% of the training data in the Tneg category. This shows that our similarity score can be used as an effective feature to reduce manual labeling effort and to improve the supervised learning algorithms to solve the IER problem.

Finally, to evaluate the generalization ability of our algorithm and to demonstrate its usage in situations with a lack of training data, we applied it to a set of 80 sentences selected for four new entities (the last four entities in Table 1). Our algorithm produced the following results for these entities when we classify their sentences with the threshold values selected using the training dataset created for the primary entities.

\[
PP = 0.72, PR = 0.77, PF1 = 0.74 \\
NP = 0.78, NR = 0.83, NF1 = 0.80
\]

\(^3\)We draw these graphs considering training dataset size >50% for clarity.
Although negation detection with NegEx is not a contribution of our work, our algorithm enables its application to IER. This is not possible for MCS. NegEx requires two inputs: 1) The sentence, and 2) The term being considered for possible negation. MCS does not detect the key term in the sentence, hence it is not possible to apply NegEx with MCS. However, our algorithm starts with identifying the ERT which is considered for possible negation.

5 Limitations

The candidate sentence selection based on the ERT can be seen as a limitation of our approach since it does not select sentences with implicit entity mentions that do not use the selected ERT. However, we do not expect this limitation to have a major impact. We asked our domain experts to come up with sentences that contain implicit mentions of the entity ‘shortness of breath’ without using its ERT ‘breathing’ or its synonyms (‘respiration’ and ‘ventilation’). According to them, the sentences ‘the patient had low oxygen saturation’, ‘the patient was gasping for air’, and ‘patient was air hunger’ are such sentences (the emphasis indicates the phrases that imply ‘shortness of breath’). However, we found only 113 occurrences of these phrases as opposed to 8990 occurrences of its ERTs in our corpus.

6 Conclusion and Future Work

We defined the problem of implicit entity recognition in clinical documents and proposed an unsupervised solution that recognizes the implicit mentions of entities using a model built from their definitions in a knowledge base. We showed that our algorithm outperforms the most relevant unsupervised method and it can be used as an effective feature for a supervised learning solution based on an SVM. The ability to capture the diverse ways in which an entity can be implicitly mentioned by exploiting their definitions with special treatment for two types of negations are the main strengths of our method.

In the future, we will explore the ability to detect the boundary of the phrases with implicit mentions, capture the sentences with implicit mentions without selected ERT, and investigate more intensive exploitation of domain knowledge for IER.
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Abstract
Semantic role labeling has become a key module for many language processing applications such as question answering, information extraction, sentiment analysis, and machine translation. To build an unrestricted semantic role labeler, the first step is to develop a comprehensive proposition bank. However, creating such a bank is a costly enterprise, which has only been achieved for a handful of languages.

In this paper, we describe a technique to build proposition banks for new languages using distant supervision. Our approach builds on the transfer of semantic information through named entities. Starting from an existing proposition bank, PropBank in English (Palmer et al., 2005), and loosely parallel corpora such as versions of Wikipedia in different languages, we carried out a mapping of the semantic propositions we extracted from English to syntactic structures in the target language.

We trained a semantic parser on the generated Swedish propositions and we report the results we obtained. Using the CoNLL 2009 evaluation script, we could reach the scores of 52.25 for labeled propositions and 62.44 for the unlabeled ones. We believe our approach can be applied to train semantic role labelers for other resource-scarce languages.

1 Introduction
Semantic role labeling has become a key module for many language processing applications and its importance is growing in fields like question answering (Shen and Lapata, 2007), information extraction (Christensen et al., 2010), sentiment analysis (Johansson and Moschitti, 2011), and machine translation (Liu and Gildea, 2010; Wu et al., 2011). To build an unrestricted semantic role labeler, the first step is to develop a comprehensive proposition bank. However, building proposition banks is a costly enterprise and as a consequence of that, they only exist for a handful of languages such as English, Chinese, German, or Spanish.

In this paper, we describe a technique to create proposition banks for new languages using distant supervision. Our approach builds on the transfer of semantic information through named entities. Starting from an existing proposition bank, PropBank in English (Palmer et al., 2005), and loosely parallel corpora such as versions of Wikipedia in different languages, we carried out a mapping of the semantic propositions we extracted from English to syntactic structures in the target language.

We parsed the English edition of Wikipedia up to the predicate–argument structures using a semantic role labeler (Björkelund et al., 2010a) and the Swedish Wikipedia using a dependency parser (Nivre et al., 2006). We extracted all the named entities we found in the propositions and we disambiguated them using the Wikidata nomenclature. Using recurring entities, we aligned sentences in the two languages; we transferred the semantic annotation from English sentences to Swedish sentences; and we could identify 2,333 predicate–argument frames in Swedish.

Finally, we used the resulting corpus to train a semantic role labeler for Swedish that enabled us to evaluate the validity of our approach. Beyond Swedish, we believe it can apply to any resource-scarce language.

1 http://www.wikidata.org
scarce language.

2 Previous Work

The techniques we applied in this paper are similar to those used in the extraction of relations between entity mentions in a sentence, where relational facts are often expressed in the form of triples, such as: (Seoul, CapitalOf, South Korea). While supervised and unsupervised techniques have been applied to the extraction of such relations, they both suffer from drawbacks. Supervised learning relies on labor-intensive, hand-annotated corpora, while unsupervised approaches have lower precision and recall levels.

Distant supervision is an alternative to these approaches that was introduced by Craven and Kumlien (1999). They used a knowledge base of existing biological relations, automatically identified sentences containing these relations, and trained a classifier to recognize the relations. Distant supervision has been successfully transferred to other fields. Mintz et al. (2009) describe a method for creating training data and relation classifiers without a hand-labeled corpus. The authors used Freebase and its binary relations between entities, such as (/location/location/contains, Belgium, Nijlen). They extracted entity pairs from the sentences of a text and matched them to those found in Freebase. Using the entity pairs, the relations, and the corresponding sentence text, they could train a relation extractor.

Padó and Lapata (2009) used parallel corpora and constituent-based models to automatically project FrameNet annotations from English to German. Hoffmann et al. (2010) introduced Wikipedia infoboxes in relation extraction, where the authors trained a classifier to predict the infobox schema of an article prior to the extraction step. They used relation-specific lexicons created from a web crawl to train individual extractors for 5,025 relations and, rather than running all these extractors on every article and sentence, they first predicted the schema of an article and then executed the set of corresponding extractors. Early work in distant supervision assumed that an entity pair expresses a unique explicit relation type. Surdeanu et al. (2012) describe an extended model, where each entity pair may link multiple instances to multiple relations. Ritter et al. (2013) used a latent-variable approach to model information gaps present in either the knowledge base or the corresponding text.

As far as we know, all the work on relation extraction focused on the detection of specific semantic relations between entities. In this paper, we describe an extension and a generalization of it that potentially covers all the relations tied to a predicate and results in the systematic extraction of the semantic propositions observed in a corpus.

Similarly to Mintz et al. (2009), we used an external resource of relational facts and we matched the entity pairs in the relations to a Swedish text corpus. However, our approach substantially differs from theirs by the form of the external resource, which is a parsed corpus. To our best knowledge, there is no Swedish repository of relational facts between entities in existence. Instead, we semantically parsed an English corpus, in our case the English edition of Wikipedia, and we matched, article by article, the resulting semantic structures to sentences in the Swedish edition of Wikipedia. Using the generated Swedish semantic structures, we could train a semantic role labeler.

3 Extending Semantic Role Labeling

In our approach, we employ distantly supervised techniques by combining semantic role labeling (SRL) with entity linking. SRL goes beyond the extraction of \( n \)-ary relations and captures a semantic meaning of relations in the form of predicates–argument structures. Since SRL extracts relations between a predicate and its arguments, it can be considered as a form of relation extraction which involves a deeper analysis.

However, the semantic units produced by classical semantic role labeling are still shallow, as they do not resolve coreference or disambiguate named entities. In this work, we selected the propositions, where the arguments corresponded to named entities and we resolved these entities in unique identifiers. This results in a limited set of extended propositions that we think are closer to the spirit of logical forms and can apply in a cross-lingual setting.
Table 1: Entries in the detection dictionary, all related to the city of Helsingborg in Sweden, with their unique Wikidata Q-number and a short explanation in italics.

<table>
<thead>
<tr>
<th>Input</th>
<th>Explanation</th>
<th># cand.</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>helsingborg c</td>
<td>Railway station in Helsingborg</td>
<td>1</td>
<td>wikidata:Q3062731</td>
</tr>
<tr>
<td>kärna</td>
<td>Medieval tower in Helsingborg</td>
<td>27</td>
<td>wikidata:Q1779457</td>
</tr>
<tr>
<td>berga</td>
<td>District in Helsingborg</td>
<td>33</td>
<td>wikidata:Q25411</td>
</tr>
</tbody>
</table>

4 Named Entity Linking

Named entity linking (or disambiguation) (NED) is the core step of distant supervision to anchor the parallel sentences and propositions. NED usually consists of two steps: first, extract the entity mentions, usually noun phrases, and if a mention corresponds to a proper noun – a named entity –, link it to a unique identifier.

For the English part, we used Wikifier (Ratinov et al., 2011) to disambiguate entities. There was no similar disambiguator for Swedish and those described for English are not directly adaptable because they require resources that do not exist for this language. We created a disambiguator targeted to Swedish: NEDforia. NEDforia uses a Wikipedia dump as input and automatically collects a list of named entities from the corpus. It then extracts the links and contexts of these entities to build disambiguation models. Given an input text, NEDforia recognizes and disambiguates the named entities, and annotates them with their corresponding Wikidata number.

4.1 Entity Detection

We created a dictionary of entities from Wikipedia using the combination of a POS tagger (Östling, 2013), language-dependent uppercase rules, and two entity databases: Freebase (Bollacker et al., 2008) and YAGO2 (Hoffart et al., 2010). Table 1 shows three dictionary entries, where an entry consists of a normalized form and the output is a list of Wikidata candidates in the form of Q-numbers. The output can be the native Wikipedia page, if a Wikidata mapping could not be found, as for “wikipedia.sv:Processorkärna” (“wikipedia.en:Multi-core processor” in the English Wikipedia).

The entity detection module identifies the strings in the corpus representing named entities. It tokenizes the text and uses the longest match to find the sequences of tokens that can be associated to a list of entity candidates in the dictionary.

4.2 Disambiguation

We disambiguated the entities in a list of candidates using a binary classifier. We trained this classifier with a set of resolved links that we retrieved from the Swedish Wikipedia articles. As in Bunescu and Pašca (2006), we extracted all the manually created mention–entity pairs, encoded as [[target|label]] in the Wikipedia markup, and we marked them as positive instances. We created the negative instances with the other mention–candidate pairs that we generated with our dictionary.

As classifier, we used the L2-regularized logistic regression (dual) from LIBLINEAR (Fan et al., 2008) with three features and we ranked the candidates according to the classifier output. The features are the popularity, commonness (Milne and Witten, 2008), and context. The popularity is the probability that a candidate is linked to an entity. We estimate it through the count of unique inbound links to the candidate article (Table 2). The commonness is the probability the sequence of tokens could be the candidate: \( P(\text{candidate}|\text{sequence of tokens}) \). We compute it from the target–label pairs (Table 3). The context is the count of unique words extracted from the two sentences before the input string that we intersect with the words found in the candidate’s article.

Table 2: The popularity of some entities.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Occupation</th>
<th>Popularity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Göran Persson</td>
<td>Skåne politician</td>
<td>4</td>
</tr>
<tr>
<td>Göran Persson</td>
<td>Musician</td>
<td>5</td>
</tr>
<tr>
<td>Göran Persson</td>
<td>Prime minister</td>
<td>257</td>
</tr>
</tbody>
</table>
5 Distant Supervision to Extract Semantic Propositions

The distant supervision module consists of three parts:

1. The first one parses the Swedish Wikipedia up to the syntactic layer and carries out a named entity disambiguation.

2. The second part carries out a semantic parsing of the English Wikipedia and applies a named entity disambiguation.

3. The third part identifies the propositions having identical named entities in both languages using the Wikidata Q-number and aligns them.

5.1 Semantic and Syntactic Parsing

As first step, we parsed the English edition of Wikipedia up to the predicate–argument structures using the Mate-Tools dependency parser and semantic role labeler (Björkelund et al., 2010a) and the Swedish Wikipedia using MaltParser (Nivre et al., 2006). To carry out these parsing tasks, we used a Hadoop-based architecture, Koshik (Exner and Nugues, 2014), that we ran on a cluster of 12 machines.

5.2 Named Entity Disambiguation

The named entity disambiguation links strings to unique Wikidata and is instrumental to the proposition alignment. For the two English-Swedish equivalent sentences:

Cologne is located on both sides of the Rhine River

and

Köln ligger på båda sidorna av floden Rhen,

We import the resulting annotated Wikipedia into Koshik, where we map the document titles and anchor targets to Q-numbers.

<table>
<thead>
<tr>
<th>Words</th>
<th>Entities</th>
<th>English pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Köln</td>
<td>Q365</td>
<td>Cologne</td>
</tr>
<tr>
<td></td>
<td>Q54096</td>
<td>University of Cologne</td>
</tr>
<tr>
<td></td>
<td>Q104770</td>
<td>1. FC Köln</td>
</tr>
<tr>
<td></td>
<td>Q7927</td>
<td>Cologne (region)</td>
</tr>
<tr>
<td></td>
<td>Q157741</td>
<td>Cologne Bonn Airport</td>
</tr>
<tr>
<td>Rhen</td>
<td>Q584</td>
<td>Rhine</td>
</tr>
<tr>
<td></td>
<td>Q10650601</td>
<td>No English page</td>
</tr>
</tbody>
</table>

Table 4: The ranked entity candidates matching the words Köln ‘Cologne’ and Rhen ‘Rhine.’ The entities are identified by their Wikidata Q-numbers.

5.3 Alignment of Parallel Sentences

We ran the alignment of loosely parallel sentences using MapReduce (Dean and Ghemawat, 2008) jobs. Both the English and Swedish articles are sequentially read by mappers. For each sentence, the mappers build and emit key-value pairs. The mappers create keys from the entity Q-numbers in each sentence and use the sentences as values.

The shuffle-and-sort mechanism in Hadoop ensures that, for a given key, each reducer receives all the sentences. In this process, the sentences are aligned by their Q-numbers and given as a group to the reducers with each call. The reducers process each group of aligned sentences and annotate the Swedish sentence by linking the entities by their Q-numbers and by inferring the semantic roles from the aligned English sentences. The annotated Swedish sentences are then emitted from the reducers. For each newly formed Swedish predicate, we
select the most frequent alignments to form the final Swedish predicate–argument frames. Figure 1 shows this alignment process.

We believe that by only using pairs of corresponding articles in different language editions and, hence, by restraining cross-article supervision using the unique identifiers given by Wikipedia, we can decrease the number of false negatives. We based this conviction on the observation that many Swedish Wikipedia articles are loosely translated from their corresponding English article and therefore express the same facts or relations.

5.4 Semantic Annotation Transfer

Figure 2 shows the parsing results for the sentences Cologne is located on both sides of the Rhine River and Köln ligger på båda sidorna av floden Rhen in terms of predicate–argument structures for English, and functions for Swedish. We identify the named entities in the two languages and we align the predicates and arguments. We obtain the complete argument spans by projecting the yield from the argument token. If the argument token is dominated by a preposition, the preposition token is used as the root token for the projection.

5.4.1 Forming Swedish Predicates

During the alignment of English and Swedish sentences, we collect token-level mappings between sentences. The mappings keep a record of how many times an English predicate is aligned with a Swedish verb. For each Swedish verb, we then select the most frequent English predicate it is aligned with. We create a new Swedish frame by using the lemmatized form of the verb and attaching the sense of the English predicate. We use the sentences representing the most frequent mappings to generate our final corpus of Swedish propositions. Table 6 shows how two Swedish frames, vinna.01 and vinna.03, are created by selecting the most frequent mappings. Table 7 shows the ten most frequent Swedish frames created using this process.

6 A Swedish Corpus of Propositions

We processed more than 4 million English Wikipedia articles and almost 3 million Swedish Wikipedia pages from which we could align over 17,000 English sentences with over 16,000 Swedish sentences. This resulted into 19,000 supervisions and the generation of a corpus of Swedish propositions. Table 5 shows an overview of the statistics of this distant supervision process.

The generated corpus consists of over 4,000 sentences, a subset of the 16,000 Swedish sentences used in the supervision process. These 4,000 sentences participate in the most frequent English to Swedish mappings, as detailed in Sect 5.4.1. Table 8 shows an overview of the corpus statistics.

Table 5: An overview of distant supervision statistics.

<table>
<thead>
<tr>
<th>Type</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>English articles</td>
<td>4,152,283</td>
</tr>
<tr>
<td>Swedish articles</td>
<td>2,792,089</td>
</tr>
<tr>
<td>Supervising sentences (English)</td>
<td>17,115</td>
</tr>
<tr>
<td>Supervised sentences (Swedish)</td>
<td>16,636</td>
</tr>
<tr>
<td>Number of supervisions</td>
<td>19,121</td>
</tr>
</tbody>
</table>

Table 6 shows how two Swedish frames, vinna.01 and vinna.03, are created by selecting the most frequent mappings. Table 7 shows the ten most frequent Swedish frames created using this process.
Figure 1: Automatic parallel alignment of sentences through MapReduce. The Map phase creates a key-value pair consisting of a list of entities and a sentence. The Shuffle & Sort mechanism groups the key-value pairs by the list of entities, effectively aligning sentences across the languages. The Reduce phase steps through the list of aligned sentences and transfers semantic annotation from one language to another. Figure 2 shows this latter process.

<table>
<thead>
<tr>
<th>English predicate</th>
<th>Count</th>
<th>Swedish predicate</th>
</tr>
</thead>
<tbody>
<tr>
<td>win.01</td>
<td>125</td>
<td>vinna.01</td>
</tr>
<tr>
<td>defeat.01</td>
<td>24</td>
<td>–</td>
</tr>
<tr>
<td>beat.03</td>
<td>10</td>
<td>vinna.03</td>
</tr>
<tr>
<td>help.01</td>
<td>4</td>
<td>–</td>
</tr>
<tr>
<td>take.01</td>
<td>4</td>
<td>–</td>
</tr>
<tr>
<td>scoring.01</td>
<td>2</td>
<td>–</td>
</tr>
<tr>
<td>pay.01</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>prevail.01</td>
<td>1</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 6: Selecting the most frequent English to Swedish mapping to form new Swedish predicates for the verb 'win'. A bold typeface indicates a newly formed Swedish predicate. A dash indicates that a Swedish predicate for the verb vinna was not formed using the corresponding English predicate.

<table>
<thead>
<tr>
<th>English predicate</th>
<th>Swedish predicate</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>follow.01</td>
<td>följa.01</td>
<td>107</td>
</tr>
<tr>
<td>become.01</td>
<td>bli.01</td>
<td>93</td>
</tr>
<tr>
<td>play.01</td>
<td>spela.01</td>
<td>67</td>
</tr>
<tr>
<td>locate.01</td>
<td>ligga.01</td>
<td>55</td>
</tr>
<tr>
<td>move.01</td>
<td>flytta.01</td>
<td>55</td>
</tr>
<tr>
<td>find.01</td>
<td>förekomma.01</td>
<td>41</td>
</tr>
<tr>
<td>bear.02</td>
<td>föda.02</td>
<td>41</td>
</tr>
<tr>
<td>use.01</td>
<td>använda.01</td>
<td>39</td>
</tr>
<tr>
<td>release.01</td>
<td>släppa.01</td>
<td>37</td>
</tr>
</tbody>
</table>

Table 7: The ten most frequent Swedish frames and their mappings from English predicates.

7 Semantic Role Labeling

To assess the usefulness of the proposition corpus, we trained a semantic role labeler on it and we compared its performance with that of a baseline parser. Some roles are frequently associated with grammatical functions, such as A0 and the subject in PropBank. We created the baseline using such association rules and we measured the gains brought by the corpus and a statistical training.

We split the generated corpus into a training, development, and test sets with a 60/20/20 ratio. We used the training and development sets for selecting features during training and we carried out a final evaluation on the test set.

7.1 Baseline Parser

The baseline parser creates a Swedish predicate from the lemma of each verbal token and assigns it the sense 01. Any token governed by the verbal to-
ken having a syntactic dependency function is identified as an argument. The Talbanken corpus (Teleman, 1974) serves as training set for the Swedish model of MaltParser. We used four of its grammatical functions: subject (SS), object (OO), temporal adjunct (TA), and location adjunct (RA) to create the roles A0, A1, AM-TMP (temporal), and AM-LOC (locative), respectively.

7.2 Training a Semantic Role Labeler

The SRL pipeline, modified from Björkelund et al. (2010b), consists of four steps: Predicate identification, predicate disambiguation, argument identification, and argument classification.

During predicate identification, a classifier determines if a verb is a predicate and identifies their possible sense. Predicates may have different senses together with a different set of arguments. As an example, the predicate open.01 describes opening something, for example, opening a company branch or a bottle. This differs from the predicate sense, open.02, having the meaning of something beginning in a certain state, such as a stock opening at a certain price.

The argument identification and classification steps identify the arguments corresponding to a predicate and label them with their roles.

7.3 Feature Selection

We considered a large number of features and we evaluated them both as single features and in pairs to model interactions. We used the same set as Johanson and Nugues (2008) and Björkelund et al. (2009), who provide a description of them. We used a greedy forward selection and greedy backward elimination procedure to select the features (Björkelund et al., 2010a). We ran the selection process in multiple iterations, until we reached a stable F1 score. Table 10 shows the list of single features we found for the different steps of semantic role labeling: Predicate identification, predicate disambiguation, argument identification, and argument classification.

Interestingly, the amount of features used in argument identification and classification, by far exceeds those used for predicate identification and disambiguation. This hints that, although our generated corpus only considers entities for argument roles, the diverse nature of entities creates a corpus in which arguments hold a wide variety of syntactic and lexical roles.

7.4 The Effect of Singleton Predicate Filtering

We performed a secondary analysis of our generated corpus and we observed that a large number of predicates occurs in only one single sentence. In addition, these predicates were often the result of errors that had propagated through the parsing pipeline.

We filtered out the sentences having mentions of singleton predicates and we built a second corpus to determine what kind of influence it had on the quality of the semantic model. Table 8, right column, shows the statistics of this second corpus. Singleton predicates account for a large part of the corpus and removing them shrinks the number of sentences by almost a half and dramatically reduces the overall number of predicates.

7.5 Validation on the Test Set

Table 9 shows the final evaluation of the baseline parser and the semantic role labeler trained on the generated corpus using distant supervision. The baseline parser reached a labeled F1 score of 22.38%. Clearly, the indiscriminating choice of predicates made by the baseline parser gives a higher recall but a poor precision. The semantic role labeler, trained on our generated corpus, outperforms the baseline parser by a large margin with a labeled F1 score of 39.88%. Filtering the corpus for singleton mention predicates has a dramatic effect on the parsing quality, increasing the labeled F1 score to 52.25%. We especially note a F1 score of 62.44% in unlabeled proposition identification showing the validity of the approach.
<table>
<thead>
<tr>
<th>Method</th>
<th>Labeled Precision</th>
<th>Labeled Recall</th>
<th>Labeled F1</th>
<th>Unlabeled Precision</th>
<th>Unlabeled Recall</th>
<th>Unlabeled F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>15.74</td>
<td>38.73</td>
<td>22.38</td>
<td>25.10</td>
<td>61.78</td>
<td>35.70</td>
</tr>
<tr>
<td>Distant supervision (Unfiltered corpus)</td>
<td>46.99</td>
<td>34.65</td>
<td>39.88</td>
<td>67.06</td>
<td>49.45</td>
<td>56.92</td>
</tr>
<tr>
<td>Distant supervision (Filtered corpus)</td>
<td><strong>58.23</strong></td>
<td><strong>47.38</strong></td>
<td><strong>52.25</strong></td>
<td><strong>69.59</strong></td>
<td><strong>56.62</strong></td>
<td><strong>62.44</strong></td>
</tr>
</tbody>
</table>

Table 9: Summary of semantic role labeling results. The table shows precision, recall, and F1 scores for our baseline and distant supervision methods. Evaluation performed on test set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>PI</th>
<th>PD</th>
<th>AI</th>
<th>AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ArgDeprel</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ArgPOS</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ArgWord</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ChildDepSet</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ChildPOSSet</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ChildWordSet</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DepSubCat</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeprelPath</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeftPOS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeftSiblingPOS</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeftSiblingWord</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeftWord</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POSPath</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position</td>
<td></td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PredLemma</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PredLemmaSense</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PredPOS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PredParentPOS</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>PredParentWord</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>PredWord</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RightPOS</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RightSiblingWord</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RightWord</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10: List of features used in the four stages of semantic role labeling. PI stands for predicate identification, PD for predicate disambiguation, AI for argument identification, and AC for argument classification.

8 Conclusion

By aligning English and Swedish sentences from two language editions of Wikipedia, we have shown how semantic annotation can be transferred to generate a corpus of Swedish propositions. We trained a semantic role labeler on the generated corpus and showed promising results in proposition identification.

We aligned the sentences using entities and frequency counts to select the most likely frames. While this relatively simple approach could be considered inadequate for other distant supervision applications, such as relation extraction, it worked surprisingly well in our case. We believe this can be attributed to the named entity disambiguation, which goes beyond a simple surface form comparison and uniquely identifies the entities used in the supervision. In addition, we believe that the implicit entity types that a set of named entities infer, constrain a sentence to a certain predicate and sense. This increases the likelihood that the Swedish aligned sentence contains a predicate which preserves the same semantics as the English verb of the source sentence. Furthermore, we go beyond infobox relations as we infer new predicates with different senses. Using infobox relations would have limited us to relations already described by the infobox ontology.

Since our technique builds on a repository of entities extracted from Wikipedia, one future improvement could be to exploit the semantic information residing in it, possible from other repositories such as DBpedia (Bizer et al., 2009) or YAGO2. Another possible improvement would be to increase the size of the generated corpus. We envision this being done either by applying a coreference solver to anaphoric mentions to increase the number of sentences that could be aligned or by synthetically generating sentences through the use of a semantic repository. An additional avenue of exploration lies in extending our work to other languages.
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Abstract

Hypernymy relation acquisition has been widely investigated, especially because taxonomies, which often constitute the backbone structure of semantic resources are structured using this type of relations. Although lots of approaches have been dedicated to this task, most of them analyze only the written text. However relations between not necessarily contiguous textual units can be expressed, thanks to typographical or dispositional markers. Such relations, which are out of reach of standard NLP tools, have been investigated in well specified layout contexts. Our aim is to improve the relation extraction task considering both the plain text and the layout. We are proposing here a method which combines layout, discourse and terminological analyses, and performs a structured prediction. We focused on textual structures which correspond to a well defined discourse structure and which often bear hypernymy relations. This type of structure encompasses titles and sub-titles, or enumerative structures. The results achieve a precision of about 60%.

1 Introduction

The hypernymy relation acquisition task is a widely studied problem, especially because taxonomies, which often constitute the backbone structure of semantic resources like ontologies, are structured using this type of relations. Although this task has been addressed in literature, most of the publications report analyses based on the written text only, usually at the phrase or sentence level. However, a written text is not merely a set of words or sentences. When producing a document, a writer may use various layout means, in addition to strictly linguistics devices such as syntactic arrangement or rhetorical forms. Relations between textual units that are not necessarily contiguous can thus be expressed thanks to typographical or dispositional markers. Such relations, which are out of reach of standard NLP tools, have been studied within some specific layout contexts. Our aim is to improve the relation extraction task by considering both the plain text and the layout. This means (1) identifying hierarchical structures within the text using only layout, (2) identifying relations carried by these structures, using both lexico-syntactic and layout features.

Such an approach is deemed novel for at least two reasons. It combines layout, discourse and terminological analyses to bridge the gap between the document layout and lexical resources. Moreover, it makes a structured prediction of the whole hierarchical structure according to the set of visual and discourse properties, rather than making decisions only based on parts of this structure, as usually performed.

The main strength of our approach is its applicability to different document formats as well to several domains. It should be highlighted that encyclopedic, technical or scientific documents, which are often analyzed for building semantic resources, are most of the time strongly structured. Our approach has been implemented for the French language, for which only few resources are currently available. In this paper we focus on specific textual
structures which share the same discourse properties and that are expected to bear hypernymy relations. They encompass for instance titles/sub-titles, or enumerative structures.

The paper is organized as follows. Some related works about hypernymy relation identification are reported in section 2. Section 3 presents the theoretical framework on which the proposed approach is based. Sections 4 and 5 respectively describe transitions from the text layout to its discourse representation and from this discourse structure to the terminological structure. Finally we draw conclusions and propose some perspectives.

2 Related works

The task of extracting hypernymy relations (it may also be denoted as generic/specific, taxonomic, is-a or instance-of relations) is critical for building semantic resources and for semantic content authoring. Several parameters concerning corpora may affect the methods used for this task: the natural language quality (carefully written or informal), the textual genre (scientific, technical documents, newspapers, etc.), technical properties (corpus size, format), the level of precision of the resource (thesaurus, lightweight or full-fledged ontology), the degree of structuring, etc. This task may be carried out by using the proper text and/or external pre-existing resources. Various methods for exploiting plain text exist using techniques such as regular expressions (also known as lexico-syntactic patterns) (Hearst, 1992), classification using supervised or unsupervised learning (Snow et al., 2004; Alfonseca and Manandhar, 2002), distributional analysis (Lenci and Benotto, 2012) or Formal Concepts Analysis (Cimiano et al., 2005).

In the Information Retrieval area, the relevant terms are extracted from documents and organized into hierarchies (Sánchez and Moreno, 2005).

Works on the document structure and on the discourse relations that it conveys have been carried out by the NLP community. Among these are the Document Structure Theory (Power et al., 2003), and the DArthio system (Bateman et al., 2001). These approaches offer strong theoretical frameworks, but they were only implemented from a text generation point of view.

With regard to the relation extraction task using layout, two categories of approaches may be distinguished. The first one encompasses approaches exploiting documents written in a markup language. The semantics of these tags and their nested structure is used to build semantic resources. For instance, collection of XML documents have been analyzed to build ontologies (Kamel and Aussenac-Gilles, 2009), while collection of HTML or MediaWiki documents have been exploited to build taxonomies (Sumida and Torisawa, 2008).

The second category gathers approaches exploiting specific documents or parts of documents, for which the semantics of the layout is strictly defined. Let us mention dictionaries and thesaurus (Jannink and Wiederhold, 1999) or specific and well localized textual structures such as category field (Chernov et al., 2006; Suchanek et al., 2007) or infoboxes (Auer et al., 2007) from Wikipedia pages. In some cases, these specific textual structures are also expressed thanks to a markup language. All these works implement symbolic as well as machine learning techniques.

Our approach is similar to the one followed by Sumida and Torisawa (2008) which analyzes a structured text according to the following steps: (1) they represent the document structure from a limited set of tags (headings, bulleted lists, ordered lists and definition lists), (2) they link two tagged strings when the first one is in the scope of the second one, and (3) they use lexico-syntactic and layout features for selecting hypernymy relations, with the help of a machine learning algorithm. Some attempts have been made for improving these results (Oh et al., 2009; Yamada et al., 2009). However our work differs in two points: we aimed to be more generic by proposing a discourse structure of layout that can be inferred from different document formats, and we propose to find out the relation arguments (hypernym-hyponym term pairs) by analyzing propositional contents. Prior to describing the implemented processes, the underlying principles of our approach will be reported in the next section.
3 Underlying principles of our approach

We rely on principles of discourse theories and on knowledge models for respectively formalizing text layout and identifying hypernymy relations.

3.1 Discourse analysis of the layout

Several discourse theories exist. Their starting point lies in the idea that a text is not just a collection of sentences, but it also includes relations between all these sentences that ensure its coherence (Mann and Thompson, 1988; Asher and Lascarides, 2003). Discourse analysis aims at observing the discourse coherence from a rhetorical point of view (the intention of the author) or from a semantic point of view (the description of the world). A discourse analysis is a three step process: splitting the text into Discourse Units (DU), ensuring the attachment between DUs, and then labeling links between DUs with discourse relations. Discourse relations may be divided into two categories: nucleus-satellite (or subordinate) relations which link an important argument to an argument supporting background information, and multi-nuclear (or coordinate) relations which link arguments of equal importance. Most of discourse theories acknowledge that a discourse is hierarchically structured thanks to discourse relations.

Text layout supports a large part of semantics and participates to the coherence of the text; it thus contributes to the elaboration of the discourse. Therefore, we adapted the discourse analysis to treat the layout, according to the following principles:
- a DU corresponds to a visual unit (a bloc);
- two units sharing the same role (title, paragraph, etc.) and the same typographic and dispositional markers are linked with a multi-nuclear relation; otherwise, they are linked with a nuclear-satellite relation.

An example of a document from Wikipedia and the tree which results from the discourse analysis of its layout is given (Figure 1). In the following figures, we represent nucleus-satellite relations with solid lines and multi-nuclear relations with dashed lines.

We are currently interested in discourse structures displaying the following properties:
- $\pi$ DUs are linked with multi-nuclear relations;
- one of these coordinated DU is linked to another DU with a nucleus-satellite relation.

Figure 2 gives a representation of such a discourse structure according to the Rhetorical Structure Theory (Mann and Thompson, 1988).

![Figure 2: Rhetorical representation of the discourse structure of interest](http://fr.wikipedia.org/wiki/Redécentralisation_d'Internet)

Although there is only one explicit nucleus-satellite relation, this kind of structure involves $\pi$ implicit nucleus-satellite relations (between DU$_0$ and DU$_i$ ($2 \leq i \leq n$)). Indeed, from a discourse point of view, if a DU$_j$ is subordinated to a DU$_i$, then all DU$_k$ coordinated to DU$_j$, are subordinated to DU$_i$. As mentioned above, this kind of discourse structure encompasses textual structures such as titles/sub-titles and enumerative structures which are frequent in structured documents, and which often convey hypernymy relation. In that context, the hypernym is borne by the DU$_0$ and each DU$_i$ ($1 \leq i \leq n$) bears at least one hyponym.

3.2 Knowledge models for hypernymy relation identification

Hypernymy relation identification is carried out in two stages: specifying if the relation is hypernymic and, if appropriate, identifying its arguments. The first stage relies on linguistic regularities denoting a hypernymy relation, regularities which are expressed thanks to lexical, syntactic, typographical and positional clues.

The second stage is based on a graph representation. Rather than independently identifying links between the hypernym and each potential hyponym, we take advantage from the fact that writers use the same syntactic and visual skills (recognized by a textual parallelism) for expressing knowledge units of equal rhetorical importance. Generally, these salient units are semantically linked and belong to a same lexical field.
text

Figure 1: Example of a discourse analysis of text layout

Thus, we represent each discourse structure of interest bearing a hypernymy relation as a directed acyclic graph (DAG), where the nodes are terms and the edges are possible relations between them. This DAG is decomposed into layers, each layer $i$ gathering nodes corresponding to terms of a given DU$_i$ ($0 \leq i \leq n$). Each node of a layer $i$ ($0 \leq i \leq (n-1)$) is connected by directed edges to all nodes of the layer $i+1$. A root node is added on the top of the DAG. Figure 3 presents an example of this DAG.

Figure 3: Example of a DAG

We weight the edges according to the inverse similarity of terms they link. Thus, the terms in the lower-cost path starting from the root and ending at the last layer are maximally cohesive. A flatter representation does not allow this structured prediction.

4 From text layout to its discourse representation

To elicit discourse structures from text layout, the system detects visuals units and labels them with their role (paragraph, title, footnote, etc.) in the text. Then, it links the labeled units using discourse relations (nucleus-satellite or multi-nuclear) in order to produce a discourse tree.

We are currently able to process two types of documents: documents written in a markup language and documents in PDF format. It is obvious that tags of markup languages both delimit blocs and give their role. Getting the visual structure is thus straightforward. Conversely, PDF documents do not benefit from such tags. So we used the LAPDF-Text tool (Ramakrishnan et al., 2012) which is based on a geometric analysis for detecting blocs, and we have implemented a machine learning method for labeling these blocs. The features include typographical markers (size of fonts, emphasis markers, etc.) and dispositional one (margins, position in page, etc.).

For labeling relations, we used an adapted version of the shift-reduce algorithm as (Marcu, 1999) did. We thus obtain a dependency tree representing the discourse structure of the text layout. We evaluate this process on a corpus of PDF documents (documents written in a markup language pose no problem). Results are good since we obtain an accuracy of 80.46% for labeling blocs, and an accuracy of 97.23% for labeling discourse relations (Fauconnier et al., 2014). The whole process has been implemented in the LaToe² tool.

² http://github.com/fauconnier/LaToe
Finally, the extraction of discourse structures of interest may be done easily by means of tree patterns (Levy and Andrew, 2006).

5 From layout discourse structure to terminological structure

We wish to elicit possible hypernymy relations from identified discourse structures of interest. This task involves a two-step process. The first step consists in specifying the nature of the relation borne by these structures. The second step aims at identifying the related terms (the relation arguments). These steps have been independently evaluated on an annotated corpus, while the whole system has been evaluated on another not annotated corpus. Corpora and evaluation protocols are described in the next section.

5.1 Corpora and evaluation protocols

The annotated corpus includes 166 French Wikipedia pages corresponding to urban and environmental planning. 745 discourse structures of interest were annotated by 3 annotators (2 students in Linguistics, and an expert in knowledge engineering) according to a guideline. The annotation task for each discourse structure of interest has consisted in annotating the nucleus-satellite relation as hypernymy or not, and when required, in annotating the terms involved in the relation. For the first stage, we have calculated a degree of inter-annotator agreement (Fleiss et al., 1979) and obtained a kappa of 0.54. The second stage was evaluated as a named entity recognition task (Tateisi et al., 2000) for which we have obtained an F-measure of 79.44. From this dataset, 80% of the discourse structures of interest were randomly chosen to constitute the development set, and the remaining 20% were used for the test set. The tasks described below were tuned on the development set using a k-10 cross-validation. The evaluation is done using the precision, the recall and the F-measure metrics.

A second evaluation for the entire system was led on two corpora respectively made of Wikipedia pages from two domains: Transport and Computer Science. For each domain, we have randomly selected 400 pages from a French Wikipedia Dump (2014-09-28). Since those corpora are not manually annotated, we have only reported the precision.

5.2 Qualifying the nucleus-satellite relation

Hypernymy relations present lexical, syntactic, typographical and dispositional regularities in the text. The recognition of these relations is thus based on the analysis of these regularities within the two DUs explicitly linked by the nucleus-satellite relation. We consider this problem as a binary classification one: each discourse structure is assigned to either the Hypernymy-Structure class or the nonHypernymy-Structure class. The Hypernymy-Structure class encompasses discourse structures with a nucleus-satellite relation bearing a hypernymy, whereas the nonHypernymy-Structure one gathers all others discourse structures. In the example given in figure 1, the discourse structures constituted of DUs \( \{3,4,5\} \) and \( \{6,7,8,9,10\} \) would be classified as Hypernymy-Structure, while this constituted of DUs \( \{2,3,6,11,12\} \) would be assigned to the nonHypernymy-Structure class.

For this purpose, we applied feature functions (summarized in table 1) in order to map the two DUs linked by the explicit nucleus-satellite relation into a numerical vector which is submitted to a classifier. The feature functions were defined according to background knowledge and were selected on the basis of a Pearson’s correlation.

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS</td>
<td>Unigrams of parts of speech</td>
</tr>
<tr>
<td>Position</td>
<td>Position of a token in a DU</td>
</tr>
<tr>
<td>Markers</td>
<td>Boolean indicating whether a token belongs to a predefined lexicon</td>
</tr>
<tr>
<td>Gram</td>
<td>Boolean indicating whether the last sentence of a DU shows a syntactic hole</td>
</tr>
<tr>
<td>Punc</td>
<td>Returns the last punctuation of a DU</td>
</tr>
<tr>
<td>NbToken</td>
<td>Number of tokens in a DU</td>
</tr>
<tr>
<td>NbSent</td>
<td>Number of sentences in a DU</td>
</tr>
</tbody>
</table>

Table 1: Main features for qualifying the relation

We have compared two types of classifiers: a linear one which generalizes well, but may produce more misclassifications when data distribution presents a large spread, and a non-linear one which may lead to a model separating well the training set but with an overfitting risk. We respectively used a Maximum Entropy classifier (MaxEnt) (Berger et al., 1996) and a Support Vector Machine (SVM) with a Gaussian kernel (Cortes and Vapnik, 1995).
The morphological and lexical information used were obtained from the French dependency parser Talismane (Urieli, 2013). For the classifiers, we have used the OpenNLP\(^3\) library for the MaxEnt and the LIBSVM implementation of the SVM\(^4\). This task has been evaluated against a majority baseline which better reflects the reality because of the asymmetry of the relation distribution. Table 2 presents the results. The two supervised strategies outperform significantly the baseline \(p\text{-values}<0.01\)\(^5\).

<table>
<thead>
<tr>
<th>Strategies</th>
<th>Prec.</th>
<th>Rec.</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaxEnt</td>
<td>78.01</td>
<td>84.78</td>
<td>81.25</td>
</tr>
<tr>
<td>SVM</td>
<td>74.77</td>
<td>90.22</td>
<td>81.77</td>
</tr>
<tr>
<td>Baseline</td>
<td>63.01</td>
<td>100.0</td>
<td>77.31</td>
</tr>
</tbody>
</table>

Table 2: Results for qualifying the relation

Regarding the F-measure metric, the difference between the MaxEnt and the SVM is not significant. We observe that the MaxEnt achieves the best precision, while the SVM reaches the best recall. These results are not surprising since the SVM decision boundary seems to be biased by outliers, thus increasing the false positive rate on unseen data.

5.3 Identifying the terms linked by the hypernymy relation

We have now to identify terms linked by the hypernymy relation. As previously mentioned we build a DAG reflecting all possible relations between terms of the DUs, to find the lower-cost path which represents the most cohesive sequence of terms.

If we consider the discourse structure constituted of DUs \(\{6,7,8,9,10\}\) in figure 1, the retrieved path from the corresponding DAG (figure 3) would be \{“protocoles de communication interopérables” (interoperable communication protocols), “courrier électronique” (email), “messagerie instantanée” (instant messaging), “partage de fichiers en pair à pair” (peer-to-peer file sharing), “tchat en salons” (chat room)\}. Then, an example of hypernymy relation would be “courrier électronique” (email) is a kind of “protocoles de communication interopérables” (interoperable communication protocols).

The cost of an edge is defined using the following function:

\[
\text{cost}(< T^j_i, T^k_{i+1} >) = 1 - p(y|T^j_i, T^k_{i+1})
\]

where \(T^j_i\) is the \(j\)-th term of DU\(_i\). The probability assigned to the outcome \(y\) measures the likeliness that both terms are linked. This probability is conditioned by lexical and dispositional clues. Since it is expected that terms involved in the relation share the same lexical field, we also consider the cosine similarity between the term vectors. All those clues are mapped into a numerical vector using feature functions summarized in table 3.

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS(_c)</td>
<td>Context of a term (bigrams and unigrams of parts of speech)</td>
</tr>
<tr>
<td>POS(_t)</td>
<td>Parts of speech of a term</td>
</tr>
<tr>
<td>Role</td>
<td>Role of a DU</td>
</tr>
<tr>
<td>Visual</td>
<td>Boolean indicating whether a pair of terms share the same visual properties</td>
</tr>
<tr>
<td>Position(_t)</td>
<td>Value indicating a term position</td>
</tr>
<tr>
<td>Position(_d)</td>
<td>Position of a DU in the whole document</td>
</tr>
<tr>
<td>Coord</td>
<td>For a DU, presence of coordinated DUs</td>
</tr>
<tr>
<td>Sub</td>
<td>For a DU, presence of subordinated DUs</td>
</tr>
<tr>
<td>Level</td>
<td>Value indicating the level of a DU in the structure of document</td>
</tr>
<tr>
<td>Punc</td>
<td>Returns the last punctuation of a DU</td>
</tr>
<tr>
<td>NbToken</td>
<td>Number of tokens in a DU</td>
</tr>
<tr>
<td>NbSent</td>
<td>Number of sentences in a DU</td>
</tr>
<tr>
<td>COS</td>
<td>Cosine similarity for a pair of terms</td>
</tr>
</tbody>
</table>

Table 3: Main features for the terms recognition

We built two models based on supervised probabilistic classifiers since characteristics of links between a hypernym and a hyponym are different from those between two hyponyms. The first model considers only the edges between layer 0 and layer 1 (hypernym-hyponym link), whereas the second one is dedicated to the edges of remaining layers (hyponym-hyponym link).

For this step, we used ACABIT (Daille, 1996) and YaTeA (Aubin and Hamon, 2006) for extracting terms. The cosine similarity is based on a distributional model constructed with the word2vec tool (Mikolov et al., 2013) and the French corpus FrWac (Baroni et al., 2009). We have learned the models using a Maximum Entropy classifier.

---

\(^3\) http://opennlp.apache.org/

\(^4\) http://www.csie.ntu.edu.tw/~cjlin/libsvm/

\(^5\) The p-values are calculated using a paired t-test.
For computing the lower-cost path, we use an A* search algorithm because it can handle large search space with an admissible heuristic. The estimated cost of a path \( P \), a sequence of edges from the root to a given term, is defined by:

\[
f(P) = g(P) + h(P)
\]

The function \( g(P) \) calculates the real cost along the path \( P \) and it is defined by:

\[
g(P) = \sum_{<T^i_j, T^i_{k+1}> \in P} \text{cost}(<T^i_j, T^i_{k+1}>)
\]

The heuristic \( h(P) \) is a greedy function which picks a new path with the minimal cost over \( d \) layers and returns its cost:

\[
h(P) = g(l_d(P))
\]

The function \( l_d(P) \) is defined recursively: \( l_0(P) \) is the empty path. Assume \( l_d(P) \) is defined and \( T^i_{jd} \) is the last node reached on the path formed by the concatenation of \( P \) and \( l_d(P) \), then we define:

\[
l_{d+1}(P) = l_d(P) . <T^i_{jd}, T^i_{m+1}>
\]

where \( m \) is the index of the term with the lower cost edge and belonging to the layer \( i_d + 1 \):

\[
m = \arg\min_{k < ||\text{layer } i_d+1||} \text{cost}(<T^i_{jd}, T^i_{kd+1}>)
\]

This heuristic is admissible by definition. We set \( d = 3 \) because it is a good tradeoff between the number of operations and the number of iterations during the A* search.

In order to evaluate this task, we compare it to a baseline and two vector-based approaches. The baseline works on the assumption that two related terms belong to a same window of words; then it takes the last term of the layer 0 as hypernym, and the first term of each layer \( i \) (\( 1 \leq i \leq n \)) as hyponym. The two other strategies use a cosine similarity (calculated with respectively 200- and 500-dimensional vectors) for the costs estimation. Table 4 presents the results.

The MaxEnt achieves the best F-measure and outperforms the others proposed strategies. The vector-based strategies present interesting precisions, which seems to confirm a correlation between the lexical cohesion of terms and their likelihood of being involved in a relation.

To lead additional evaluations we define the score of a path as the mean of its costs, and we select results using a list of threshold values: only the paths with a score lower than a given threshold are returned. Figure 4 shows the Precision-Recall curves using the whole list of threshold values.

### Table 4: Results for terms recognition

<table>
<thead>
<tr>
<th>Strategies</th>
<th>Prec.</th>
<th>Rec.</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaxEnt</td>
<td>78.98</td>
<td>69.09</td>
<td>73.71</td>
</tr>
<tr>
<td>w2v-200</td>
<td>66.52</td>
<td>30.10</td>
<td>41.45</td>
</tr>
<tr>
<td>w2v-500</td>
<td>83.71</td>
<td>30.10</td>
<td>44.28</td>
</tr>
<tr>
<td>Baseline</td>
<td>48.37</td>
<td>69.09</td>
<td>56.91</td>
</tr>
</tbody>
</table>

Figure 4: Comparison between the baseline, the vector-based strategies and the MaxEnt

### 5.4 Evaluation of the whole system

In this section, we report the results for the whole process applied on two corpora made of Wikipedia pages from two domains: Transport and Computer Science. For each of them, we applied a discourse analysis of the layout, and we extracted the hypernym-hyponym pairs. This extraction was done with a Maximum Entropy classifier which has shown a good precision for the two tasks described before. The retrieved pairs were ranked according to the score of the path they belong to. Finally, we
manually checked the first 500 pairs. The curves in figure 5 indicate the precision. For the two domains, around 300 pairs were retrieved with a precision of about 60% for the highest threshold. Table 5 presents examples of extracted relations. The terms noted with a symbol ‘*’ are considered as errors.

<table>
<thead>
<tr>
<th>hypernyms</th>
<th>hyponyms</th>
</tr>
</thead>
<tbody>
<tr>
<td>transporteurs frigorifiques</td>
<td>STEF, transporteur*, Groupe Delanchy, Norbert Dentressangle, Groupe Malherbe, Madrias</td>
</tr>
<tr>
<td>pôles d’échanges (interchange stations)</td>
<td>Gare de la Part Dieu, Centre intermodal d’échanges de Limo- ges, Union Station à Toronto</td>
</tr>
<tr>
<td>transmission (transmission)</td>
<td>Courte distance*, Moyenne distance*, Longue distance*</td>
</tr>
</tbody>
</table>

Table 5: Examples of extracted relations

Another error comes from a confusion between hypernymy and meronymy relations, which are both hierarchical. The fact that these two relations share the same linguistic properties may explain this confusion (Ittoo and Bouma, 2009). Furthermore we are still faced with classical linguistic problems which are out of the scope of this paper: anaphora, ellipse, coreference, etc.

Finally, we ignore cases where the hypernymy relation is reversed, i.e. when the hyponym is localized into the nucleus DU and its hypernym into a satellite DU. Clues that we use are not enough discriminating at this level.

6 Conclusion

In this paper we investigate a new way for extracting hypernymy relations, exploiting the text layout which expresses hierarchical relations and for which standard NLP tools are not suitable.

The system implements a two steps process: (1) a discourse analysis of the text layout, and (2) a hypernymy relation identification within specific discourse structures. We first evaluate each module independently (discourse analysis of the layout, identification of the nature of the relation, and identification of arguments of the relation), and we obtain accuracies of about 80% and 97% for the discourse analysis, and F-measures of about 81% and 73% for the relation extraction. We then evaluate the whole process and we obtain a precision of about 60%.
One way to improve this work is to extend this analysis to other hierarchical relations. We plan to investigate more advanced techniques offered by distributional semantic models in order to discriminate hypernymy relation from meronymy ones.

Another way is to extend the scope of investigation of the layout to take into account new discursive structures. Moreover, a subsequent step to this work is its large scale application on collections of structured web documents (such as Wikipedia pages) in order to build semantic resources and to share them with the community.
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Abstract

Recently, there has been renewed interest in semantic dependency parsing, among which one of the paradigms focuses on parsing directed acyclic graphs (DAGs). Consideration of the decoding problem in natural language semantic dependency parsing as finding a maximum spanning DAG of a weighted directed graph carries many complexities. In particular, the computational complexity (and approximability) of the problem has not been addressed in the literature to date. This paper helps to fill this gap, showing that this general problem is APX-hard, and is NP-hard even under the planar restriction, in the graph-theoretic sense. On the other hand, we show that under the restriction of projectivity, the problem has a straightforward $O(n^3)$ algorithm. We also give some empirical evidence of the algorithmic importance of these graph restrictions, on data from the SemEval 2014 task 8 on Broad Coverage Semantic Dependency Parsing.

1 Introduction

Consideration of the decoding problem in natural language semantic dependency parsing as finding a maximum spanning DAG of a weighted directed graph carries many complexities that have not been addressed in the literature to date. Amongst these are the problem’s computational complexity (and its approximability). The decoding problem for semantic dependency parsing was first introduced as the maximum spanning directed acyclic graph problem (MSDAG) by McDonald and Pereira (2006), where it is stated to be NP-hard.\footnote{McDonald and Pereira (2006) provide a reference to (Heckerman et al., 1995) for this fact. This fact is actually indirectly shown much earlier, as we discuss in Section 4.} The MSDAG problem asks for the highest weighted spanning sub-DAG of an input weighted digraph.

In this paper, we explain the APX-hardness of MSDAG, by relating it to the almost identical minimum weighted feedback arc set and maximum weighted acyclic subgraph problems. The proof of MSDAG’s APX-hardness seems to discourage its use for decoding in semantic dependency parsing. However, unlike in syntactic dependency (tree) parse decoding, where projective decoding given by Eisner (1996)’s algorithm has a slightly higher computational complexity ($O(n^3)$) than the non-projective (Tarjan) maximum spanning tree algorithm ($O(n^2)$) (Tarjan, 1977; Chu and Liu, 1965; Edmonds, 1967; McDonald et al., 2005), finding the maximum spanning projective dependency DAG is tractable and can be found in time $O(n^3)$, contrary to its APX-hard non-projective counterpart.

Projective MSDAG has been referred to in the semantic dependency parsing literature as “planar MSDAG”, which is an unfortunate mismatch with long-established graph theoretical terminology, that we need in this paper. As we discuss below, the planar MSDAG problem is in fact NP-hard, where “planar” is used in the graph theoretical sense. We generalise the definition of projectivity from tree models of syntax theory, which forbids crossing edges, to digraphs.

The projectivity restriction itself has not been linguistically motivated to date. However, an efficient
exact algorithm for this restriction would pose a starting point for various relaxations of the definition (also known as mild non-projectivity) that reflect linguistic description of the data, as has been done for the Eisner algorithm (in for example (Bodirsky et al., 2005; Gómez-Rodríguez et al., 2011; Pitler et al., 2012; Pitler et al., 2013; Satta and Kuhlmann, 2013)). This projectivity restriction has been inherent in transition-based approaches to semantic dependency parsing (for example, in (Sagae and Tsujii, 2008; Titov et al., 2009)), without any study of the complexity nor power of the performance of the automaton models in recognising all projective DAGs. So, in terms of computational efficiency, we provide theoretical justification for the already used restriction of projectivity in DAG parsing, exhibiting a dynamic programming algorithm for this task, which runs in polynomial time.

Previous automaton approaches to DAG parsing can roughly be separated into two camps: one similar to (Sagae and Tsujii, 2008), which assumes projectivity of graphs in the data and parses without carrying out any transformation to relax the constraint of projectivity, and another similar to (Titov et al., 2009), which attempts (online) to find a re-ordering of the words in the sentence such that the resulting graph is projective. The latter approach assumes, as we will explain, precisely outerplanarity of the graphs, which, it turns out, is also NP-hard (Cf. §2 and §7). With respect to the data that we consider here, it turns out that the assumption of graph outerplanarity is well represented (almost all graphs among three data sets being outerplanar), whereas the percentage of projective graphs differs greatly from one dataset to another (from 57% to 84%, Cf. Section 5).

The projective MSDAG algorithm presented here is a first-order decoding algorithm, and empirical research on semantic parsing seems to have already gone beyond this (for example, in (Martins and Almeida, 2014)); moreover, first-order decoding using MSDAG in general seems not to be appropriate (Schluter, 2014), though the empirical work presented by Martins and Almeida (2014) on digraph decoding using a second order model suggests the relevance of higher-order DAG decoding in semantic dependency parsing. Manufacturing higher-order parsing algorithms in the sense of (McDonald and Satta, 2007; Carreras, 2007) from the tree decoding literature, based on the algorithm presented here is straightforward. And we believe that it is these latter algorithms, rather, that would provide the basis for empirical studies based on the generally theoretical research presented here.

## 2 Preliminaries

A graph is called planar if it can be drawn in the plane with no crossing edges. Each maximal region of the plane surrounded by edges of the planar graph drawn in the plane is called a face. There is one outer or unbounded face and some number of inner or bounded faces. If a connected planar graph can be written in the plane so that all vertices are on the outer face, then we call the graph outerplanar. A connected component of a graph is a maximal subgraph in which any two vertices are connected to each other by a path. A digraph is a directed graph (where edges have an orientation). A DAG is a digraph without any directed cycles. Consider the underlying undirected graph $H$ of a digraph $G$. A weakly connected component of $G$ is a maximal sub-digraph whose underlying undirected graph is a connected component of $H$.

### Notation

We put $[i, j] := \{i, i+1, \ldots, j-1, j\}$, for $i \leq j$, and $[i] := [1, i]$.

In this paper, edge weights can be positive or negative and not zero, unless otherwise stated.

### Hardness of approximability

APX is the class of all NP optimisation problems that can be solved in polynomial time with approximation ratio bounded by some constant. A problem is APX-hard if there is a PTAS-reduction from every problem in APX to that problem.\(^2\) In this paper, we use a simpler type of PTAS-reduction called an L-reduction (linear reduction), which intuitively is a mapping between problems so that (approximate) solutions differ only by some constant factor. Any L-reduction is also a PTAS-reduction (but not vice versa).

### Definition 1

An L-reduction from problem $A$ to problem $B$ with respective cost functions $c_A$ and

\(^2\)A discussion of PTAS-reductions is out of the scope of this paper. The definition of a PTAS-reduction can be found, for example, in (Wegener, 2005).
\( c_B \) consists of a pair of polynomial-time computable functions \( f \) and \( g \) such that:

- if \( x \in A \) then \( f(x) \in B \),
- if \( y \) is a solution to \( f(x) \), then \( g(y) \) is a solution to \( x \),
- there exists a positive constant \( \alpha \) such that the optimal solution for \( f(x) \in B \) (\( opt_B(f(x)) \)) is bounded by a factor \( \alpha \) of the optimal solution for \( x \in A \) (\( opt_A(x) \)), and
  \[
  opt_B(f(x)) \leq \alpha \cdot opt_A(x)
  \]
- there exists a positive constant \( \beta \) bounding differences between solutions and optimal solutions
  \[
  |opt_A(x) - c_A(g(y))| \leq \beta \cdot |opt_B(f(x)) - c_B(y)|.
  \]

3 Generalising projectivity to DAGs

In statistical natural language syntactic or semantic dependency parsing decoding problems, the input is a sequence of \( n \) words, \( W = \langle w_1, \ldots, w_n \rangle \), called the sentence and a further set of weighted asymmetric binary relations (directed edges) between these words (nodes). The task is to output a most likely connected and spanning digraph over those words, where the formal expressivity of the structure is defined with respect to the linguistic theory in question.

The order of words in the sentence is essential for the description of important restrictions of trees and DAGs for natural language. We therefore include the order in the sentence digraph structure, so \( G_W = (V, E, \leq_W) \) is a dependency digraph for the sentence \( W \), where \( V \) is the set of words tokens, \( E \) is the set of directed binary relations between words, and \( \leq_W \) describes the order of the words in the sentence \( W \) (\( \leq_W \) is the sentential order). For the remainder of this paper, when we talk about dependency digraphs (or dependency DAGs or dependency trees) the nodes of the underlying digraphs are associated with some fixed total order. Also we use the terms “word” and “node” synonymously in this context.

In linguistic terms, if \( (w_i, w_j) \) is an edge, then we say that \( w_i \) is a head of \( w_j \) and that \( w_j \) is a dependent of \( w_i \). We can also write the edge \( (w_i, w_j) \) as \( w_i \rightarrow w_j \), \( w_i \xrightarrow{*} w_j \) is the reflexive transitive closure of the dependency relation.

A dependency tree then is just a connected dependency digraph in which every node has a unique head, except for a special node called the root, which has no head.

An interesting property yielding good coverage of some natural languages (for example, English) is that resulting dependency trees should be projective.

**Definition 2.** A dependency tree \( T = (V, E, \leq_W) \) is projective if for all edges \( (w_i, w_j) \in E \), for all intervening words, \( w_k \) such that \( k \in [\min\{i, j\}, \max\{i, j\}] \), we have \( w_i \xrightarrow{*} w_k \).

It turns out that the edges of a projective dependency tree can be written above the sentence (i.e., words written on a line segment in sentential order) without any crossing edges. This notion of avoiding crossing edges in “desirable” spanning DAGs has been considered in recent natural language parsing research, however the projectivity of edges as given in Definition 3 for dependency trees is no longer a sufficient condition to ensure this property in DAGs. As such, NLP researchers have adopted the unfortunate term “planar”. Rather than assign a new meaning to the term planar, we generalise the definition of projectivity using the notion of crossing edges so that it applies to dependency digraphs, adopting this definition for the remainder of the paper. We then provide the correct restriction of planar digraphs that projective digraphs correspond to.

**Definition 3.** For a dependency digraph \( G_W = (V, E, \leq_W) \), an edge \( (w_i, w_j) \) or \( (w_j, w_i) \), with \( i \leq j \) is projective if and only if for all words \( w_k \) such that \( i < k < j \), there are no edges \( (w_l, w_k) \) or \( (w_k, w_l) \) such that \( l < i \) or \( l > j \).

\( G_W \) is projective if and only if all its edges are projective.

Since the definition of projectivity excludes crossing edges when nodes are laid out on a line segment (sentential order), we see that the underlying digraph of a projective digraph is outerplanar. Moreover, it is easy to prove that for any planar digraph with all nodes on its outer face, we can choose a first node and define an ordering \( \leq_W \) on the nodes by following the order of nodes (in a fixed direction) along an outer face, skipping repeats, until the original node
is met (recalling that one can find this outer face in linear time). So, there is a correspondence between the sets of projective digraphs and outerplanar digraphs.

**Proposition 4.** For the projective digraph \( G_W = (V, E, \leq_W) \), \( (V, E) \) is an outerplanar digraph. Also, every outerplanar digraph corresponds to some projective digraph with a sentential ordering defined by node traversal in a fixed direction along its outer face.

On the other hand, given an outerplanar graph and some random sentential order, we of course do not necessarily have a projective digraph. In particular, an outerplanar drawing in the plane of a digraph does not necessarily have the specific desired order of vertices on its outer face. So, for example, finding the outerplanar MSDAG and the projective MSDAG are two different problems.

### 4 APX-hardness of MSDAG and its dual

In this section we give L-reductions from the APX-hard problems maximum weighted directed acyclic subgraph and its dual minimum weighted feedback set to MSDAG and its dual.

**Minimum weighted feedback arc set.** The dual problem of the MSDAG problem is almost identical with that of finding a minimum weighted feedback arc set. Given a directed graph, \( G = (V, E) \), a feedback arc set (FAS) is a subset \( S \) of \( G \)'s edges whose removal leaves a DAG (i.e., such that \( (V, E(G) \setminus E(S)) \) is a DAG). A minimum feedback arc set (MFAS) is the smallest among all possible feedback arc sets and a minimum weighted feedback arc set (MWFAS) is a feedback arc set of minimum weight. We call an MWFAS whose removal leaves a connected DAG a nice MWFAS. Finding a nice MWFAS is the dual of the MSDAG problem.

Already, the decision version of the FAS problem, which asks whether there is a feedback arc set of size \( k \) was listed as one of Karp’s original 21 NP-complete problems (Karp, 1972), which shows the NP-hardness of the optimisation version. In fact, this optimisation problem is also shown to be APX-hard (Kann, 1992). The best approximation algorithm in the literature to date for this problem has an approximation guarantee of \( O(\log n \log \log n) \) and the solution is NP-hard to approximate to within any factor smaller than \( 10\sqrt{5} - 21 \approx 1.36 \) (Even et al., 1998).

An L-reduction from MWFAS to MSDAG for a weighted directed digraph \( G \) goes as follows. We first show that if the \( G \) has no edge cut consisting only of edges of negative weights, then the nice MWFAS is simply the MWFAS. Let \( D^* \) be an MSDAG for \( G \). We show that the nice MWFAS \( F := E(G) - E(D^*) \) must also form an MWFAS. Suppose otherwise, then there is some other \( F' \) of lower weight and such that \( D' := (V(G), E(G) - F') \) is acyclic. So \( D' \) is disconnected and has at least two weakly connected components; we suppose without loss of generality that it has precisely two weakly connected components, \( C_1 \) and \( C_2 \). But then there must not be any positive weighted edge \( e \) in \( E(G) \) between \( C_1 \) and \( C_2 \); otherwise we could remove that edge from \( F' \) to achieve an MWFAS of lower weight, since \( C_1 \cup C_2 \cup \{e\} \) is still acyclic.

Now suppose that there is some edge cut consisting solely of edges of negative weight in \( G \) and therefore in \( D^* \). Without loss of generality, we can suppose that there is only one such edge cut. Clearly, \( D^* \) contains at most one edge from this edge cut, the rest of them being in the nice MWFAS. An MWFAS would contain every negative weighted edge. So, the difference between a nice MWFAS and an MWFAS is just this one edge, for \( G \). In particular, we have given an L-reduction from MWFAS to nice MWFAS, where the optimal solution for MWFAS is just the nice MWFAS with negative weighted edges removed (so both \( \alpha \) and \( \beta \) from Definition 1 are equals to 1).

This shows the APX-hardness of the dual of the MSDAG problem, nice MWFAS.

**Maximum weighted directed acyclic subgraph.** An almost identical problem to MSDAG is the maximum weighted directed acyclic subgraph problem (MWDAS), which aims to find the (not necessarily spanning) DAG of highest weight. The decision version of the maximum directed acyclic subgraph problem (MDAS) problem which asks whether there is a directed acyclic subgraph on \( k \) edges can be solved by the decision version of the FAS problem, with \( m - k \) as the parameter (where \( m \) is the number of edges in the input graph), and hence has
long been shown to be NP-complete (Karp, 1972). By the same token, the optimisation problem has been shown to be APX-hard (Kann, 1992). The best approximation algorithm in the literature to date for this problem has an approximation guarantee of \( \frac{1}{2} + \Omega \left( \frac{1}{\sqrt{d_{\text{max}}}} \right) \) where \( d_{\text{max}} \) is the maximum vertex degree for the graph (Berger and Shor, 1997). Moreover, the solution is Unique Games-hard to approximate to within any factor smaller than 1/2, which is a tight bound (Guruswami et al., 2008).

Again, if there are no edge cuts in the graph consisting only of negative weighted edges, then the MSDAG and MWDAS solutions are identical. Otherwise, the MWDAS is just the MSDAG without its negative weighted edges, by the discussion above L-reducing MWFAS to nice MWFAS.

We have therefore shown the following fact.

**Theorem 5.** **MSDAG and its dual, nice MWFAS, are APX-hard.**

### 5 Planarity, outerplanarity and projectivity of DAGs in English data

APX-hardness of the MSDAG problem not only means that the problem is essentially infeasible, but also that it theoretically cannot be very well approximated. However, with some structural assumptions, such as the planarity, outerplanarity or projectivity of the objective DAGS, either approximation algorithms with a good approximation guarantee or even feasible algorithms might be achievable. The authors are not aware of any specific theoretical linguistic evidence for the planarity or outerplanarity of semantic dependency DAGs. However, we consider the three datasets from SemEval 2014 task 8 on Broad Coverage Semantic Dependency Parsing (Oepen et al., 2014), referred to as PAS, DM, and PCEDT, following the packing conversion into DAGs described in (Schluter et al., 2014), without the actual label packing or edge removal heuristic, finding that almost all DAGs are outerplanar (and therefore also planar). Moreover, the datasets consist of a majority of projective DAGs, with those graphs that are not projective having proportionally on average a large projective subgraph (respectively 0.555, 0.580, and 0.605 for the PAS, DM, and PCEDT datasets). This large projective proportion suggests future avenues for algorithms for mildly projective DAGs, based on the projective algorithm presented in this paper.

<table>
<thead>
<tr>
<th>Percentage</th>
<th>PAS</th>
<th>DM</th>
<th>PCEDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>% projective</td>
<td>58.46</td>
<td>56.84</td>
<td>84.19</td>
</tr>
<tr>
<td>% outerplanar</td>
<td>97.79</td>
<td>99.16</td>
<td>95.39</td>
</tr>
<tr>
<td>% planar</td>
<td>99.99</td>
<td>100</td>
<td>99.90</td>
</tr>
</tbody>
</table>

Table 1: Percentage of projective, planar, and outerplanar DAGs in the data.

### 6 The NP-hardness of finding a planar or outerplanar MSDAG

By a similar discussion to that in Section 4 on the relationship between MWDAS and MSDAG, finding the both the maximum weighted planar or outerplanar spanning DAG of a directed weighted graph can simply be shown to be NP-hard, where “planar” (and “outerplanar”) is used in the graph-theoretical sense (Garey and Johnson, 1979). To our knowledge, approximability of finding a maximum weighted planar or outerplanar acyclic directed subgraph is still an open problem. The NP-hardness of finding a maximum weighted outerplanar spanning DAG is somewhat discouraging. But the next section provides a polynomial algorithm if there is a restriction on the the order of nodes on the outer face of the output (which is just projective MSDAG).

### 7 Finding a projective MSDAG or digraph in \(O(n^3)\) time

We now turn our attention to the projective MSDAG problem, which can be solved efficiently. Our algorithm employs bottom-up dynamic programming across spans of words, where a span consists of a segment of words of the input sentence \( W = \langle w_1, w_2, \ldots, w_n \rangle \) along with any attributed edges, similarly to the CKY-algorithm for context-free language parsing (Cocke, 1969; Kasami, 1965; Younger, 1967) and projective maximum spanning tree algorithms (Eisner, 1996), though the proof of correctness is slightly more complex. Following this, we explain how to simplify the algorithm to the task of finding the maximum weighted spanning digraph of digraph within the same time complexity.

Let \( G_W = (V, E, \leq_W) \) be a weighted dependency digraph over the input sentence \( W = \langle w_1, w_2, \ldots, w_n \rangle \).
We claim that these three restrictions on projective spanning DAGs for the \((i,j)\) span along with their associated weights:
1. \(a_{i,j}\cdot G_1\) is a projective MSDAG of the spanning subgraph \(G[i,j]\), and \(a_{i,j}\cdot w_1\) is its weight.
2. \(a_{i,j}\cdot G_2\) is a maximum projective spanning DAG for which there is no \(i - j\) path, and \(a_{i,j}\cdot w_2\) is its weight, and
3. \(a_{i,j}\cdot G_3\) is a maximum projective spanning DAG for which there is no \(j - i\) path, and \(a_{i,j}\cdot w_3\) is its weight.

The solution to the problem is then \(a_{1,n}\cdot G_1\). The motivation for distinguishing between these three types of graphs is to allow restricted combinations of them which ensure that no cycles are introduced.

We claim that these three restrictions on projective MSDAGs for the span \((i,j)\) can be constructed from those of shorter spans within \((i,j)\) using the three following operations, (A1), (A2), and (A3) (Lemma 6).

(A1) Concatenate sub-DAGs \(H_{a_{i,k}}\) and \(H_{a_{k,j}}\) from among the graphs in the cells \(a_{i,k}\) and \(a_{k,j}\) respectively \((i < k < j)\), creating the graph
\(\{\{w_1,\ldots, w_j\}, E(H_{a_{i,k}}) \cup E(H_{a_{k,j}})\}\),

(A2) Concatenate a single edge \(e \in \{(i,j),(j,i)\}\) with the sub-DAGs \(H_{a_{i,k}}\) and \(H_{a_{k,j}}\) from among the graphs in the cells \(a_{i,k}\) and \(a_{k,j}\) respectively \((i < k < j)\), creating the graph
\(\{\{w_1,\ldots, w_j\}, \{e\} \cup E(H_{a_{i,k}}) \cup E(H_{a_{k,j}})\}\).

(A3) Connect two sub-DAGs \(H_{a_{i,k}}\) and \(H_{a_{k+1,j}}\) from among the graphs in the cells \(a_{i,k}\) and \(a_{k+1,j}\) respectively \((i \leq k < j)\) with a single edge \(e \in \{(i,j),(j,i)\}\), creating the graph
\(\{\{w_1,\ldots, w_j\}, \{e\} \cup E(H_{a_{i,k}}) \cup E(H_{a_{k+1,j}})\}\).

Lemma 6. The projective DAGs \(a_{i,j}\cdot G_1, a_{i,j}\cdot G_2,\) and \(a_{i,j}\cdot G_3\) can be de-constructed, by reversing a single operation (A1), (A2) or (A3), to obtain two sub-DAGs \(D_1\) and \(D_2\) which span their vertices and where either

- \(D_1\) is on vertices \(\{w_i,\ldots, w_k\}\) and \(D_2\) is on vertices \(\{w_k,\ldots, w_j\}\), for \(i < k < j\), or
- \(D_1\) is on vertices \(\{w_i,\ldots, w_k\}\) and \(D_2\) is on vertices \(\{w_{k+1},\ldots, w_j\}\), for \(i \leq k < j\).

Furthermore, for \(p \in [2]\) and \(1 \leq a < b \leq n\), let \(G[a,b]\) be the spanning subgraph of \(G\) on the vertices \(\{w_a, w_{a+1},\ldots, w_{b-1}, w_b\}\), let \(D_p\) be a DAG on the vertices \(w_a, w_{a+1},\ldots, w_{b-1}, w_b\).

1. \(D_p\) is a projective MSDAG for \(G[a,b]\), or
2. \(D_p\) is the a highest projective spanning DAG with no \(a-b\) path for \(G[a,b]\), or
3. \(D_p\) is the a highest projective spanning DAG with no \(b-a\) path for \(G[a,b]\).

Proof. We separate the proof into two parts: Part 1 for the graph \(a_{i,j}\cdot G_1\) and Part 2 for the graphs \(a_{i,j}\cdot G_2,\) and \(a_{i,j}\cdot G_3\).

Part 1. Let us denote \(a_{i,j}\cdot G_1\) by \(D\) for ease in notation. We denote by \(E_D(u)\) the set of edges in \(E(D)\) having \(u\) for some endpoint. Consider the word \(w_i\). By \(D\)'s connectivity, \(E_D(w_i)\) is non-empty. Let \(e\) be the edge in \(E_D(w_i)\) of longest span, and suppose without loss of generality in edge direction that \(e = (w_i, w_k)\) for some \(k \in \{i+1,\ldots,j\}\).

There are two cases to consider. Either \(k < j\) in which case we can reverse (A1) (Case 1), or \(k = j\) in which case we can reverse (A2) or (A3) (Case 2).

Consider first Case 1, where \(k < j\). By \(D\)'s projectivity and the fact that \(e\) has the longest span in \(E_D(w_i)\), there are no edges with one endpoint among \(w_i,\ldots, w_{k-1}\) and the other endpoint among \(w_{k+1},\ldots, w_j\). So we can partition \(D\) into two
sub-DAGs $D[i, k]$, which is a spanning subgraph over the nodes $w_i, \ldots, w_k$ and $D[k, j]$, which is a spanning subgraph over the nodes $w_k, \ldots, w_j$. Both $D[i, k]$ and $D[k, j]$ are projective MSDAGs for $G[i, k]$ and $G[k, j]$ respectively, otherwise we can construct a projective MSDAG $D'$ for $G$ of higher weight than $D$, by taking the respective projective MSDAGs to form $D'$.

Otherwise, we have Case 2, with $k = j$. Note that there must not be any $w_j - w_i$ path in $D$ (for acyclicity). We remove the edge $(w_i, w_j)$ from $D$, the result of which is either connected or disconnected.

If $D = \{(w_i, w_j)\}$ is connected, it must be the maximum spanning DAG for $G$ not containing any $w_j - w_i$ path. In the same manner as for the case where $k < j$, we can partition $D = \{(w_i, w_j)\}$ into two sub-DAGs $D[i, k]$, which is a spanning sub-DAG over the nodes $w_i, \ldots, w_k$ and $D[k, j]$, which is a spanning sub-DAG over the nodes $w_k, \ldots, w_j$, where either $D[i, k]$ does not have a $k - i$ path or $D[k, j]$ does not have a $j - k$ path. Clearly $D[i, k]$ and $D[k, j]$ are the maximum weighted projective spanning DAGs with this property for $G[i, k]$ and $G[k, j]$ respectively. This is the reversal of (A2).

Otherwise $D = \{(w_i, w_j)\}$ is disconnected into two weakly connected components $D[i, k]$ and $D[k + 1, j]$, with $k \in [j - 1]$, such that $D[i, k]$ is a projective MSDAG for $G[i, k]$ and $D[k + 1, j]$ is a projective MSDAG for $G[k + 1, j]$ (which is the reversal of (A3)).

**Part 2.** We prove, without loss of generality, the result for the graph $a_{i, j}G_3$, the proof for the graph $a_{i, j}G_2$ being symmetric. The proof follows almost exactly the one in Part 1, so we simply indicate the differences here. Again, for ease in notation, we denote $a_{i, j}G_2$ by $D$, and carry out the same partition of $D$ as in Part 1.

The difference for Case 1 is that either the resulting $D[i, k]$ must be a maximum weighted projective spanning DAG for $G[i, k]$ with no $k - i$ path, or $D[k, j]$ must be a maximum weighted spanning DAG for $G[k, j]$ with no $j - k$ path.

Case 2 is precisely the same if the result of removing the edge $(w_i, w_j)$ is disconnected. If the result is connected, then the difference is that $D[i, k]$ must be a maximum projective weighted spanning DAG for $G[i, k]$ with no $k - i$ path, or $D[k, j]$ must be a maximum weighted projective spanning DAG for $G[k, j]$ with no $j - k$ path.

Algorithm 1 uses the operations (A1), (A2) and (A3) to fill the matrix $A$. In Figure 1, we define three different subroutines corresponding to each of these operations, which take the matrix $A$, the span, and the forbidden direction for the edge of the span, if there is one (and the empty set otherwise). Clearly each of these runs in $O(n)$ time.

We observe that Lines 9 through 14 in Algorithm 1 dominate the time complexity, taking $O(n^3)$. Lemma 7 shows that Algorithm 1 fills the table cells with the correct projective MSDAG restrictions.

**Lemma 7.** For $i \leq j$, Algorithm 1 fills matrix entry $a_{i, j}$ with:

1. a projective MSDAG for $G[i, j]$,
2. a projective MSDAG for $G[i, j]$ with no $i - j$ path, and
3. a projective MSDAG for $G[i, j]$ with no $j - i$ path.

**Proof.** The proof is by induction on the span size. For the table cells $a_{i, j}$ for $i \in [n]$, we have $a_{i, i}G_1 = a_{i, i}G_2 = a_{i, i}G_3 = (\emptyset, \emptyset)$; the graphs are all single nodes. For our base case, $a_{i, i + 1}, i \in [n - 1]$, we construct the cell contents as follows:

1. $a_{i, i + 1}G_1$ is the highest weighted edge among $(w_i, w_{i+1})$ and $(w_{i+1}, w_i)$.
2. $a_{i, i + 1}G_2$ is $(w_i, w_{i+1})$ if this edge is in $G$.
3. $a_{i, i + 1}G_3$ is $(w_{i+1}, w_i)$ if this edge is in $G$.

This is Lines 1 through 8 in Algorithm 1.

Suppose now that the entries $a_{i, k}$ and $a_{k, j}$ contain the appropriate graphs $G_1, G_2$ and $G_3$, for $i < k < j$. For each $k$ ($i < k < j$), Lines 9 through 14 in Algorithm 1 construct the three graphs, $a_{i, j}G_1(k), a_{i, j}G_2(k)$, and $a_{i, j}G_3(k)$, as follows, which is possible according to Lemma 6:

1. $a_{i, j}G_1(k)$ is a highest weighted projective dependency DAG for $G[i, j]$ that can be constructed from the graphs stored in $a_{i, k}$ and $a_{k, j}$.
2. $a_{i, j}G_2(k)$ is a highest weighted projective dependency DAG for $G[i, j]$ that can be constructed from the graphs stored in $a_{i, k}, a_{i, k+1}$ and $a_{k, j}$, which avoids an $i - j$ path.
\[ A_1(G, A, i, j, \emptyset) = \operatorname{arg\ max} \{w(H) \mid H = (\{w_i, \ldots, w_j\}, E(a_{i,k}G_1) \cup E(a_{k,j}G_1)), i < k < j\} \]

\[ A_1(G, A, i, j, \rightarrow) = \operatorname{arg\ max} \{w(H) \mid H = (\{w_i, \ldots, w_j\}, E(a_{i,k}G_2) \cup E(a_{k,j}G_1)), i < k < j\} \]

\[ A_1(G, A, i, j, \leftarrow) = \operatorname{arg\ max} \{w(H) \mid H = (\{w_i, \ldots, w_j\}, E(a_{i,k}G_1) \cup E(a_{k,j}G_2)), i < k < j\} \]

\[ A_2(G, A, i, j, \emptyset) = \operatorname{arg\ max} \{w(H) \mid H = (\{w_i, \ldots, w_j\}, E(a_{i,k}G_1) \cup E(a_{k,j}G_1)), i < k < j\} \]

\[ A_2(G, A, i, j, \rightarrow) = \operatorname{arg\ max} \{w(H) \mid H = (\{w_i, \ldots, w_j\}, E(a_{i,k}G_2) \cup E(a_{k,j}G_1)), i < k < j\} \]

\[ A_2(G, A, i, j, \leftarrow) = \operatorname{arg\ max} \{w(H) \mid H = (\{w_i, \ldots, w_j\}, E(a_{i,k}G_1) \cup E(a_{k,j}G_2)), i < k < j\} \]

\[ A_3(G, A, i, j, \emptyset) = \operatorname{arg\ max} \{w(H) \mid H = (\{w_i, \ldots, w_j\}, E(a_{i,k}G_1) \cup E(a_{k+1,j}G_1)), i \leq k < j\} \]

\[ A_3(G, A, i, j, \rightarrow) = \operatorname{arg\ max} \{w(H) \mid H = (\{w_i, \ldots, w_j\}, E(a_{i,k}G_2) \cup E(a_{k+1,j}G_1)), i \leq k < j\} \]

\[ A_3(G, A, i, j, \leftarrow) = \operatorname{arg\ max} \{w(H) \mid H = (\{w_i, \ldots, w_j\}, E(a_{i,k}G_1) \cup E(a_{k+1,j}G_2)), i \leq k < j\} \]

Figure 1: Subroutines corresponding to the operations (A1), (A2), and (A3) as used by Algorithm 1.

**Algorithm 1 proj-MSDAG(G)**

1: for \(i \leftarrow 1, \ldots, n\) do
2: \(a_{i,i}.G_1 \leftarrow a_{i,i}.G_2 \leftarrow a_{i,i}.G_3 = (\{i\}, \emptyset)\)
3: if \(i < n\) then
4: \(a_{i,i+1}.G_1 \leftarrow (\{w_i, w_{i+1}\}, \{w_i, w_{i+1}\})\)
5: \(a_{i,i+1}.G_2 \leftarrow (\{w_i, w_{i+1}\}, \{w_i, w_{i+1}\})\)
6: \(a_{i,i+1}.G_3 \leftarrow (\{w_i, w_{i+1}\}, \{w_i, w_{i+1}\})\)
7: end if
8: end for
9: for \(i \leftarrow 1, \ldots, n\) do
10: for \(j \leftarrow i - 1, \ldots, 1\) do
11: \(a_{i,j}.G_1 \leftarrow \operatorname{arg\ max}_{H \in \{A_1(G, A, i, j, \emptyset), A_2(G, A, i, j, \emptyset), A_3(G, A, i, j, \emptyset)\}} w(H)\)
12: \(a_{i,j}.G_2 \leftarrow \operatorname{arg\ max}_{H \in \{A_1(G, A, i, j, \rightarrow), A_2(G, A, i, j, \rightarrow), A_3(G, A, i, j, \rightarrow)\}} w(H)\)
13: \(a_{i,j}.G_3 \leftarrow \operatorname{arg\ max}_{H \in \{A_1(G, A, i, j, \leftarrow), A_2(G, A, i, j, \leftarrow), A_3(G, A, i, j, \leftarrow)\}} w(H)\)
14: end for
15: end for
16: return \(a_{1,n}.G_1\)

3. \(a_{i,j}.G_3(k)\) is a highest weighted projective dependency DAG for \(G[i, j]\) that can be constructed from the graphs stored in \(a_{i,k}, a_{i,k+1}\) and \(a_{k,j}\), which avoids an \(j - i\) path.
With Lemmata 6 and 7, the proof of correctness of the following theorem is complete.

**Theorem 8.** There is an algorithm for finding a projective MSDAG of a weighted digraph in $O(n^3)$ time, where $n$ is the number of word tokens of the input sentence.

The proof of Theorem 8 can be simplified to adapt it to that of projective digraphs. We simply substitute the word “DAG” by “digraph”, and disregard all graphs in table entries avoiding certain paths, since cycles are permitted: in the entry $a_{i,j}$, we need only construct and record the graph $a_{i,j}.G_{1}$. We have thus also shown the following fact.

**Theorem 9.** There is an algorithm for finding a projective maximum weighted spanning digraph of a weighted digraph in $O(n^3)$ time, where $n$ is the number of word tokens of the input sentence.

8 Concluding Remarks

Understanding the complexity of the problem of finding a maximum spanning DAG as well as important restrictions provides a basis for both theoretical and empirical studies using restrictions or relaxations of the DAG parsing paradigm. We have provided the first direct discussion of this problem’s complexity, showing that the problem is APX-hard as well as the first algorithm for the projective MSDAG problem proven to be exact and polynomial time. Additionally, we briefly discussed the complexity of finding a planar and outerplanar MSDAG, the approximability of which remains open.
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Abstract
This paper proposes a method of incrementally constructing semantic representations. Our method is based on Steedman’s Combinatory Categorial Grammar (CCG), which has a transparent correspondence between the syntax and semantics. In our method, a derivation for a sentence is constructed in an incremental fashion and the corresponding semantic representation is derived synchronously. Our method uses normal form CCG derivation. This is the difference between our approach and previous ones. Previous approaches use most left-branching derivation called incremental derivation, but they cannot process coordinate structures incrementally. Our method overcomes this problem.

1 Introduction
By incremental interpretation, we mean that a sentence is analyzed from left to right, and a semantic representation is assigned to each initial fragment of the sentence. These properties enable NLP systems to analyze unfinished sentences. Moreover, incremental interpretation is useful for incremental dialogue systems (Allen et al., 2001; Aist et al., 2007; Purver et al., 2011; Peldszus and Schlangen, 2012). Furthermore, in the field of psycholinguistics, incremental interpretation has been explored as a human sentence processing model.

This paper proposes a method of constructing a semantic representation for each initial fragment of a sentence in an incremental fashion. The proposed method is based on Combinatory Categorial Grammar (CCG) (Steedman, 2000). CCG represents the syntactic process as a derivation which is a tree structure. Our method constructs a CCG derivation by applying operations used in incremental phrase structure parsing. Each intermediate data structure constructed by the operations represents partial information of some derivation. Our method obtains a semantic representation from the intermediate structure. Since the obtained semantic representations conform to the CCG semantic construction, we can expect that incremental semantic interpretation is realized by applying a CCG-based semantic analysis such as (Bos, 2008).

This paper is organized as follows: Section 2 briefly explains Combinatory Categorial Grammar. Section 3 gives an overview of previous work of CCG-based incremental parsing and discusses its problem. Section 4 proposes our CCG-based method of incrementally constructing semantic representations. Section 5 reviews related work and Section 6 concludes this paper.

2 Combinatory Categorial Grammar
Combinatory Categorial Grammar (CCG) (Steedman, 2000) is a grammar formalism which has a transparent correspondence between the syntax and semantics. Syntactic information is represented using basic categories (e.g., S, NP) and complex categories. Complex categories are in the form of X/Y or X\Y, where X and Y are categories. Intuitively, each category in the form of X/Y means that it receives a category Y from its right and returns a category X. In the case of the form X\Y, the direction is to left. For example, the category of a transitive verb is (S\NP)/NP, which receives an object NP.
we write \( \lambda x_1 x_2 \cdots x_n. M \) and \( M_1 M_2 M_3 \cdots M_n \) to abbreviate \( \lambda x_1. (\lambda x_2. (\cdots (\lambda x_n. M) \cdots)) \) and \( ((\cdots ((M_1 M_2) M_3) \cdots) M_n) \), respectively. In this example, each node has three labels: a syntactic category, a semantic representation and the rule type which is used to derive this node. For each leaf node, a word is assigned instead of a rule type.

### 3 Incremental Parsing Based on CCG

Incremental parsing methods based on CCG have been proposed so far (Reitter et al., 2006; Hassan et al., 2008; Hefny et al., 2011). By using the property that CCG allows non-standard constituents, previous CCG-based incremental parsers assign a syntactic category to each initial fragment of an input sentence. The obtained derivations are most left-branching ones which are called incremental derivations. Figure 3 shows two examples of incremental derivations. In Figure 3(a), the fragment “Anna met” is a non-phrase, but it has a syntactic category \( S/\text{NP} \).

However, Demberg (2012) has demonstrated that some kinds of sentences cannot have strictly left-branching derivations. This means that previous approaches have the case where the parser cannot assign any syntactic categories to an initial fragment. This also means that such initial fragments do not have any semantic representations.

A typical example is coordinate structure. In CCG, a coordinate structure is derived by combining conjuncts and a conjunction using coordination rule. This prevents the first conjunct from combining with its left constituent. As an example, let us consider the incremental derivation shown in Figure 3(b). Here, the word “met” is the first conjunct of “met and might marry” and cannot be combined with “Anna”. If we assign the category \( S/\text{NP} \) to initial fragment “Anna met” as shown in Figure 3(a), the word “met” cannot be treated as a con-

---

1For simplicity, we use a symbol for a semantic representation of a word. Note that it is allowed to use complex semantic representations. For example, by assigning \( \lambda px. \diamond (px) \) (\( \diamond \) is possibility operator,) and \( \lambda px. p/x \) to “might” and “and” respectively, we can obtain a modal logic formula \( \diamond (\text{marry} \text{'manny'} \text{'anna'}) \land \text{meet} \text{'manny'} \text{'anna'} \).
junct. This example demonstrates that sentences including coordinate structures cannot be represented by any strictly left-branching derivations. That is, incremental derivation approaches cannot achieve a word-by-word incremental interpretation.

4 Incremental Semantic Construction Based on CCG

This section proposes a method of constructing semantic representations in an incremental fashion. To overcome the problem described in the previous section, our method adapts a different approach. Our method needs not to use incremental derivations. For each initial fragment of a sentence, our proposed method obtains a semantic representation from the normal form derivation. A normal form derivation is defined as the one which uses type-raising and function composition only if they are required.\footnote{Several variants of normal form have been presented. For example, see (Eisner, 1996) and (Hockenmaier and Bisk, 2010).} We consider a derivation as a parse tree and construct it based on incremental phrase structure parsing. For each initial fragment of a sentence, incremental parsing can construct a partial parse tree which connects all words in the fragment. Our method obtains a semantic representation from the partial parse tree. In the constructed partial parse tree, some parts of the derivation are underspecified. Our method introduces variables to denote underspecified parts of the semantic representation. These variables are placed with semantic representations as soon as they are determined. In the rest of this section, we first describe incremental parsing which is the basis of our method. Next, we explain how to obtain a semantic representation from a partial parse tree constructed by incremental parsing.

4.1 Incremental Construction of CCG Derivation

Our method considers a CCG derivation as a tree structure. We call this parse tree. Our method constructs a parse tree according to an incremental parsing formalism proposed in (Kato and Matsubara, 2009). This formalism extends the incremental parsing of (Collins and Roark, 2004) by introducing adjoining operation used in Tree Adjoining Grammar (Joshi, 1985). The incremental parsing assigns partial parse trees for any initial fragments of a sentence. Adjoining operation reduces local ambiguity caused by left-recursive structure, and improves the parsing accuracy (Kato and Matsubara, 2009). Furthermore, in the field of psycholinguistics, adjoining operation is introduced to a human sentence processing model (e.g., (Sturt and Lombardo, 2005; Mazzei et al., 2007; Demberg et al., 2013)).

4.1.1 A Formal Description of Incremental Parsing

This section gives a formal description of incremental parsing of (Kato and Matsubara, 2009). The
parsing grammar consists of three types of elements: *allowable tuples*, *allowable chains* and *auxiliary trees*. Each allowable tuple is a 3-tuple \( \langle X, Y, Z \rangle \) which means that the grammar allows a node labelled with \( Z \) to follow a node labelled with \( Y \) under its parent labelled with \( X \). Each allowable chain is a sequence of labels. This corresponds to a sequence of labels on a path from a node to its leftmost descendant leaf in a parse tree. Each auxiliary tree consists of two nodes: a root and a foot. The label of a root is the same as that of its foot.

A parse tree is constructed by applying two operations: *attaching* and *adjoining*. Attaching operation combines a partial parse tree and an allowable chain. The operation is defined as follows:

**attaching**: Let \( \sigma \) be a partial parse tree and \( c \) be an allowable chain. Let \( \eta \) be the attachment site of \( \sigma \). \( \text{attach}(\sigma, c) \) is the result of attaching \( c \) to \( \eta \) as the rightmost child (see Figure 4(a)).

Let \( X \), \( Y \) and \( Z \) be the label of \( \eta \), the label of the rightmost child of \( \eta \) and the label of the root of \( c \). If a grammar does not have allowable tuple \( \langle X, Y, Z \rangle \), \( \text{attach}(\sigma, c) \) is not allowed by the grammar. Next, we give the definition of adjoining operation. Adjoining operation inserts an auxiliary tree into a partial parse tree. The operation is defined as follows:

**adjoining**: Let \( \sigma \) be a partial parse tree and \( a \) be an auxiliary tree. Let \( \eta \) be the adjunction site of \( \sigma \). \( \text{adjoin}(\sigma, a) \) is the result of splitting \( \sigma \) at \( \eta \) and combining the upper tree of \( \sigma \) with the root of \( a \) and the lower tree of \( \sigma \) with the foot of \( a \) (see Figure 4(b)). If the label of \( \eta \) is not the same as that of the foot of \( a \), \( \text{adjoin}(\sigma, a) \) is undefined.

Here, we give the definitions of attachment site and adjunction site. These sites are defined in order to construct a parse tree from left to right. We say that a node \( \eta \) is complete if \( \eta \) satisfies the following conditions:

- All children of \( \eta \) are instantiated and complete.\(^3\)
- Adjoining operation is not applicable to \( \eta \). By the term “applicable”, we mean that the grammar has an auxiliary tree whose foot label is identical to that of \( \eta \) and adjoining operation has not been applied to \( \eta \) yet.

The attachment site of \( \sigma \) is defined as the node \( \eta \) satisfying the following conditions:

- Not all children of \( \eta \) are instantiated.
- All instantiated children of \( \eta \) are complete.

The adjunction site of \( \sigma \) is defined as the node \( \eta \) satisfying the following conditions:

- All children of \( \eta \) are instantiated and complete.
- Adjoining operation is applicable to \( \eta \).

Finally, we introduce nil-adjoining operation which changes not a partial parse tree, but node states. When the operation is applied to a node, we deem that adjoining operation is applied to the node. This affects whether or not each node in the partial parse tree is complete. The symbol \( \text{nil} \) designates the operation.

### 4.1.2 Constructing CCG Derivations

First of all, we show an example of incremental constructing process of CCG derivations in our proposed method. See Figure 5. Attaching operation is represented as a solid arrow labelled with an allowable chain. Adjoining operation is represented as a dotted arrow labelled with an auxiliary tree. The subscripts of a node indicates that the node is instantiated at the point when \( w_1 \) is consumed. The solid boxes mean that the nodes are complete. The dotted box represents that adjoining operation is applicable to the node. The symbol ”*” means that the annotated node is introduced by adjoining operation (This node corresponds to the root of the auxiliary tree.). We call it adjoined node. Each node in a partial parse tree is labelled with a syntactic category and a rule type (or a word). No semantic representations are assigned. This is because each partial parse tree includes underspecified parts and it is impossible to determine their contents. This example...
Figure 4: Attaching operation and adjoining operation.

Figure 5: Incremental constructing process of CCG derivations.

demonstrates that each initial fragment has a partial parse tree, which connects all the words in the fragment.

Next, we consider the parsing grammar for CCG derivation. We do not need any allowable tuples, since the CCG rules determine the syntactic category of the node which follows a node. For example, when a parent node is labelled with category S and rule type <, and its leftmost child is labelled with category NP, the following node must be labelled with S\NP. The rule type is arbitrary. Of course, we can also define allowable tuples to restrict the rule type.

Each node of the allowable chains and the auxiliary trees is also labelled with a category and a rule type as shown in Figure 5. When an auxiliary tree a is adjoined to a partial parse tree at a node η, the label of η must be the same as that of the foot of a. That is, \(\text{cat}(\eta) = \text{cat}(\text{foot}(a))\) and \(\text{rule}(\eta) = \text{rule}(\text{foot}(a))\) hold. Here, we write \(\text{cat}(\eta)\) and \(\text{rule}(\eta)\) for the category and the rule type of a node η, respectively. \(\text{foot}(a)\) is the foot node of an auxiliary tree a.

4.2 Incremental Semantic Construction

This section presents our incremental semantic construction procedure. For each initial fragment, our method derives a semantic representation from the partial parse tree obtained by the incremental constructing process. The semantic representation is composed as follows:

- Construct a function \(t_i\) which adds the information about the word \(w_i\) to the semantic representation \(s_{i-1}\) for \(w_1 \cdots w_{i-1}\). The function is
obtained from the nodes which are instantiated at the point when the word \( w_i \) is consumed.

- Apply the function \( t_i \) to the semantic representation \( s_{i-1} \). That is, the semantic representation for \( w_1 \cdots w_i \) is \( s_i = t_i(s_{i-1}) \).

We call the function \( t_i \) semantic transition function (or transition function for short). The key point is how to construct the semantic transition function for a word. In the following, we explain it.

To construct a semantic transition function \( t_i \), our method assigns a pair \( \langle \alpha, M \rangle \) to each node \( \eta \in N_i(\sigma) \) where \( N_i(\sigma) \) is the set of the nodes in a partial parse tree \( \sigma \) which are instantiated at the point when \( i \)-th word \( w_i \) is consumed. Here, \( \alpha \) is a sequence of variables and \( M \) is a semantic representation. The variables in \( \alpha \) occur in \( M \) and represent underspecified parts of the semantic representation \( M \). The semantic representation \( M \) conveys information about the word \( w_i \). The variables are expected to be specified in the order of \( \alpha \). A transition function is obtained from a pair.

### 4.2.1 Semantic Construction without Adjoining Operation

For ease of explanation, we first describe the construction of transition function in the case where adjoining operation is not used. Below, \( \text{arity}(R) \) is the number of the elements of the left-hand side of rule \( R \). \( C_R[M_1, \ldots, M_n] \) is the result of combining semantic representations \( M_1, \ldots, M_n \) using rule \( R \) where \( n \) must be equal to \( \text{arity}(R) \). The procedure of constructing a transition function is as follows:

1. For the leaf node \( \eta \in N_i(\sigma) \), if \( \text{cat}(\eta) : M \) is a lexical entry for \( w_i \), assign \( \langle \varepsilon, M \rangle \) to \( \eta \).
2. Let \( \eta \) be an inner node in \( N_i(\sigma) \). Let \( \langle \alpha, M \rangle \) be the pair assigned to the child of \( \eta \). Assign \( \langle \alpha x_2 \cdots x_n, C_{\text{rule}(\eta)}[M, x_2, \ldots, x_n] \rangle \) to \( \eta \), where \( n = \text{arity}(\text{rule}(\eta)) \) and \( x_2, \ldots, x_n \) are fresh variables.
3. Let \( \langle \alpha, M \rangle \) be the pair assigned to the highest node in \( N_i(\sigma) \). The semantic transition function \( t_i \) is defined as follows:

\[
\lambda s. \alpha . s M
\]

where \( s \) is a fresh variable.

By applying semantic transition functions, our method realizes incremental semantic construction. All semantic representations for initial fragments are in the form of \( \lambda x \alpha'. M' \) where \( x \alpha' \) is a sequence of variables designating underspecified parts in a semantic representation \( M' \) (\( x \) is the first variable). By applying semantic transition function \( \lambda s \alpha . s M \), we obtain the following semantic representation:

\[
(\lambda s \alpha . s M)(\lambda x \alpha'. M')[x := M]
\]

The result is in the same form. The underspecified part designated by the variable \( x \) is replaced with \( M \) which is specified by the word \( w_i \).

As an example of our incremental semantic construction, let us consider a sentence “Anna met Manny.” Figure 6 shows examples of semantic transition functions. The initial semantic representation is the identity function \( \lambda x . x \). For the word “Anna”, the transition function shown in Figure 6(a) is constructed. By applying this function to the initial semantic representation, we obtain the following semantic representation for the initial fragment “Anna”:

\[
(\lambda s y. s(yanna'))(\lambda x . x) \rightarrow \beta \lambda y. yanna'
\]

(1)

Next, by applying the semantic transition function for “met” which is shown in Figure 6(b) to the semantic representation (1), the following one is obtained for the initial fragment “Anna met”:

\[
(\lambda s y. s(\text{meet}' y))(\lambda y. yanna') \rightarrow \beta \lambda y. \text{meet}' yanna'
\]

(2)

This semantic representation captures the predicate-argument relation between \( \text{anna}' \) and \( \text{meet}' \). Finally, by applying the semantic transition function \( \lambda s . \text{smanny}' \) to the semantic representation (2), we can obtain the following one:

\[
\text{meet}' \text{manny}' \text{anna}'
\]

(3)

This semantic representation is the same as that of the normal form derivation.

### 4.2.2 Semantic Construction Using Adjoining Operation

In this section, we extend the transition function construction procedure to allow adjoining operation.

For \( \eta \in N_i(\sigma) \) which is a node of an allowable chain, we modify steps 1 and 2 in the transition function construction procedure as follows:

- Apply the function \( t_i \) to the semantic representation \( s_{i-1} \). That is, the semantic representation for \( w_1 \cdots w_i \) is \( s_i = t_i(s_{i-1}) \).
• Let $\langle \alpha, M \rangle$ be the pair assigned to $\eta$ in the version without adjoining operation. If adjoining operation is applicable to $\eta$, assign the pair $\langle \alpha z,zM \rangle$ to $\eta$ instead of $\langle \alpha, M \rangle$ where $z$ is a fresh variable.

The variable $z$ is utilized for updating a semantic representation when adjoining operation is applied to $\eta$. When nil-adjoining operation is applied to $\eta$, the variable $z$ is replaced with the identity function $\lambda x.x$. That is, after applying $\lambda s.s(\lambda x.x)$ to the semantic representation $s_{i-1}$, the semantic transition function $t_i$ is applied.

For an adjoined node $\eta \in N_i(\sigma)$, the modified procedure assigns a pair to $\eta$ in the following way:

• Let $\langle \alpha, M \rangle$ be the pair assigned to the root node of the allowable chain which is attached under $\eta$. Let $R$ be $\text{rule}(\eta)$ and $n$ be $\text{arity}(R)$. If adjoining operation is applicable to $\eta$, assign the following pair to $\eta$:

$$\langle \alpha y_3 \ldots y_nz, \lambda x.zC_R[x, M, y_3, \ldots y_n] \rangle$$

Otherwise, assign the following pair to $\eta$:

$$\langle \alpha y_3 \ldots y_n, \lambda x.C_R[x, M, y_3, \ldots y_n] \rangle$$

Here, $x, y_3, \ldots y_n$ and $z$ are fresh variables.

The pair assignment for a node to which adjoining operation is applicable and the one for an adjoined node work cooperatively (see Figure 7). If adjoining operation is applicable to a node, a fresh variable $z$ is introduced to the semantic representation. When adjoining operation is applied to the node, this variable is replaced with a function in the form of $\lambda x.C_R[x, M_2, \ldots]$ which receives a semantic representation of the first child and returns the result of semantic composition. Figure 6(c) shows an example of constructing the transition function where adjoining operation is applicable to the node $(S, NP)/NP$.

Figure 6(d) shows an example of constructing the transition function where the node $(S, NP)/NP$ is an adjoined node.

The transition function is applied in the same way as the version without adjoining operation. Table 1 shows an example of the semantic representations constructed by our method.

As an example, let us consider the initial fragment “Anna met...” By applying the transition function shown in Figure 6(c) to the semantic representation (1), we obtain the semantic representation #2 shown in Table 1.

In the case where the next word is “Manny”, nil-adjoining operation is applied to the node $(S, NP)/NP$, that is, the function $\lambda s.s(\lambda x.x)$ is applied to #2. The result is identical to the semantic representation (2), therefore, we obtain the semantic representation (3) for “Anna met Manny”.

Next, let us consider the case where the word “and” follows the initial fragment “Anna met.” In this case, the derivation is constructed as shown in the lower side of Figure 5. The semantic transition function for the word “and” is constructed as shown in Figure 6(d). By applying the function to the semantic representation #2, we obtain the semantic representation #3. Furthermore, if the word sequence “might marry Manny” follows this initial
fragment, the semantic representations #4, #5 and #6 are obtained in this order. This example demonstrates that our method can incrementally construct semantic representations for sentences including coordinate structures. In comparison with our incremental semantic construction, incremental derivation approaches have the case where no semantic representations are assigned to initial fragments. Table 2 shows semantic representations which are assigned using incremental derivations. There exist initial fragments which have no semantic representations as discussed in Section 3.\footnote{The initial fragment “Anna met” can have the semantic representation $\lambda z.\text{meet}'\,z\,\text{anna}'$ as shown in Figure 3(a). However, the derivation which has this semantic representation is not a partial structure of incremental derivation shown in Figure 3(b). That is, the derivation is not consistent with that of “Anna met and might marry Manny.”}

## 5 Related Work

Our incremental semantic construction is based on the $\lambda$-calculus. There have been several methods of incremental semantic construction using the $\lambda$-calculus. Pulman (1985) has developed an incremental parser which uses context-free rules annotated with semantic representations. The parsing process proceeds on a word-by-word basis, but its intermediate structure is a stack, that is, the parser does not assign a fully-connected semantic representation to each initial fragment. Milward (1995) has proposed an incremental semantic construction method based on Categorial Grammar. The method uses two types of transition functions: state-application and state-prediction. Our semantic transition function is similar to these functions. However, our method is more general than that of Milward. Milward’s method cannot produce CCG derivations, since it can deal with only function application.

There are other approaches to incremental semantic construction, which use different formalism. Purver et al. (2011) have developed a dialogue system based on Dynamic Syntax (DS) (Kempson et al., 2001), which provides an incremental framework of constructing semantic representations. Peldszus and Schlangen (2012) have proposed incremental semantic construction based on Robust Minimal Recursion Semantics (RMRS) (Copestake, 2007). Sayeed and Demberg (2012) have proposed incremental semantic construction for PLTAG (Demberg et al., 2013). It is unclear how to construct a wide coverage grammar (with semantic annotation) in these frameworks.\footnote{DS grammar induction method (Eshghi et al., 2013) was only applied to a small artificial corpus (200 sentences, max sentence length is 6). Peldszus and Schlangen (2012) manually assigned semantic annotations to a small set of context-free rules (30 rules). Sayeed and Demberg (2012) only provided small examples.}

On the other hand, our method can use
CCG-based lexicon (e.g., (Bos, 2009)) directly. Although our method requires a set of allowable chains and auxiliary trees in addition to such a lexicon, we can easily extract it from CCGbank (Hockenmaier and Steedman, 2007) by using the method proposed in (Kato and Matsubara, 2009).

6 Conclusion
This paper proposed a CCG-based method of incrementally constructing semantic representations. Our approach is based on normal form derivations unlike previous ones. In this paper, we focused on the formal aspect of our method. We defined semantic transition function to obtain semantic representations for each initial fragment of an input sentence.

Another important issue is how to interpret intermediate semantic representations for initial fragments. To our knowledge, there is little work to this direction. In future work, we will explore a model-theoretic approach to this problem.
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Abstract

We describe a semantic role labeler with state-of-the-art performance and low computational requirements, which uses convolutional and time-domain neural networks. The system is designed to work with features derived from a dependency parser output. Various system options and architectural details are discussed. Incremental experiments were run to explore the benefits of adding increasingly more complex dependency-based features to the system; results are presented for both in-domain and out-of-domain datasets.

1 Introduction

Semantic role labeling (Gildea and Jurafsky [2002]), the task of identifying and classifying the semantic arguments of verbal and nominal predicates in text, represents one of the most complex NLP tasks to be addressed by supervised machine learning techniques. In the standard supervised approach to building SRL systems, collections of multiway classifiers are trained using annotated corpora such as PropBank (Palmer et al. [2005]). In this approach, classifiers are trained using features derived directly from the original source text, as well as from subsequent syntactic and semantic processing.

As reported in several shared tasks (Carreras and Márquez [2004]. Carreras and Márquez [2005]. Hajič et al. [2009]), SRL systems trained in this manner can achieve high performance. State-of-the-art systems employ classifiers such as support vector machines trained with large numbers of relatively complex combinations of features, often combined with re-ranking based on multiple syntactic analyses. Unfortunately, these approaches have a number of non-trivial limitations including the computational cost of the syntactic parsing and the sparse nature of the complex features on which they rely. This latter limitation is particularly critical since it leads to significant degradation in performance when the trained system is applied to texts from new domains.

However, recent results using multilayer neural networks and pre-trained word embeddings have demonstrated high performance using a much smaller number of minimalist features. The architecture described by Collobert et al. [2011] combines time delay convolutional neural networks (Waibel et al. [1989]) and pre-trained word embeddings for a number of NLP tasks. They develop four components and compare their performance to previous benchmarks, one of which is an SRL system which uses features derived from a phrase-structure parse as input, based on the CoNLL 2005 shared task (Carreras and Márquez [2005]).

The work described here adopts the basic architecture from Collobert et al. [2011] and explores issues related to the use of this architecture in the context of the CoNLL 2009 shared task. In particular, we present Daisy, a system that (1) employs features derived from dependency parse as input, (2) assigns semantic roles to both verbal and nominal predicates, and (3) automatically assigns word senses to the predicates as described in the CoNLL 2009 shared task (Hajič et al. [2009]).

The following sections will describe the architecture of the Daisy system, present state-of-the-art performance on the CoNLL 2009 shared task, and ex-
explore the utility of features derived from dependency parses, including a version of the traditional SRL syntactic path feature.

2 Experimental Setup

The CoNLL 2009 shared task consists of identifying the sense and semantic arguments for each given argument-bearing token (predicate). In addition to the words themselves, the training data provides the part of speech, syntactic head, and syntactic dependency relation to the head for each word in the sentence. Table 1 shows an example sentence and its representation in the dataset. The PDEPREL and PHEAD features are the head word and dependency relation predicted automatically by a dependency parser. In the example sentence, there are two predicates identified for labeling: announce, and close. The system should output two arguments for announce: results:A1 (Object), and after:AM-TEMP (Temporal Marker). Similarly, market:A1 should be output for the predicate close. In addition to role identification, the word sense for each predicate is output, in the example, the expected sense for announce is 01, and for close is 02.

The training, validation, and evaluation datasets are annotated sentences from the Wall Street Journal. An additional out of domain dataset mostly from the Brown corpus was also supplied. A comprehensive F1 score was generated for both role labels and sense predictions using the provided eval09.pl perl script.

3 Semantic Role Labeling System

The general block diagrams for the Daisy SRL system are shown in Figure 1. The input to the system is a list of words $w_i$ from $w_1$ to $w_n$, a list of predicate positions, and dependency parse tree information for the sentence. We treat role labeling and the sense identification as two separate tasks. For each predicate in a given sentence, the Role Subsystem outputs the list of predicted role tags for all words $(SRL_i)$, and the Sense Subsystem outputs the sense tag of the predicate. The system is composed of five major components:

- Word Preprocessing and Word Derived Feature Convolution (Figure 2).
- Predicate Position Feature Convolution.

3.1 Word Derived Feature Convolution Section

The Word Derived Features and Convolution section, shown in Figure 2, is sourced by five features which are derived on a word by word basis. The upper portion of Figure 2 depicts the process of looking up features from the words and parse tree information. The numeric information from the features for each word is concatenated together to form one long feature vector, shown in the diagram as a multi-shaded set of rectangles. Three words of feature information (the word and its two neighbors) from the Word Derived Feature Vector are multiplied by the the weights and bias of $\Theta_4$ and stored in the Convolved Word Derived Feature Vector, for each word in the sentence. For the default convolution width of 300, this results in a long vector of $300 \cdot n$, where $n$ is the number of words in the sentence.

Each feature lookup table contains an entry for PADDING. In order to allow the window to extend beyond boundaries of the sentence for early and late words the Feature Vector is padded with the PADDING value from each lookup table. If a fea-
The results were announced after the stock market closed.

Table 1: CoNLL format SRL Dependency Parse Input Test Sentence Example

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The</td>
<td>the</td>
<td>the</td>
<td>DT</td>
<td>DT</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>2</td>
<td>NMOD</td>
<td>NMOD</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>results</td>
<td>result</td>
<td>result</td>
<td>NNS</td>
<td>NNS</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>3</td>
<td>SBJ</td>
<td>SBJ</td>
<td>-</td>
<td>-</td>
<td>A1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>were</td>
<td>be</td>
<td>be</td>
<td>VBD</td>
<td>VBD</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>ROOT</td>
<td>ROOT</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>announced</td>
<td>announce</td>
<td>announce</td>
<td>VBN</td>
<td>VBN</td>
<td>-</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>VCP</td>
<td>VCP</td>
<td>Y announce</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>after</td>
<td>after</td>
<td>after</td>
<td>IN</td>
<td>IN</td>
<td>-</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>TMP</td>
<td>TMP</td>
<td>-</td>
<td>-</td>
<td>AM-TMP</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>the</td>
<td>the</td>
<td>the</td>
<td>DT</td>
<td>DT</td>
<td>-</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>NMOD</td>
<td>NMOD</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>stock</td>
<td>stock</td>
<td>stock</td>
<td>NN</td>
<td>NN</td>
<td>-</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>SBJ</td>
<td>SBJ</td>
<td>-</td>
<td>-</td>
<td>A1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>market</td>
<td>market</td>
<td>market</td>
<td>NN</td>
<td>NN</td>
<td>-</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>SUB</td>
<td>SUB</td>
<td>Y close.02</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>closed</td>
<td>close</td>
<td>close</td>
<td>VBD</td>
<td>VBD</td>
<td>-</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>P</td>
<td>P</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 2: Word Preprocessing, Word Derived Features, and Word Derived Feature Convolution. (A) in figures 1(a) and 1(b).

Table 1: CoNLL format SRL Dependency Parse Input Test Sentence Example

The five types of word-derived features tested for the SRL Dependency Parse tagger are:

- **Word Embeddings**
- **Capitalization**
- **POS tag of word**
- **Dependency Relation**
- **POS tag of head**

### 3.1.1 Word Pre-processing

The input data provided for the CoNLL 2009 task has already gone through some initial tokenization. This prevents tokenization differences of different systems from influencing the results, which are meant to allow comparison of the SRL tagging architecture itself. The Daisy pre-processor does not split hyphenated input words, so each input word will result in a single pre-processed word. Numeric values are collapsed to the single common 0 token, and words are lower-cased to create a word representation lookup word.

### 3.1.2 Word Embeddings

Words are transformed to numeric representations using a lookup table. Like all other feature lookup tables in the system, the word representation vectors can be initialized to small random values to start with, and then trained using the supervised training algorithm.

A method of training the word representations from untagged databases has been very successfully applied to create a starting set of vectors that can be used to initialize a network, which is then fine-tuned with supervised training to execute a specific task. By “pre-training” these word representations using large amounts of untagged text, very informative word relationships can be inexpensively extracted, and later used as the starting point for task

The five types of word-derived features tested for the SRL Dependency Parse tagger are:

- **Word Embeddings**
- **Capitalization**
- **POS tag of word**
- **Dependency Relation**
- **POS tag of head**
specific application learning, see for example Hinton et al. [2006], Bengio et al. [2007] and Weston et al. [2012].

The word representations, or embeddings, used as input to the Daisy SRL System for the experiments described here were generated by Collobert et al. [2011] and were created using a pairwise ranking approach (Schapire and Singer [1998]).

3.1.3 Capitalization

Prior to lower casing, each word is checked for all capitals, initial capital, any capital, or no capitals, and this criteria is used to lookup a vector (default length 5) from the caps table.

3.1.4 Predicted Dependency Relation

The PDEPREL column from the training data, shown in Table 1.

3.1.5 Predicted POS tag of word and of head

The Predicted Part-of-speech tag is provided in PPOS column of the training data. The head part of speech tag is found by following the PHEAD column and extracting the PPOS column. (see Table 1).

3.2 Predicate Position and Path Feature Convolution Section

Predicate Position and optional Path features are extracted on a per word basis and convolved, once per predicate (the outer loop of two).

3.2.1 Predicate Position Feature

The position of each word relative to the predicate being evaluated is represented by 25 vectors, based on distances of -12 to +12, and distances outside this range are saturated.

3.2.2 Dependency Path Feature

Information about the path from each word to a given predicate is maintained in a lookup table and is provided in the Predicate Position Convolution section as a per word feature.

Generic Path: The sequence of up and down transitions to traverse the tree from a word to a given predicate is referred to here as the Generic Path. The dependency parse trees for each of the two predicates from the example training sentence shown in Table 1 are diagrammed in Figure 3. The Generic Path for each word is shown in the diagram, above the part of speech tag for the word.

Labeled Path: These are path descriptions which include both the arc direction (Generic Path) and the dependency relation of the arc within the dependency tree. After several rounds of experimentation, we chose to include paths which occur at least five times in the training data, which resulted in about 77K unique path types.

3.3 Word Position Feature Convolution Section

The position of every word with respect to the specific word being evaluated is extracted once per word, per predicate (the inner loop of two). In a similar fashion to the predicate position feature, the position of each word relative to the word being evaluated is represented by 25 vectors, based on distances of -12 to +12, and distances outside this range are saturated.

3.4 Role Neural Network and Viterbi

Figure 4 shows the process of combining the Convolved Feature Vectors, processing with a neural network, and finding the most likely role sequence with a Viterbi detector. Both the Role and Sense neural networks are constructed with a single non-linear layer followed by an output layer. The parameters for each layer are referred to here as $\Theta$, which includes a matrix of weights, $W$, and a vector of bias terms $b$. Each layer’s output, prior to the activation function, can be calculated from the previous layer’s activation output and parameters.
The tanh function is used as the nonlinear activation function.

\[
f_{\Theta} = W^{l-1}f_{\Theta}^{l-1} + b^{l-1}
\]  

(1)

The three Convolved Feature Vectors (diagrammed separately) are summed, then the maximum for each index within each group of 300 is determined. This results in a 300 element vector which will be the input to the Neural Network. A single layer neural network followed by a single output layer is used to create a "score" for each possible role "tag", for the word and predicate being analyzed. After running all words through the system for a single predicate, a matrix of SRL roles scores of size tags \( \times \) words is created, which will be used as the input to the Viterbi sequence decoder.

3.5 Sequence Decoder (Viterbi)

The Viterbi decoding algorithm input is a matrix which consists of a vector of SRL role scores for each word. The algorithm is initialized with a learned set of weights per tag, and computes the log-likelihood of transitioning from each state to the next by applying a learned set of weights from the transition matrix.

3.6 Predicate Sense Neural Network

Figure 5 shows the process of combining the Convolved Feature Vectors, processing with a neural network, and finding the most likely sense for a given predicate. The neural network parameters for the sense subsystem are managed with a lookup table holding parameters for each lemma in the training set that is mapped to multiple senses.

\[
\Theta_{sns} = \{W_{sns}, b_{sns}\}
\]  

(2)

The two Sense and Role subsystems have the same convolution structures (See figures 1(a) and 1(b)). Experiments run using a common structure for both tasks resulted in about 0.5% worse performance, so the the systems were kept independent.

A separate neural network was trained for each lemma found in the training data set, and the parameters for each network were stored in a lookup table. This results in very large memory requirements during training, especially since Adagrad (Duchi et al. [2010]).
[2011] was used to decrease training time. To minimize memory requirements and training time, the sense for lemmas which always train to the same sense in the training data are stored in a dictionary. During forward processing, when a lemma is encountered that was not trained (and therefore is not in the parameter lookup table), the sense from the dictionary is output. If the lemma never occurred during training, it won’t be in the dictionary, and the most commonly occurring sense of “01” is output by default.

5 Role Labeler Training and Forward Model Creation

During a forward pass, the activation layers and maxIndices are saved and reused during training.

5.1 Cost Calculation

The Viterbi parameters for initial score and transition probabilities are trained using the Sentence Level Log-Likelihood (SLL) cost function.

This cost function is based on Sentence Level Likelihood and is similar to equation 2, except the reference path score must be normalized by using the sum of the exponential of all path scores (the sum of unnormalized probabilities for all possible paths, instead of for all possible tags). A recursive method, developed in Rabiner [1989] and specified in Collobert et al. [2011], provides an important and efficient means of computing the sum of the exponential of all path scores. An intermediate vector, \( \delta \), is calculated, which will contain the unnormalized log probability that any path through the trellis will pass through a particular state \( k \) for the particular word \( t \). The \( \delta \) vectors have a dimension of \( N \), the number of tags, and they are re-used for the gradient calculation during back-propagation.

5.2 Back-propagation

The recursion described in Collobert et al. [2011] is used to calculate Viterbi delta terms and gradients. The error is then back-propagated through the system in reverse, ending with the feature lookup tables. This is done for each word, for each predicate, requiring two nested loops for training a full sentence. The loop structure makes for long training times, roughly three days on a 2015 compute-optimized AWS core.

6 Results

6.1 Benchmark

The best ConLL 2009, English, SRL F1 score, is labeled Nugues, and the system is described in Björkelund et al. [2009]. To the best of our knowledge, the current state of the art for this dataset is represented by these results, and we therefore use them as a benchmark (See section 7). To generate these benchmark results, 20 features were used for argument identification, including the Dependency Relation Path, and Part of Speech of Dependency Relation Path. A reranker was then run on the output of multiple system outputs.

Table 2 compares the benchmark with a complete Daisy system using a labeled path, with a cutoff of 5, and two separate systems for sense and role labels. F1 scores are 0.41% higher for the WSJ Eval dataset, and 2.59% higher for the out of domain (OOD) Brown dataset.

<table>
<thead>
<tr>
<th>System Description</th>
<th>WSJ F1</th>
<th>Brown F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark (CoNLL2009)</td>
<td>85.63%</td>
<td>73.31%</td>
</tr>
<tr>
<td>Daisy</td>
<td>86.04%</td>
<td>75.90%</td>
</tr>
</tbody>
</table>

Table 2: SRL Dependency Parse Test F1

6.2 Metrics

In all experiments, we strictly followed the standard evaluation procedure of the CoNLL 2009 challenge. A simple validation procedure using the specified validation set was used to choose system hyper parameters, and the provided eval09.pl perl script was used to generate all system F1 scores. The system F1 score is the harmonic mean of precision and recall for both role and sense labels. Since we treated the predicate sense disambiguation and the predicate role assignment tasks as independent, it is interesting to view the performance of the two tasks separately. The predicate sense task requires a label for each given predicate, so a per predicate accuracy was calculated (SenseAcc). Similarly we generated a role label F1 score (RoleF1) that is independent of the sense labels. These subsystem performance metrics were also calculated on the CoNLL 2009 benchmark results for comparison.
6.3 Incremental Experiments and Results

Feature abbreviations used in the descriptions are shown in Table 3.

<table>
<thead>
<tr>
<th>Abbrev.</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>words, initialized randomly prior to training</td>
</tr>
<tr>
<td>C</td>
<td>capitalization</td>
</tr>
<tr>
<td>P</td>
<td>Part of Speech</td>
</tr>
<tr>
<td>HP</td>
<td>Part of Speech of head word</td>
</tr>
<tr>
<td>DR</td>
<td>Dependency Relation</td>
</tr>
<tr>
<td>GP</td>
<td>Generic path</td>
</tr>
<tr>
<td>TW</td>
<td>words, initialized with pre-trained word embeddings prior to training</td>
</tr>
<tr>
<td>LP5</td>
<td>Labeled paths that occur at least five times in the training data.</td>
</tr>
</tbody>
</table>

Table 3: Feature Abbreviations

Incremental experiments were run to explore the benefits of adding increasingly more complex dependency-based features to the system.

We began with a basic configuration of only words (randomly initialized) and capitalization (W,C). Following this, a simple per-token part of speech was added (W,C,P). Information from the dependency parser is then added in two steps, first the head word part of speech and dependency relation (W,C,HP,DR), and next the generic path (W,C,HP,DR,GP). The word representations were then seeded with the pre-trained embeddings described in section 3.1.2 (TW,C,HP,DR,GP). Finally, the labeled path was used instead of the generic path, still seeding the words with pre-trained embeddings (TW,C,HP,DR,LP5).

For each system configuration, 12 role subsystems and 8 sense subsystems were trained and tested, using the WSJ development F1 score during training to determine the best model parameter state. After model generation, the WSJ development scores for different systems don’t correlate well with the WSJ eval or Brown scores. For example, models with high development scores don’t necessarily correspond to best scoring models for the WSJ or Brown data tests.

The CoNLL2009 results used as benchmarks were given as single data points so statistics are not available.

Figure 7 shows the relationship between the development and Evaluation F1 scores, as well as the general performance improvement as features were added.

Tables 4 and 5 show the statistical performance of the system with WSJ and Brown test data.

For the WSJ (evaluation) dataset, the role subsystem F1 improves much more dramatically than the sense subsystem as POS (+1.52%) and dependency parser information (+1.68%) is added. The mean System F1 score is -0.25% under the benchmark without the pre-trained word embeddings. Adding the embeddings boosts performance such that even the lowest scoring systems beat the benchmark, and the mean F1 score is about 0.41% higher.
## Table 4: Performance on WSJ Eval Dataset for Various System Configurations

<table>
<thead>
<tr>
<th>System Description</th>
<th>SystemF1</th>
<th>RoleF1</th>
<th>SenseAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Mean (Δ)</td>
<td>Max</td>
</tr>
<tr>
<td>Daisy(W,C)</td>
<td>82.86</td>
<td>83.03</td>
<td>83.24</td>
</tr>
<tr>
<td>Daisy(W,C,P)</td>
<td>83.83</td>
<td>84.12</td>
<td>84.43</td>
</tr>
<tr>
<td>Daisy(W,C,PHP,DR)</td>
<td>84.46</td>
<td>84.79</td>
<td>85.10</td>
</tr>
<tr>
<td>Daisy(W,C,PHP,DR,GP)</td>
<td>85.05</td>
<td>85.38</td>
<td>85.70</td>
</tr>
<tr>
<td>Benchmark (CoNLL2009)</td>
<td>85.63</td>
<td>85.63</td>
<td>(+0.29)</td>
</tr>
<tr>
<td>Daisy(TW,C,PHP,DP,GP)</td>
<td>85.64</td>
<td>85.92</td>
<td>(+0.13)</td>
</tr>
<tr>
<td>Daisy(TW,C,PHP,DP,LP5)</td>
<td>85.77</td>
<td>86.04</td>
<td>(+0.13)</td>
</tr>
</tbody>
</table>

## Table 5: Performance on Brown Dataset (OOD) for Various System Configurations

<table>
<thead>
<tr>
<th>System Description</th>
<th>SystemF1</th>
<th>RoleF1</th>
<th>SenseAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Mean (Δ)</td>
<td>Max</td>
</tr>
<tr>
<td>Daisy(W,C)</td>
<td>70.50</td>
<td>71.70</td>
<td>72.43</td>
</tr>
<tr>
<td>Daisy(W,C,P)</td>
<td>72.45</td>
<td>73.13</td>
<td>73.78</td>
</tr>
<tr>
<td>Benchmark (CoNLL2009)</td>
<td>72.47</td>
<td>73.31</td>
<td>(+0.18)</td>
</tr>
<tr>
<td>Daisy(W,C,PHP,DR)</td>
<td>73.17</td>
<td>73.83</td>
<td>74.43</td>
</tr>
<tr>
<td>Daisy(W,C,PHP,DP,GP)</td>
<td>73.71</td>
<td>74.38</td>
<td>(+0.96)</td>
</tr>
<tr>
<td>Daisy(TW,C,PHP,DP,GP)</td>
<td>74.85</td>
<td>75.80</td>
<td>(+1.97)</td>
</tr>
<tr>
<td>Daisy(TW,C,PHP,DP,LP5)</td>
<td>75.19</td>
<td>75.90</td>
<td>(+0.09)</td>
</tr>
</tbody>
</table>

For the Brown (OOD) dataset, the role subsystem F1 improves significantly with POS and dependency parse information (+2.72%) while the sense subsystem benefits less (0.96%). The role subsystem dramatically improves when pre-trained words are added (2.59%), due in large part to a better ability to handle unseen words. The mean System F1 scores are higher than the benchmark as soon as dependency parser information is supplied, and the F1 is significantly better for the fully populated system (+2.59%).

## 7 Related Work

The same Semantic Role Labeling system used to generate the results used as our benchmark was later tested using improved dependency parsing in Björkelund et al. [2010]. Woodsend and Lapata [2014] explore text rewriting and compare results with the benchmark, which they accept as the current state-of-the-art.

Kanerva and Ginter [2014] use the CoNLL 2009 data as a benchmark for investigating the use of Finnish and English word vector relationships, and the relationships of word vectors as they relate to semantic roles.

In Socher et al. [2013], the authors present a Recursive Neural Tensor Network (RNTN) which uses word vectors as a primary input and which is used to recursively generate a phrase tree structure for each sentence. The resulting structures are then further used to generate fine-grained sentiment analysis estimates.

Convolutional neural networks which include character level structures have been effectively used for sentiment analysis by dos Santos and Gatti [2014]. The characters are not pre-trained, and syntactic trees are not used as input to the network.

In Luong et al. [2013], words are broken down into morphemes as the input to a recursive neural network to capture morphological compositionality with the goal of improving the vector representations of scarce words.

The characteristics and semantic expressive power of various word embedding collections are in-
vestigated by Mikolov et al. [2013] and Chen et al. [2013].

8 Conclusion and Future Work

We have presented a dependency-based semantic role labeler using neural networks, inspired by Collobert et al. [2011] and others to reduce the use of hand-crafted features and make use of unsupervised techniques. Experimental evaluations show that our architecture improves the state of the art performance for this task significantly, for both in domain and out of domain test data. A key element of the system’s performance is based on the use of features derived from syntactic dependency parses. The use of a dependency-based path feature, in particular, provides a significant boost in performance over simpler feature sets.

Promising future directions suggested by these results include whether proxies for the dependency-based features can be derived from a similar architecture without the direct need for a full dependency analysis, thus eliminating the pre-processing parser cost. Another future direction involves the predicate disambiguation system. Although this sense disambiguation task is part of the CoNLL 2009 SRL evaluation, it is more properly a word sense disambiguation problem. A more thorough investigation of sense disambiguation in the context of an SRL system is warranted.
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Abstract

Most recent studies on coreference resolution advocate accurate yet relatively complex models, relying on, for example, entity-mention or graph-based representations. As it has been convincingly demonstrated at the recent CoNLL 2012 shared task, such algorithms considerably outperform popular basic approaches, in particular mention-pair models. This study advocates a novel approach that keeps the simplicity of a mention-pair framework, while showing state-of-the-art results. Apart from being very efficient and straightforward to implement, our model facilitates experimental work on the pairwise classifier, in particular on feature engineering. The proposed model achieves the performance level of up to 61.82\% (MELA F, v4 scorer) on the CoNLL test data, on par with complex state-of-the-art systems.

1 Introduction

The mention-pair model, as proposed by Soon et al. (2001) has been used for over a decade now. It combines a simple classifier trained to discriminate between coreferent and not-coreferent pairs of mentions (“links”) with fast heuristic procedures for merging the classifier’s decisions at the decoding stage. Several decoding heuristics have been advocated in the literature, the most commonly used ones including first-link (Soon et al., 2001) and best-link (Ng and Cardie, 2002).

Most state-of-the-art algorithms for coreference resolution, on the contrary, rely on complex modeling, ranging from entity-ranking to structural perceptron and other graph-based approaches (for an overview of state-of-the-art coreference resolvers, see (Ng, 2010; Pradhan et al., 2012)). Such algorithms show a clearly superior performance: thus, at the CoNLL-2012 shared task, the best-performing (Soon et al., 2001)-style system loses around 8\% to the winning algorithm.

However, more traditional mention-pair approaches still have some important advantages. Thus, a mention-pair model is easy to implement and allows for fast prototyping. It relies on a simple binary classifier making it very fast to train compared to state-of-the-art models that are based on complex structural representations (Fernandes et al., 2012; Björkelund and Kuhn, 2014). This efficiency at the training step allows for straightforward automatic parameter optimization. Most importantly, mention-pair models can be useful for understanding low-level system behavior, and, in particular, for feature engineering. This can in turn help improve more complex models, since many of them rely on mention-pairs as their basic building blocks.

In this paper, we advocate a new easy-first mention-pair algorithm (EFMP): while it is based solely on pairs of mentions and does not attempt any global inference, it benefits from the decision propagation strategy to create a coreference partition. Augmented with the sieve-style prefiltering, the system achieves a performance level comparable to the state of the art.

The contribution of this paper is two-fold. First, we propose a novel decoding approach that combines predictions of the mention-pair classifier based on its confidence score, taking into account—in contrast to the previous studies, e.g. (Ng and Cardie, 2002; Stoyanov and Eisner, 2012; Björkelund and Kuhn, 2014)—both positive and negative links. We
thus propose a procedure for propagating positive and negative links to create the final coreference partition: we start from the most confident among all the classifier’s decisions and iteratively construct coreference partitions by merging coreference chains (positive links) or blacklisting future merges (negative links). This decoding strategy is slower than the commonly used best-link model, but considerably faster than ILP-based decoding (Finkel and Manning, 2008; Denis and Baldrige, 2009).

Second, we show that our approach, being very fast and easy to implement, can be used for a variety of low-level experiments on coreference resolution, in particular, for studies on feature engineering or selection. Thus, we augment our system with two feature combination techniques, Jaccard Item Mining (Segond and Borgelt, 2011) and Entropy Guided Feature Inductions (Fernandes et al., 2012). While the latter has been used for coreference resolution before, Jaccard Item Mining (JIM), to our knowledge, has never been applied to any NLP task. The JIM algorithm has been developed within the data mining community and aims at finding combinations that tend to occur in a particular set of unlabeled transactions. In this paper, we introduce a post-filtering technique to re-score JIM output w.r.t. the class labels (±coreferent). We show empirically that JIM is more suitable for coreference: it provides smaller and more meaningful feature combinations leading to a better performance level.

The combination of our decoding approach with the JIM feature induction technique allows us to achieve a performance level of 61.82% on the CoNLL-2012 test data, just 1.5% percent below the (much more complex) winning system and above all the other submissions (cf. Table 4).

2 Related work

An improvement over the original mention-pair model (Soon et al., 2001) has been proposed by Ng and Cardie (2002). Their “best-link” algorithm picks the most confident antecedent for each anaphor. Unlike Ng and Cardie (2002), we do not process the input text from left to right incrementally, instead, we assess the confidence of all the proposed links at the same time (“easy-first”) and keep track of negative assignments.

Our work has been motivated by more complex algorithms using the easy-first strategy, most importantly, by Stoyanov and Eisner (2012), Nicolae and Nicolae (2006) and Björkelund and Farkas (2012). There are two important differences between these studies and the Easy-First Mention-Pair model (EFMP): (i) EFMP does not evaluate links between entities or clusters, always operating on mention pairs instead; (ii) EFMP integrates both positive and negative assignments in its hierarchy of easy-to-hard decisions.

Being conceptually very simple, our algorithm allows for a straightforward integration of other techniques proposed in the literature, in particular, sieve-style prefiltering (Lee et al., 2011) and feature induction. Several recent studies have attempted exhaustive analysis of features and their impact on the overall performance (Recasens and Hovy, 2009; Uryupina, 2006; Bengtson and Roth, 2008; Durrett and Klein, 2013). We refer the reader to (Ng, 2010) for an overview of different features. Kobdani et al. (2010) create a framework that facilitates the engineering process for complex features. This approach, however, still relies on the human expertise for creating meaningful combinations. Versley et al. (2008) use kernel-based similarity as an implicit feature induction technique.

The only study we are aware of that investigates an explicit feature combination technique has been conducted by Fernandes et al. (2012). Their algorithm for Entropy-based feature induction (EFI), shows substantial improvement on the OntoNotes dataset. In the present work, we propose an alternative to EFI, based on the recent advances in Data Mining. We believe that Fernandes et al. (2012) have opened a very important research direction with their feature induction approach. We want therefore to evaluate EFI in a simpler and more straightforward mention-pair model—and compare it to our approach.

3 Easy-First Mention-Pair Model

In what follows, we describe our Easy-First Mention-Pair (EFMP) approach and then propose a solution for combining our model with manually engineered filters, inspired by Stanford “sieves” (Lee et al., 2011). EFMP is a decoding algorithm.
Algorithm 1 Easy-first decoding (EFMP)

Require: \( L = \{< \text{ana}_l, \text{ante}_l, \text{label}_l, \text{confidence}_l > \} \): list of classified mention pairs
1: sort \( L \) according to confidence
2: for all \( l \in L \) do
3: \hspace{1em} /* don’t override prev. decisions */
4: \hspace{2em} if \( \text{chain} (\text{ana}_l) = \text{chain} (\text{ante}_l) \) then
5: \hspace{3em} continue
6: \hspace{2em} if \( \text{unlinked} (\text{chain} (\text{ana}_l), \text{chain} (\text{ante}_l)) \) then
7: \hspace{3em} continue
8: \hspace{2em} /* update chains and unlink info */
9: \hspace{3em} if \( \text{label}_l = \text{not-coreferent} \) then
10: \hspace{4em} unlink (\text{chain} (\text{ana}_l), \text{chain} (\text{ante}_l))
11: \hspace{3em} if \( \text{label}_l = \text{coreferent} \) then
12: \hspace{4em} UpdateUnlinkInfo (\{chain(\text{ana}_l), chain(\text{ante}_l)\})
13: \hspace{4em} MergeChains (\{chain(\text{ana}_l), chain(\text{ante}_l)\})
14: \hspace{2em} function UpdateUnlinkInfo(\{chain(\text{ana}_1), chain(\text{ante}_1)\})
15: \hspace{3em} for all \( c \) such as \( \text{unlinked} (c, \text{chain}_2) \) do
16: \hspace{4em} unlink (\( c, \text{chain}_1 \))
17: \hspace{2em} function MergeChains(\text{chain}_1, \text{chain}_2)
18: \hspace{3em} for all \( m \in \text{chain}_2 \) do
19: \hspace{4em} \( \text{chain}(m) = \text{chain}_1 \)

At the encoding step, we generate mention-pairs in a straightforward exhaustive way: each candidate antecedent is paired with all the preceding candidate antecedents. Following the state-of-the-art, we filter out mention pairs using the same sieve-style approach at both the encoding and the decoding steps (cf. Section 3.2 below).

3.1 Plain EFMP

Our EFMP approach addresses the clustering step of a coreference resolution process: as its input, it assumes a set of mention pairs for a given document, labeled as positive (two mentions corefer) or negative (two mentions do not corefer) by an external classifier. We also assume the classifier to output the confidence of its decisions.

The key idea behind EFMP is the processing of all the decisions, both positive and negative ones, in a specific order, according to the classifier’s confidence. We start by sorting all the mention pairs by the confidence of the assigned label. We instantiate our clustering assigning each mention to its own cluster (“all singletons”), however, we do not prohibit potential links between any of them. Our EFMP module processes all the (sorted) mention pairs one-by-one, at each step performing one of the following operations, whenever possible:

- **link**: merge two clusters (includes propagating unlink information, cf. below)
- **unlink**: mark two given clusters to prohibit potential merge at any future step

These operations, however, are only performed if the system has no information about the possibility of (un)linking the two mentions at the given step.

Let us illustrate the approach with the following example:

(1) \([\text{Alice}]_1\) is showing \([\text{Zoe}]_2\) \([\text{her}]_3\) papers on coreference.

In this snippet, we collect three mentions (“Alice” \((M_1)\), “Zoe” \((M_2)\) and “her” \((M_3)\)), forming three mention pairs.\(^1\) A state-of-the-art pairwise coreference classifier would confidently label \(<\text{Alice}, \text{Zoe}>\) as negative; and less confidently—\(<\text{Alice}, \text{her}>, <\text{Zoe}, \text{her}>\) as positive. The score for \(<\text{Alice}, \text{her}>\) would be slightly higher: “Alice” is a subject and a first mention in the sentence. The EFMP module starts from three clusters: \(C_1 = \{M_1\}, C_2 = \{M_2\}, C_3 = \{M_3\}\). At the first step, it registers the information, that \(C_1 \) and \(C_2 \) should never be merged (“unlink”). At the second step, it links \(M_1 \) and \(M_3 \), merging \(C_1 \) and \(C_3 \), thus producing a partition with two clusters: \(C_1' = \{M_1, M_3\}, C_2 = \{M_2\}\). It also propagates the previously collected unlinking information, registering the fact that \(C_1' \) and \(C_2 \) should never be merged. At the next step, it tries to link \(M_2 \) and \(M_3 \). This, however, doesn’t work, since the system has already collected some more reliable evidence that the corresponding clusters shouldn’t be merged. As there are no more mention-pairs left, the system stops and outputs the last partition \((C_1', C_2)\).

3.2 EFMP with Sieves

The plain EFMP approach, as described above, assumes that all the mention pairs are labeled by the pairwise classifier. This has several potential issues. First, it requires sorting all the links: when mention-pairs are generated exhaustively, it amounts to the running time of \(O(n^2 \log(n))\), where \(n\) is the total number of mentions. Second, the pairwise classifier has to be trained on a very biased dataset, containing

\(^1\)We omit other mentions (“her papers” and “coreference”) to simplify the presentation.
too many negative or irrelevant examples; this might decrease the performance and also requires substantial tuning of learning parameters.

To alleviate the problem, we pre-filter mention pairs aggressively, heuristically eliminating links that are either definitely positive (for example, pairs of same named entities), definitely negative (pairs with incompatible gender values) or “uninformative”. The latter are pairs that we cannot realistically expect to be analyzed by our system, due to the limits of our feature representation. For example, a pair of two noun phrases sharing no common tokens and appearing far apart from each other might be either positive or negative, with the particular decision depending on a lot of factors, starting from the semantic compatibility of the two mentions (“car” and “relativity” can hardly be coreferent), but also including discourse-related factors and some suitably represented knowledge of other entities (“car” and “Ferrari” in different parts of a document talking about Formula 1 may refer to different entities). We believe that forcing our pairwise classifier to learn a labeling for such “uninformative” examples without providing adequate features might lead to inferior performance.

Our pre-filtering approach was inspired by the Stanford sieves algorithm (Lee et al., 2011), where several high-precision rules are applied in a specific order to filter out candidates. This approach has since then been used in several systems, most successfully by Fernandes et al. (2012) to filter out training data for coreference resolution classifiers. The idea of distinguishing between “informative” and “uninformative” instances has been implicitly adopted by many systems, restricting their search to a specific window. This approach is very common for pronominal anaphora, but it’s also used by several general-purpose coreference resolvers (Fernandes et al., 2012; Stoyanov and Eisner, 2012).

All these rule-based decisions can be integrated into EFMP in a straightforward way. Thus, the uninformative pairs are simply excluded from the further processing. They do not produce training material and they are not processed by EFMP at the test time (consequently, mentions from such a pair may end up in the same cluster, as well as in two different ones, depending on other (un)links established by the system). This allows for a substantial reduction of the pairs to be processed at the decoding step (for example, in our setting described in Section 5.1 below, around 90% of all the pairs are eliminated as “uninformative”). The pairs, deemed positive or negative by the rule-based pre-filtering, do not contribute to the training data. At the test step, they are considered to be very confidently positive/negative instances, outscoring any test pairs, originating from the classifier output. Such pairs do not contribute to speeding up the EFMP part, however, they help improve the quality of our pairwise classifier, decreasing the bias towards negative instances in the data.

4 Techniques for generating feature combinations

Most state-of-the-art coreference resolution systems combine complex modeling with rich feature sets. While early data-driven approaches were essentially knowledge-poor (for example, the famous system of Soon et al. (2001) is based on 12 shallow features), modern algorithms rely on dozens of carefully engineered features, encoding various clues relevant for the task: from different measures of surface similarity, to morphological, syntactic, semantic and discourse properties, and world knowledge.

This study focuses on the automatic feature engineering task. We start from atomic features that are already encoded in a state-of-the-art toolkit (BART) and use a data mining technique, Jaccard item mining, to boost the system performance through automatic induction of complex features.

The features used by most coreference resolution systems are very heterogeneous. Some of them (for example, different measures of salience) encode insights from the linguistic theory, whereas others are purely data-driven (tokens). Some features are direct indicators for or against coreference (string matching vs. contra-indexing constraints), whereas others are supposed to provide more general information (individual properties of mentions). Some features are very frequent (mention types), whereas others are relatively rare (apposition). Finally, some features encode basic properties (“anaphor is a pronoun”), whereas others are combinations of such properties (“both anaphor and antecedent are pronouns and they have the same surface form”). Therefore, we specifically aim at designing an algo-
rithm that is able to overcome these idiosyncrasies and provide meaningful combinations for such a heterogeneous set of atomic features.

4.1 Jaccard Item Mining

In this study, we adapt the Jaccard Item Mining (JIM) technique (Segond and Borgelt, 2011) to the coreference resolution task. Below we describe the JIM algorithm and our adjustment of JIM to the task of selecting meaningful features.

The Data Mining community has invested substantial efforts into Frequent Item Mining algorithms: techniques for finding frequent combinations of “items” in a “transaction database”. We assume that a database is a set of item sets with some items often appearing together. Several approaches have been proposed to solve the task of enumerating all such frequently occurring combinations in a fast and efficient way, the most popular ones being Eclat and FP-growth. A typical application would be, for example, the task of finding similarities in shopping lists for different customers. We refer the reader to (Borgelt, 2012) for an overview of relevant approaches.

Frequent Item Mining algorithms output all the combinations with a frequency (“support”) higher than a predefined threshold. If the original items are very heterogeneous, the output might get very noisy: for example, if there are some very frequent items, they will pollute most combinations and the interesting item sets will be difficult to find. To overcome this problem, Segond and Borgelt (2011) propose to use the Jaccard index as a measure of the item set quality. For a given set of items $I$, the Jaccard index $J_I(I)$ is defined as a ratio of the set’s support over the number of transactions containing at least one item from the set:

$$J_I(I) = \frac{|\cap_{i \in I} K_T({\{i\}})|}{|\cup_{i \in I} K_T({\{i\}})|},$$

where $K_T({\{i\}})$ is a set of transactions, containing the item $i$.

It is straightforward to see that $J_I(I)$ is an anti-monotone function. Therefore, standard frequent item mining algorithms can be easily adapted to cover the Jaccard index. In our experiments, we use a publicly available JIM implementation.\footnote{http://www.borgelt.net/jim.html}

We recast the feature induction problem as a frequent item mining task. We start from atomic features (string, nominal and binary) and convert them into binary features that represent our items. Since our feature set is very heterogeneous, some items are very rare or, conversely, very frequent. We filter out all the items with the support below or above predefined thresholds. The frequent item mining approaches assume that all the transactions are equal. In our case, however, transactions correspond to training instances—and they come with the class labels. Since we are interested in the feature combinations that help distinguish between positive and negative examples, we perform two JIM runs, splitting the training data into the positive and negative parts. For each part, we induce all the combinations with the high Jaccard index ($J^+_T(I)$ and $J^-_T(I)$). After this step, we have two lists of items, each corresponding to feature combinations showing a good association strength for positive and negative examples respectively.

Both lists are then reranked, dividing the positive index over the negative one and vice versa:

$$score^+(I) = \frac{J^+_T(I)}{J^-_T(I)}, score^-(I) = \frac{J^-_T(I)}{J^+_T(I)}.$$

This reranking step helps us to filter out feature combinations that are either redundant or not indicative of coreference. For example, our atomic features already contain some combinations (e.g., NEStringMatch is a combination of MentionType_Coarse and StringED). Without the reranking step, we are getting numerous combinations reflecting peculiarities in the feature design. As the final JIM output, we take all the sets $I$ with the scores exceeding some predefined thresholds ($score^+(I) > thr^+$ or $score^-(I) > thr^-$). Note that our $score$ measures are not monotone and cannot therefore be used in a fast Eclat-style algorithm (Borgelt, 2012) to directly provide $score$-optimal combinations.

To better align our approach with the Entropy Guided Feature Induction framework presented below, we convert our item sets back to the sets of atomic features, abstracting away from the particular values used for binarization.

The JIM-based feature induction algorithm relies on several parameters: the feature filtering thresh-
olds (for removing too rare or too common features), the minimal Jaccard index for the JIM algorithm and the thresholds $thr^+$ and $thr^-$ for selecting good item sets after the reranking step. We fit these parameters on the development set.

4.2 Entropy Guided Feature Induction

Fernandes et al. (2012) have proposed using Entropy Guided Feature Induction (EFI) for coreference resolution and have shown that it significantly improves the performance of their system. Below we provide a brief overview of the EFI approach, referring the reader to the original paper for further details.

The system works at two stages, using two different machine learning techniques. At the first stage, the EFI algorithm relies on a decision tree, generated from the training data, to obtain meaningful feature combinations. In particular, the algorithm extracts all the paths leading from the root of the induced tree to any node. Each node in a tree corresponds to a specific value assigned to some atomic feature and therefore each path corresponds to a conjunction of atomic features with assigned values. Fernandes et al. (2012) abstract over the values, thus, converting each path to a conjunction of atomic features. These conjunctions, or combinations, are then used to generate numerous binary features to be used by a linear classifier at the second stage.

Since the induced tree might get very large, the EFI algorithm might lead to conjunctions of too many atomic features, generating, in turn, too many binary features. To address the issue, Fernandes et al. (2012) prune their tree at the depth 5. In our implementation, we follow the algorithm of Fernandes et al. (2012) with no adjustments or alterations.

5 Experiments

Our first group of experiments assesses the quality of the baseline setting, with no feature combination techniques. We compare against the CoNLL submission of the BART group to make sure that our (Soon et al., 2001)-style mention-pair baseline shows an acceptable performance. We then evaluate the EFMP approach to confirm that it provides much higher performance figures and is on par with the state of the art. In our second experiment, we use EFMP to assess the impact of the feature combination techniques on the performance of a coreference resolution system.

5.1 Experimental Setup

We evaluate our approach on the English portion of the CoNLL-2012 dataset (Pradhan et al., 2012). To assess the system’s performance, we use the official scorer, provided by the CoNLL organizers. However, the version used at the competition time (v4) was later found to contain errors and replaced with another implementation (v7). This procedure resulted in a performance drop for all the systems, but didn’t affect their ranking. To facilitate comparison against previous and future studies, we report both v4 and v7 MELA scores. All the experiments are performed on automatically extracted mentions and use no gold information.

For our study, we use the publicly available BART toolkit (Uryupina et al., 2012). We have made several adjustments, starting from the configuration, suggested in the BART distribution for the OntoNotes/CoNLL data. Thus, we have modified the mention detection module, improving the treatment of coordinations and eliminating numeric named entities (PERCENT, MONEY etc). We have replaced the original split architecture with a single-classifier approach to be able to estimate the impact of our feature combination techniques in a more principled way. We have also replaced Decision Trees (Weka J48) with the LibLinear SVM package, to get a classifier outputting reliable confidence values, as needed by EFMP. We have considerably expanded the feature set, mainly reimplementing features from the winning system of CoNLL-2012 (Fernandes et al., 2012). Altogether, we have around 170 individual features (string, nominal or binary values), corresponding to around 20k features after the binarization step. The full list of our feature templates can be found at http://bart-coref.eu/papers/sem15-suppl.pdf.

Finally, we have augmented BART with a rule-based prefiltering module, motivated by Stanford Sieves (Lee et al., 2011), the winning approach of the CoNLL-2011 shared task. Our sieve-style prefiltering algorithm splits all the training instances into confidently positive, confidently negative, irrelevant and relevant. To implement the prefiltering
module, we have started with the original sieves and the version used by Fernandes et al. (2012). We have changed some sieves and introduced several additional filters (cf. Table 1).

5.2 Baselines vs. EFMP

Table 2 shows the performance levels for different baseline algorithms, learners and features on both CoNLL-2012 development and test sets. Note that the development set was used for parameter tuning and does not therefore provide an accurate estimation of the system’s performance.

The results suggest that our simplified version of the BART CONLL-2012 system can be considered an adequate starting point: it only shows a very minor performance drop, compared to the original submission (we believe that this drop can be attributed to the simpler no-split architecture that we are adopting in this study). The (Soon et al., 2001)-style mention-pair model, however, suffers from several problems. First of all, its performance is simply not good enough: thus, the winners of the CoNLL-2012 shared task reported a v4 score of 63.37 on the test data. With a v4 score of 55.84, our system would have achieved the 12th place in the competition (out of 15+1). Second, this approach only works with the decision tree-based classifier: with SVMs, the performance gets much lower. We believe that this can be caused by several factors: (a) decision trees perform some sort of feature combinations, whereas Liblinear only relies on a sum of individual features for its classification and (b) the (Soon et al., 2001)-style model employs different sampling strategies for training and testing data (in fact, testing instance are sampled dynamically, based on the decisions made by the classifier so far), leading to a misfit between the two sets that is more problematic for Liblinear. Third, even with the decision trees, the system performance does not improve substantially when we add a lot of manually engineered high-quality features.

The EFMP model, on the contrary, shows promising performance figures. With an F-score of 59.12, the system would have achieved the 8th place in the CoNLL-2012 competition, within the cluster of very similarly performing systems on places 2–8(9). It must be stressed that EFMP is a very simple and fast algorithm, much less complex than any of the high-performing CoNLL systems.

We have also evaluated EFMP against a mention-pair model with the same sieve-style prefiltering and a best-link decoder (Table 2, row 6). As the results suggest, the best-link decoder shows a better performance level compared to (Soon et al., 2001), since it relies on the most confident positive links. The EFMP decoder, however, brings a further improvement, by incorporating and propagating information on confident negative links as well.

5.3 Feature combinations

In our second experiment, we investigate the applicability of JIM to coreference resolution, comparing it against EFI. The latter has been proven to yield a performance gain of up to 10%, leading to a system, significantly outperforming all the other competitors at the CoNLL-2012 shared task. While the impact of EFI on the system of Fernandes et al. (2012) cannot be underestimated, the following points need further clarifications: (a) the algorithm of Fernandes et al. (2012) shows only very moderate performance without EFI—it is not yet clear if EFI is equally beneficial for more competitive approaches; and (b) the system of Fernandes et al. (2012) relies on a relatively complex model—it is not clear how model-specific the benefits of EFI are.
EFI and JIM use very different intuitions for combining atomic features. It is therefore not surprising, that the outputs of these two algorithms are different. Figure 1 summarizes the distribution of EFI vs. JIM-induced combinations of different lengths, normalized by the total number of combinations extracted by each method. EFI outputs around 20 times more sets than JIM (2k vs. 90). Most of them, however, are too long and do not provide good features. By definition, EFI cannot produce a lot of short combinations, since all the EFI paths must start from the root. JIM, on the contrary, tends to produce combinations of smaller lengths that are more likely to yield high-quality features.

Table 3 shows the performance of EFMP, augmented with EFI or JIM-induced features. We see that both techniques bring an improvement over the plain EFMP (significant, per-document t-test, \( p < 0.05 \)). Even though JIM produces much fewer combinations, it still outperforms EFI (\( p < 0.05 \)).

### 5.4 EFMP and State of the art

Table 4 compares the performance level of the EFMP approach, plain and enhanced with the JIM-based feature induction module, against the top 5 CoNLL-2012 systems on the CoNLL-2012 test set.

As the results show, the EFMP approach achieves results comparable to the state-of-the-art. At the same time, it’s much faster than more complex approaches. The vast majority of high-performance coreference resolution systems (in particular, the CoNLL-2012 winning algorithm by Fernandes et al. (2012)) rely on complex structural representations and are therefore slow at the training stage. Our system only needs a simple binary mention-pair classifier that can be trained very efficiently. Some high-performance approaches rely on the same classifier, postponing a heavy global inference step to the decoding stage, for example, through Integer Linear Programming (Denis and Baldridge, 2009; Finkel...
Table 3: Feature combinations, JIM vs. EFI: MELA score, different versions of the CoNLL scorer.

<table>
<thead>
<tr>
<th></th>
<th>development</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>v4</td>
<td>v4 v7</td>
</tr>
<tr>
<td>EFMP, all features, SVM</td>
<td>none</td>
<td>60.02 59.12 55.38</td>
</tr>
<tr>
<td>EFI</td>
<td>61.66</td>
<td>60.75 57.56</td>
</tr>
<tr>
<td>JIM</td>
<td>62.53</td>
<td>61.82 59.14</td>
</tr>
</tbody>
</table>

Table 4: EFMP and top-5 CoNLL-2012 systems: MELA score, systems ranked by the v7 score on the test set.

<table>
<thead>
<tr>
<th></th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>v4</td>
</tr>
<tr>
<td>1 fernandes</td>
<td>63.37</td>
</tr>
<tr>
<td>EFMP+JIM</td>
<td>61.82</td>
</tr>
<tr>
<td>2 martschat</td>
<td>61.31</td>
</tr>
<tr>
<td>3 bjorkelund</td>
<td>61.24</td>
</tr>
<tr>
<td>EFMP</td>
<td>59.12</td>
</tr>
<tr>
<td>4 chang</td>
<td>60.18</td>
</tr>
<tr>
<td>5 chen</td>
<td>59.69</td>
</tr>
</tbody>
</table>

Our system would have achieved the second place at the CoNLL-2012 shared task, outperforming more complex algorithms. This suggests that there is still a lot of potential improvement that can be achieved within more complex frameworks, e.g., structural approaches that attempt at modeling links interdependence explicitly. One of our directions for future work involves comparing EFMP against other algorithms effectively combining positive and negative links, in particular, ILP-based approaches.

The proposed EFMP model allows for a straightforward investigation of possibilities for automatic feature induction. We have adapted the Jaccard Item Mining algorithm (JIM) to our task and compared its output against the Entropy-based Feature Induction (EFI) methodology proposed in the literature, showing that both techniques yield meaningful feature combinations and improve the system’s performance. Yet, the JIM approach outputs smaller combinations, leading to a larger performance increase.

In our future work, we plan to focus further on the feature induction task, following several research directions. First, we want to apply automatic feature induction in a multilingual setting. Second, we plan to investigate other feature induction techniques: (i) comparing various similarity measures alternative to the Jaccard index in a JIM-style setting, (ii) trying to run EFI on different samples of the training set to obtain different decision trees and (iii) combining JIM and EFI-induced features. Finally, we want to verify our hypothesis that complex features represent meaningful linguistic combinations and as such can be used to enhance the performance level of more complex algorithms. This again would bridge the work on mention-pair and more advanced models.
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Abstract

Discourse deixis is a linguistic phenomenon in which pronouns have verbal or clausal, rather than nominal, antecedents. Studies have estimated that between 5% and 10% of pronouns in non-conversational data are discourse deictic. However, current coreference resolution systems ignore this phenomenon. This paper presents an automatic system for the detection and resolution of discourse-deictic pronouns. We introduce a two-step approach that first recognizes instances of discourse-deictic pronouns, and then resolves them to their verbal antecedent. Both components rely on linguistically motivated features. We evaluate the components in isolation and in combination with two state-of-the-art coreference resolvers. Results show that our system outperforms several baselines, including the only comparable discourse deixis system, and leads to small but statistically significant improvements over the full coreference resolution systems. An error analysis lays bare the need for a less strict evaluation of this task.

1 Introduction

Coreference resolution is a central problem in Natural Language Processing with a broad range of applications such as summarization (Steinberger et al., 2007), textual entailment (Mirkin et al., 2010), information extraction (McCarthy and Lehnert, 1995), and dialogue systems (Strube and Müller, 2003). Traditionally, the resolution of noun phrases (NPs) has been the focus of coreference research (Ng, 2010). However, NPs are not the only participants in coreference, since verbal or clausal mentions can also take part in coreference relations. For example, consider:

(1) The United States says it may invite Israeli and Palestinian negotiators to Washington.

(2) Without planning it in advance, they chose to settle here.

In (1), the antecedent of the pronoun is an NP, while in (2) the antecedent\(^1\) is a clause\(^2\) (Webber, 1988). Current state-of-the-art coreference resolution systems (Lee et al., 2011; Fernandes et al., 2012; Durrett and Klein, 2014; Björkelund and Kuhn, 2014) focus on the former and ignore the latter cases. Corpus studies across several languages (Eckert and Strube, 2000; Botley, 2006; Recasens, 2008) have estimated that between 5% and 10% of pronouns in non-conversational data, and up to 20% in conversational, have verbal antecedents. A coreference system that is able to handle discourse deixis will thus be more accurate, and benefit downstream applications.

In this paper we present an automatic system that processes discourse-deictic pronouns. We resolve the three pronouns it, this and that, which can appear in linguistic contexts that reflect the phenomenon illustrated in (2). Our system has a modular architecture consisting of two independent stages: classification and resolution. The first stage classifies a pronoun as discourse deictic (or not), and the second stage resolves discourse-deictic pronouns to verbal antecedents. Both stages use linguistically moti-

\(^1\)Since the pronoun in (2) is cataphoric, it has a postcedent rather than an antecedent, but we use the two indistinctively.

\(^2\)Following the OntoNotes convention, we represent clausal antecedents by their verbal head.
We first evaluate our system by measuring the performance of the detection and resolution components in isolation. They outperform several baselines, including Müller’s (2007) approach, which is the only other comparable discourse deixis system, to the best of our knowledge. We also measure the impact of our system on two state-of-the-art coreference resolution systems (Durrett and Klein, 2014; Björkelund and Kuhn, 2014). The results show the benefits of stacking a discourse deixis engine on top of NP coreference resolution.

2 Related Work

Coreference resolution systems mostly focus on NPs. Although some isolated efforts have been made to study discourse-deictic pronouns, they consist mostly of theoretical inquiries or corpus analyses. A few practical implementations have been proposed as well, but most rely on manual intervention or only apply to restricted domains.

Webber (1988) presents a seminal account of discourse-deictic pronouns. She catalogs how the usage of certain pronouns varies based on discourse context. She also provides an insight into the distinguishing characteristics of discourse deixis.

Several empirical studies have also been conducted to evaluate the prevalence of discourse deixis in corpora across languages. These have been applied to English for dialogues (Byron and Allen, 1998; Eckert and Strube, 2000) and news and literature (Botley, 2006), Danish and Italian (Navarretta and Olsen, 2008; Poesio and Artstein, 2008; Caselli and Prodanof, 2010), and Spanish (Recasens, 2008). These studies find that discourse deixis occurs in different languages, although prevalence depends on the domain in question. While discourse deixis can account for up to 20% of pronouns in dialogue and conversational text, a more general figure is between 5% to 10% for other genres.

In addition to a corpus analysis, Eckert and Strube (2000) provide a schema for performing discourse deixis resolution that they evaluate by measuring inter-annotator agreement on five dialogues from the Switchboard corpus. Byron (2002) presents an early attempt at a practical system that handles discourse deixis. However, it relies on sophisticated discourse and semantic features, thus only working with manual intervention in a limited domain.

The first fully automatic system to handle discourse-deictic pronouns was the one by Müller (2007). In contrast to our two-stage approach, it directly resolves pronouns to nominal or verbal antecedents. The author targets coreference resolution in dialogues, but includes several features that are equally applicable to text data—thus making a comparison to our system viable.

Chen et al. (2011) present another unified approach to dealing with entity and event coreference. Their system combines the predictions from seven distinct mention-pair resolvers, each of which focuses on a specific pair of mention types (NP, pronoun, verb). In particular, their verb-pronoun resolver falls within the scope of discourse deixis. Due to the tight coupling of multiple resolvers, a direct comparison with systems focusing on discourse deixis is hard. However, their features are among the ones considered in this work.

3 Our Approach

In this section we describe the architecture of our two-stage system, and then detail the features used in both stages.

3.1 System Architecture

We propose a two-stage approach for discourse deixis processing. Our system first classifies a potential pronoun as discourse deictic (or not), and then it optionally resolves discourse-deictic pronouns with their antecedent.
Table 1: Features used for pronoun $p$ and candidate $v$ in the classification (Cla.) and resolution (Res.) stages. Features marked with • were selected, and those marked with - were discarded by feature selection. The last column (Mül.) contains the features used by Müller (2007). Features marked with ⋆ are described in Section 3.2.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Cla.</th>
<th>Res.</th>
<th>Mül.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pronoun word</td>
<td>Word of $p$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demonstrative</td>
<td>$p$ is this or that</td>
<td>•</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Token position</td>
<td>Relative position of $p$ in sentence</td>
<td>•</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Document position</td>
<td>Relative position of sentence containing $p$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verb presence</td>
<td>Sentences before $p$ have verb</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parent lemma</td>
<td>Lemma of parent of $p$ if verb</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parent &amp; label</td>
<td>Lemma of parent and dependency label of $p$</td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Tree depth</td>
<td>Depth of $p$ in parse tree</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pronoun path</td>
<td>Dependency label path of $p$ to root</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋆ Negated parent</td>
<td>Parent of $p$ is a negated verb</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋆ Parent transitivity</td>
<td>Transitivity of parent verb of $p$</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋆ Clause-governing parent</td>
<td>Probability of parent verb to govern a clause</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋆ Attribute lemma</td>
<td>Lemma of attribute of $p$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋆ Attribute POS</td>
<td>POS of attribute of $p$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sentence distance</td>
<td>Number of sentences between $v$ and $p$</td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Token distance</td>
<td>Log-distance between $v$ and $p$ in tokens</td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Verb distance</td>
<td>Number of verbs between $v$ and $p$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative position</td>
<td>$v$ precedes $p$ (anaphora/cataphora)</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct dominance</td>
<td>$v$ is the immediate parent of $p$</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dominance</td>
<td>$v$ is an ancestor of $p$</td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Candidate path</td>
<td>Dependency label path of $v$ to root</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋆ Negated candidate</td>
<td>$v$ is negated</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋆ Candidate transitivity</td>
<td>Transitivity of $v$</td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>⋆ Clause-governing candidate</td>
<td>Probability of $v$ to govern a clause</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋆ Right frontier</td>
<td>$v$ is in the right frontier of $p$</td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>⋆ I-incompatibility</td>
<td>Attribute of $p$ is a non-individual adjective</td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>⋆ Verb association strength</td>
<td>NPMI between $v$ and parent verb of $p$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋆ Selectional preference</td>
<td>Preference between $v$ and parent verb of $p$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

More specifically, and as described in Algorithm 1, a classification model $\Theta_c$ is applied to each pronoun $p$ to obtain its probability of being discourse deictic $p_c(p)$. If the probability is above a threshold $th_c$, the pronoun is considered for resolution. All verbs $v$ in the current and $n$ previous sentences are considered as candidates. A resolution model $\Theta_r$ is applied to each candidate $v$ to obtain its probability of being the antecedent of $p$, $p_r(v, p)$; if the candidate with the highest score $v_{best}$ is above a threshold $th_r$, then it is returned as the antecedent. Otherwise, the pronoun remains unlinked.

Both components are implemented as maximum entropy classifiers. For simplicity, our approach is independent from the NP–NP coreference resolution component: competition between verbal and nominal antecedents is not considered.

3.2 Features

Table 1 gives an overview of the features that were used by the classification and resolution models. We consider all the features listed in the table, but some of them (marked with -) are pruned by feature selection (see Section 4.2). Real-valued features are
quantized, and dependency label paths are considered up to length 2. Details for the more sophisticated features (marked with * in the table) follow.

**Negated parent/candidate** We consider a verb token to be **negated** if it has a child connected with a negation label.

**Parent/candidate transitivity** We consider a verb token to be **transitive** if it has a child with a direct object label.

**Clause-governing parent/candidate** This is the probability of the parent/candidate to have a clausal or verbal argument. Probabilities for every verbal lemma are estimated from the Google News corpus. We then use the logarithm of these probabilities as the feature values.

**Attribute lemma/POS** If the pronoun is the subject of a copular verb, we consider the lemma and POS of the attribute of this verb as features.

**Right frontier** Webber (1988) proposes the right frontier condition to restrict the set of candidates available as antecedents for discourse-deictic pronouns. We define this condition in terms of what Webber calls discourse units. These are minimal discourse segments, and a sequence of several units can also be nested and form a larger unit. She states that only units on the right frontier (i.e., not followed by another unit at the same nesting level) can be antecedents for such pronouns.

(3) [President Obama *arrived* in San Francisco on Sunday.] [When he *held* a press conference, he *reported* he would meet with business leaders.] [He *thought* it went well.]

In (3), where discourse units are marked by square brackets, the verbal heads of discourse segments that are on the right frontier are underlined, while the others are italicized to denote inaccessibility.

In our system, we approximate discourse units by sentences and clauses. The candidate antecedents are the respective verbal heads of these units. This feature triggers if the antecedent candidate occurs on the right frontier of the pronoun. Since we also consider cataphoric relations, we reverse the rule to check the left frontier for these cases.

**I-incompatibility** Eckert and Strube (2000) define an anaphor to be **I-incompatible** if it occurs in a context in which it “cannot refer to an individual object.” Adjectives can be used as contextual cues for I-incompatible anaphors in copular constructions (4).

(4) **It is true.** Similarly to Müller (2007), we define the **I-incompatibility score** of an adjective as its conditional probability of being the attribute of a non-nominal subject given that it occurs in a copular construction. This is estimated from the Google News corpus as the number of occurrences of the adjective in one of these patterns:

- clausal subject + BE + ADJ *(To read is healthy)*
- IT + BE + ADJ + TO/THAT *(It is healthy to read)*
- nominalized subject + BE + ADJ *(The construction was suspended)*
- -ing subject + BE + ADJ *(Reading is healthy)*

divided by its number of occurrences in the pattern BE + ADJ. At classification time, if the pronoun is in a copular construction with an adjective attribute, the I-incompatibility score of the latter is used as feature.

**Verb association strength** To capture the strength of association between the candidate antecedent and the parent verb of the pronoun, we use the normalized pointwise mutual information of the two verbs co-occurring within a window of 3 sentences, estimated from counts in the Google News corpus.

**Selectional preference** We use selectional preference, as defined by Resnik (1997), to capture the degree to which the antecedent makes a reasonable substitute of the pronoun in the context of its parent verb. The selectional preference strength of verb ω is defined as $S_R(\omega) = KL(p(a|\omega) \parallel p(a))$, where $KL$ denotes Kullback-Leibler divergence and $a$ are all possible arguments of ω in the Google News corpus. Larger values of

---

Nominalizations were identified using NOMLEX (Macleod et al., 1998).
Table 2: Distribution of discourse-deictic pronouns in the test set of the CoNLL-2012 English corpus.

<table>
<thead>
<tr>
<th>Pronoun</th>
<th>Total</th>
<th>Discourse-Deictic</th>
</tr>
</thead>
<tbody>
<tr>
<td>it</td>
<td>1310</td>
<td>75</td>
</tr>
<tr>
<td>that</td>
<td>400</td>
<td>120</td>
</tr>
<tr>
<td>this</td>
<td>365</td>
<td>57</td>
</tr>
<tr>
<td>Overall</td>
<td>2075</td>
<td>252</td>
</tr>
</tbody>
</table>

4 Evaluation

In this section we describe the setup for evaluating our system.

4.1 Dataset

We perform all our experiments on the English section of the CoNLL-2012 corpus (Pradhan et al., 2012), which is based on OntoNotes (Pradhan et al., 2007). It consists of 2384 documents (1.6M words) from a variety of domains: news, broadcast conversation, weblogs, etc. It is annotated with POS tags, syntax trees, word sense annotation, coreference relations, etc. The coreference layer includes verbal mentions.

Given these annotations, we consider a pronoun to be discourse deictic if the preceding mention in its coreference cluster is verbal, or if it is the first mention in the cluster and the next one is verbal. The distribution of potentially discourse-deictic pronouns (it, this and that) in the test set is summarized in Table 2.

For all our experiments we train, tune and test according to the CoNLL-2012 split of OntoNotes. The gold analyses provided for the shared task are used for training, and the system analyses for development and testing.

4.2 Experiments

We train the two components of our system separately. For each of them, a maximum entropy model is learned on the train partition. Feature selection and threshold tuning are performed by hill climbing on the development set. We use separate thresholds for it, this, and that, since their distributions in the corpus are quite different.

We perform two evaluations of our system: first classification and resolution are evaluated in isolation, and then both components are stacked on top of an NP coreference engine.

For classification, we measure system performance on standard precision (P), recall (R) and F1 of correctly predicting whether a pronoun is discourse deictic or not. For resolution, precision is computed as the fraction of predicted antecedents that are correct, and recall as the fraction of gold antecedents that are correctly predicted. To decouple the evaluation of both stages, we also include results with oracle classifications as input to the resolution stage.

Finally, we use the output of our system to extend the predictions of two state-of-the-art NP coreference systems:

- Berkeley (Durrett and Klein, 2014), a joint model for coreference resolution, named entity recognition, and entity linking.
- Hotcoref (Björkelund and Kuhn, 2014), a latent-antecedent model which exploits non-local features via beam search.

We only add our predictions for pronouns it, this, that that are output as singletons by the NP coreference system.

We report the standard coreference measures on the combined outputs using the updated CoNLL scorer v7 (Pradhan et al., 2014). Here, the systems are evaluated on all nominal, pronominal, and verbal mentions. The metrics include precision, recall and F1 for MUC, B^3 and CEAF_e, and the CoNLL metric, which is the arithmetic mean of the first three F1 scores.

4.3 Baselines

We compare our classification component against two baselines:

- All, which blindly classifies all mentions as discourse deictic.
- Naive, which classifies all this and that mentions as discourse deictic, and all it mentions as non-discourse-deictic. This is motivated by
the distribution of discourse deixis in the corpus (see Table 2).

For resolution, we use the baselines:

- **NAIVE\textsubscript{r}**, which resolves a pronoun to the closest verb in the previous sentence. This is motivated by corpus analyses studying the position of discourse-deictic pronouns relative to their antecedents (Navarretta, 2011).
- **MÜLLER\textsubscript{r}**, which is an equivalent maximum entropy model using the subset of our features also considered by Müller (2007). See column Mül. in Table 1.

Finally, when measuring the impact of our system on top of an NP coreference resolution engine, we consider the following baselines:

- **NAIVE**, which uses NAIVE\textsubscript{c} and NAIVE\textsubscript{r}.
- **MÜLLER**, which does not include a classification stage, and uses MÜLLER\textsubscript{r} for resolution.
- **ONESTAGE**, which does not include a classification stage, and uses our complete feature set for resolution.\textsuperscript{5}
- **ORACLE**, which outputs the gold annotations for discourse-deictic relations.

## 5 Results

The results for the classification stage are presented in Table 3, broken down by pronoun type. ALL performs the poorest overall, penalized by a precision just above 12%. Since in the case of it only 5.7% of the occurrences are discourse deictic, NAIVE\textsubscript{c} gets better results overall by always classifying it as non-deictic. Our TWOSTAGE system improves over NAIVE\textsubscript{c} by an additional 4% F1. However, the scores remain low—partly because of the difficulty of the problem (especially the class imbalance), and partly because despite using a rich set of features, most of them focus on local context and ignore cues at the discourse level. The classification of it is particularly difficult, reflecting the fact that the pronoun has a wide variety of usages in English.

\textsuperscript{5}Feature selection and threshold tuning were done separately for this model. The exact subset of resolution features that were chosen is omitted for brevity.

\begin{table}
\centering
\begin{tabular}{llllllllllllll}
  & \multicolumn{3}{c}{it} & \multicolumn{3}{c}{that} & \multicolumn{3}{c}{this} & \multicolumn{3}{c}{Overall} \\
  & P & R & F1 & P & R & F1 & P & R & F1 & P & R & F1 \\
\hline
ALL & 5.7 & 100.0 & 10.8 & 30.0 & 100.0 & 46.2 & 15.6 & 100.0 & 27.0 & 12.1 & 100.0 & 21.7 \\
NAIVE\textsubscript{c} & 0.0 & 0.0 & 0.0 & 30.0 & 100.0 & 46.2 & 15.6 & 100.0 & 27.0 & 23.1 & 70.2 & 34.8 \\
TWOSTAGE & 33.3 & 40.0 & 7.1 & 33.6 & 47.5 & 50.3 & 57.1 & 21.1 & 30.8 & 35.2 & 42.9 & 38.6 \\
\hline
\end{tabular}
\caption{Classification evaluation (TWOSTAGE corresponds to our system).}
\end{table}

\begin{table}
\centering
\begin{tabular}{llllllllllllll}
  & \multicolumn{3}{c}{it} & \multicolumn{3}{c}{that} & \multicolumn{3}{c}{this} & \multicolumn{3}{c}{Overall} \\
  & P & R & F1 & P & R & F1 & P & R & F1 & P & R & F1 \\
\hline
NAIVE\textsubscript{r} & 30.7 & 30.7 & 30.7 & 47.5 & 47.5 & 47.5 & 33.3 & 33.3 & 33.3 & 39.3 & 39.3 & 39.3 \\
MÜLLER\textsubscript{r} & 30.7 & 30.7 & 30.7 & 47.8 & 45.0 & 46.4 & 43.9 & 43.9 & 43.9 & 41.6 & 40.5 & 41.0 \\
TWOSTAGE & 46.3 & 33.3 & 38.8 & 59.6 & 46.7 & 52.3 & 59.1 & 45.6 & 51.5 & 55.7 & 42.5 & 48.2 \\
\hline
\end{tabular}
\caption{Resolution evaluation with oracle classification (TWOSTAGE corresponds to our system).}
\end{table}

\begin{table}
\centering
\begin{tabular}{llllllllllllll}
  & \multicolumn{3}{c}{it} & \multicolumn{3}{c}{that} & \multicolumn{3}{c}{this} & \multicolumn{3}{c}{Overall} \\
  & P & R & F1 & P & R & F1 & P & R & F1 & P & R & F1 \\
\hline
NAIVE\textsubscript{r} & 0.0 & 0.0 & 0.0 & 15.3 & 34.2 & 21.1 & 20.0 & 7.0 & 10.4 & 15.3 & 17.9 & 16.5 \\
MÜLLER\textsubscript{r} & 0.0 & 0.0 & 0.0 & 16.7 & 36.7 & 22.9 & 20.0 & 7.0 & 10.4 & 16.5 & 19.0 & 17.7 \\
TWOSTAGE & 14.3 & 1.3 & 2.4 & 21.5 & 40.0 & 28.0 & 46.2 & 10.5 & 17.1 & 22.6 & 21.8 & 22.2 \\
\hline
\end{tabular}
\caption{Resolution evaluation with system classification (TWOSTAGE corresponds to our system).}
\end{table}
The scores for resolution are shown in Tables 4 and 5. The former uses oracle classification whereas the latter uses the system output of our classifier.

With oracle classification, NAIVE, and MÜLLER perform very similar, except for the case of this. Our TWO STAGE resolver outperforms both of them for all pronouns and metrics, except for the recall of that. Overall, the difference in F1 is 9 points over NAIVE, and 7 points over MÜLLER. The evaluation actually penalizes recall for our system, since we do not take advantage of the fact that all considered pronouns are discourse deictic: we trust the threshold and do not force the assignment of an antecedent.

All the results are lower with system classification. Given that our classifier performs the best for that, the drop for this pronoun is not as high as for the other two. Again, it stands out as the hardest pronoun to resolve. Neither NAIVE, nor MÜLLER recover any correct antecedent for it. TWO STAGE obtains the highest scores across all pronouns and metrics.

Finally, Table 6 contains the coreference measures for end-to-end evaluation on top of the BERKELEY and HOTCOREF systems. The ORACLE row shows an upper bound of 2% in CoNLL score improvement. All three baselines—NAIVE, MÜLLER and ONESTAGE—actually cause a decrease of up to 0.9% CoNLL.

Our system TWO STAGE achieves a small fraction of the headroom. The total number of discourse-deictic entities that it predicts on the test set is 248, of which 204 end up merged in the BERKELEY output, and 210 in HOTCOREF. This allows it to obtain the best B^3, CEAF and CoNLL values, despite the fact that the low recall in the classification of discourse-deictic it reduces our margin for recall gains by one third. The drop in MUC highlights the difficulty of keeping the precision level, but our system is able to reach a better precision-recall balance than the other compared approaches.

We assess the statistical significance of the improvements of TWO STAGE over BERKELEY and HOTCOREF using paired bootstrap resampling (Koehn, 2004) followed by two-tailed Wilcoxon signed-rank tests. All the differences are significant at the 1% level, except for the B^3 F1 differences.

<table>
<thead>
<tr>
<th>Error type</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System errors</strong></td>
<td></td>
</tr>
<tr>
<td>Classification</td>
<td>22.9</td>
</tr>
<tr>
<td>Resolution</td>
<td>20.0</td>
</tr>
<tr>
<td>Preprocessing</td>
<td>5.7</td>
</tr>
<tr>
<td><strong>Annotation errors</strong></td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>11.4</td>
</tr>
<tr>
<td>Multiple antecedents</td>
<td>20.0</td>
</tr>
<tr>
<td><strong>System &amp; Annotation errors</strong></td>
<td></td>
</tr>
<tr>
<td>Debatable</td>
<td>20.0</td>
</tr>
<tr>
<td>Overall</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 7: Distribution of errors.

6 Error Analysis

In order to gain insight into the precision errors of our system, we manually analyzed 50 of its decisions on the CoNLL-2012 development set. Of these, 30% were correct, matching the gold annotation, as in (5).^6

(5) Ah, we have *established* the year 2006 as Discover Hong Kong Year. Why is *that*?

The distribution of errors for the remaining cases is shown in Table 7. While half of the errors are due to actual errors in the model learned by our system—either in classification (6) or resolution (7)—or due to a pre-processing error, another third of them are not true errors but missing (8) or partial annotations (9)–(10) in the gold standard corpus.

(6) If pictures are taken without permission, *that* is to say, it will at all times be pursued by legal action, a big hassle.

(7) Do we even *know* if these two medications are going to be effective against a strain that hasn’t even presented itself? Here’s the important thing about *that*.

(8) You will be taken to stand before governors and kings. People will do *this* to you because you follow me.

^6The pronoun to be resolved is in boldface, the antecedent annotated in the gold standard (if any) is in italics, and the antecedent predicted by our system is underlined.
### Table 6: End-to-end coreference resolution evaluation (TwoStage corresponds to our system). All differences between the baseline system and TwoStage are significant at the 1% level except for the B³ F₁ differences.

<table>
<thead>
<tr>
<th>System</th>
<th>MUC</th>
<th>B³</th>
<th>CEAF</th>
<th>CoNLL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F₁</td>
<td>P</td>
</tr>
<tr>
<td>Durrett and Klein (2014)</td>
<td>72.61</td>
<td>69.91</td>
<td>71.23</td>
<td>61.18</td>
</tr>
<tr>
<td>+ Naive</td>
<td>70.10</td>
<td>70.33</td>
<td>70.21</td>
<td>58.64</td>
</tr>
<tr>
<td>+ Muller</td>
<td>71.57</td>
<td>70.18</td>
<td>70.86</td>
<td>60.15</td>
</tr>
<tr>
<td>Berkeley</td>
<td>71.63</td>
<td>70.19</td>
<td>70.90</td>
<td>60.21</td>
</tr>
<tr>
<td>+ OneStage</td>
<td>71.87</td>
<td>70.19</td>
<td>71.02</td>
<td>60.50</td>
</tr>
<tr>
<td>+ TwoStage</td>
<td>73.09</td>
<td>71.64</td>
<td>72.36</td>
<td>61.95</td>
</tr>
<tr>
<td>Björkelund and Kuhn (2014)</td>
<td>74.30</td>
<td>67.46</td>
<td>70.72</td>
<td>62.71</td>
</tr>
<tr>
<td>+ Naive</td>
<td>71.38</td>
<td><strong>67.92</strong></td>
<td>69.61</td>
<td>59.72</td>
</tr>
<tr>
<td>+ Muller</td>
<td>73.11</td>
<td>67.74</td>
<td>70.32</td>
<td>61.51</td>
</tr>
<tr>
<td>HotCoref</td>
<td>73.15</td>
<td>67.79</td>
<td>70.37</td>
<td>61.54</td>
</tr>
<tr>
<td>+ OneStage</td>
<td>73.49</td>
<td>67.77</td>
<td>70.51</td>
<td>61.94</td>
</tr>
<tr>
<td>+ TwoStage</td>
<td>74.79</td>
<td>69.20</td>
<td>71.88</td>
<td>63.59</td>
</tr>
</tbody>
</table>

(9) At this point they’ve *wittled* it down to one aircraft and a missing crew of four individuals. So we’ve gone from several possible aircraft to one aircraft and from several missing airmen to four. So how much easier will *that* make it for you to unlock this case, do you think?

(10) What do you mean by *that*? Either she either passed out regurgitated. Something had happened. And on top of *that* now there’s a statement…

The examples (8)–(10) show the difficulty of annotating discourse deixis relations under guidelines that require a unique verbal antecedent (Poesio and Artstein, 2008; Recasens, 2008). In our analysis we found several cases in which more than one antecedent is acceptable. This is usually the case when there is an elaboration (i.e., both the first clause and the follow-up clause restating or elaborating on the first one are acceptable antecedents, as in (9)) or a sequence of related and overlapping events. As pointed out by Poesio and Artstein (2008), “it is not completely clear the extent to which humans agree on the interpretation of such expressions,” and the inconsistencies observed in the data are evidence of this.

Another class of hard cases are the discourse-deictic pronouns that are used for *packaging* a previous fragment or set of clauses (10). It is very hard to pick an antecedent for them, even deciding whether the antecedent is an NP or a clause (Francis, 1994).

Finally, in 20% of the cases the system and the annotation are in disagreement, but both decisions are debatable. In many of them, the system did not make any prediction, but the one in the gold annotation is incorrect. In (11), *act* is a more plausible antecedent for *that*.

(11) “Why didn’t the Bank Board act sooner?” he said. “*That* is what Common Cause should ask be investigated.”

As a result, even though our system obviously makes multiple mistakes in its decisions, we believe that the evaluation overpenalizes its performance due to the debatable and not always clear-cut annotations discussed above. Discourse deixis resolution is a hard problem in itself (the chances of selecting a wrong antecedent for a pronoun are many times greater than picking the right one), and this difficulty is accentuated by the problematic annotations in the training and test data.

Given the difficulty of identifying a single antecedent to discourse-deictic pronouns, as evidenced by the low inter-annotator agreement on this task, a more flexible evaluation measure for discourse deixis systems is needed.
7 Conclusion

We have presented an automatic system for discourse deixis resolution. The system works in two stages: first classifying pronouns as discourse deictic or not, and then assigning an antecedent. Empirical evaluations show that our system outperforms naive baselines as well as the only existing comparable system. Additionally, when stacked on top of two different state-of-the-art NP coreference resolvers, our system yields improvements on the B3, CEAFe and CoNLL measures. The results are still far from the upper bound achievable by an oracle. However, our research highlights the inconsistencies in the annotation of discourse deixis in existing resources, and thus the performance of our system is likely underestimated.

These inconsistencies call for future work to improve existing annotated corpora so that similar systems may be more fairly evaluated. Regarding our approach, a tighter integration between the NP and discourse deixis components could help them make more informed decisions. Other future research includes jointly learning the classification and resolution stages of our system, and exploring semi-supervised learning techniques to compensate for the paucity of annotated data. Finally, we would like to transfer our system to other languages.
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Abstract

Readability depends on many factors ranging from shallow features like word length to semantic ones like coherence. We introduce novel graph-based coherence features based on frequent subgraphs and compare their ability to assess the readability of Wall Street Journal articles. In contrast to Pitler and Nenkova (2008) some of our graph-based features are significantly correlated with human judgments. We outperform Pitler and Nenkova (2008) in the readability ranking task by more than 5% accuracy thus establishing a new state-of-the-art on this dataset.

1 Introduction

Readability depends on many factors which enable readers to process a text. These factors can be used by readability assessment methods to quantify the difficulty of text understanding. Possible applications of readability assessment are automatic text summarization and simplification systems. Measuring readability can also be used in question answering and knowledge extraction systems to prune texts with low readability (Kate et al., 2010).

Many different text features have been used to assess readability. They include shallow features (Flesch, 1948; Kincaid et al., 1975), language modeling features (Si and Callan, 2001; Collins-Thompson and Callan, 2004), syntactic features (Schwarm and Ostendorf, 2005) and text flow or coherence (Barzilay and Lapata, 2008; Pitler and Nenkova, 2008). In a coherent text each sentence has some connections with other sentences. Although these local connections make the text more readable, the corresponding coherence features used in Pitler and Nenkova (2008) (Section 2) are not strongly correlated with human judgments.

The main goal of this paper is to introduce novel graph-based coherence features for assessing readability. To achieve this goal, we use the entity graph coherence model by Guinaudeau and Strube (2013) (Section 3.1.1) and follow two ideas. The first main idea is to use a graph representation of rhetorical relations between sentences of a text (Section 3.1.2) and to merge the entity graph and the rhetorical graph (Section 3.1.3). Hence we enrich the entity graph and consequently consider the distribution of two aspects of coherence (i.e. entities and discourse relations) simultaneously. The second main idea is to apply subgraph mining algorithms to find frequent subgraphs (i.e. patterns) in texts (Section 3.2). Subgraph mining has been successfully applied to other tasks, e.g. image processing (Nowozin et al., 2007) and language modeling (Biemann et al., 2012). We hypothesize that text coherence correlates with frequent subgraphs (vaguely reminding us of coherence patterns (Daneš, 1974)) and that the mined patterns are good predictors for readability ratings.

Our study is novel in introducing new and informative graph-based coherence features. We examine the predictive power of these feature in two experiments: first, readability rating prediction, and second, ranking texts according to the readability (Section 5).
2 Readability Assessment

The quality of a text depends on different factors which make the text easier to read. These factors range from shallow features like word length to semantic features like coherence. Readability assessment leads to two problems: distinguishing and recognizing readability levels of texts and predicting human readability ratings.

Pitler and Nenkova (2008) use all entity transitions of the entity grid model (Barzilay and Lapata, 2008) as coherence features. They compute the correlation between them and readability ratings and show that none of them is significantly correlated with human readability judgments. Indeed, none of these features on its own is a good predictor to measure coherence and to predict readability as well.

3 Method

We introduce the graph representation of a text and propose to use these graphs to model coherence.

3.1 Graphs

3.1.1 Entity Graph

Guinaudeau and Strube (2013) describe a graph-based version of the entity grid model (Barzilay and Lapata, 2008) which models the interaction between entities and sentences as a bipartite graph. This graph contains two sets of nodes: sentences and entities. Sentence and entity nodes are connected if and only if the entity is mentioned in the sentence (Figure 1). Edges are weighted according to the grammatical role of the entity mentioned in the sentence.

Guinaudeau and Strube (2013) model entity transitions between sentences via a one-mode projection of the entity graph. The one-mode projection is a graph consisting of sentence nodes that are connected if and only if they have at least one entity in common in the entity graph. One-mode projections are directed as they follow the text order. Hence, backward edges never occur. Guinaudeau and Strube (2013) introduce three kinds of projections. The unweighted projection $P_{ER}^u$ models the existence of the entity connections between sentences. The weighted projection $P_{ER}^w$ uses the number of shared entities by sentences as a weight for the corresponding edge (Figure 2). $P_{acc}^w$ takes the grammatical function of entities in sentences into account as edge weights. Guinaudeau and Strube (2013) show that $P_{acc}^w$ does not perform well for readability assessment. It does not outperform $P_{ER}^w$ in our

Table 1: A sample text from the Wall Street Journal dataset (Pitler and Nenkova, 2008).

<table>
<thead>
<tr>
<th>Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$: The [Associated] [Press]'s [earthquake] [coverage] drew [attention] to a [phenomenon] that deserves some [thought] by public [officials] and other [policy] [makers].</td>
</tr>
<tr>
<td>$S_2$: Private [relief] [agencies], such as the [Salvation] [Army] and [Red] [Cross], mobilized almost instantly to help [people], while the [Washington] [bureaucracy] “took [hours] getting into [gear].”</td>
</tr>
<tr>
<td>$S_3$: One [news] show we saw [yesterday] even displayed 25 federal [officials] meeting around a [table].</td>
</tr>
<tr>
<td>$S_4$: We recall that the [mayor] of [Charleston] complained bitterly about the federal [bureaucracy]'s response to [Hurricane Hugo].</td>
</tr>
<tr>
<td>$S_5$: The [sense] grows that modern public [bureaucracies] simply don’t perform their assigned [functions] well.</td>
</tr>
</tbody>
</table>
Figure 2: $P^{ER}_u$: unweighted, and $P^{ER}_w$: weighted projection graphs. In the weighted projection all edge weights are equal to one, because all sentences share one entity.

experiments as well. Thus, we do explain further details of $P^{ER}_w$ here.

3.1.2 Discourse Relation Graph

Lin et al. (2011) and Lin (2011) use Rhetorical Structure Theory (RST) to describe and model coherence by considering the transitions between discourse relations. Inspired by the entity grid they expand the relation sequence into a two-dimensional matrix whose rows and columns are sentences and entities, respectively. The cell $\langle s_i, e_j \rangle$ corresponds to the set of discourse relations entity $e_j$ is involved with in sentence $s_i$. These methods are based on entity transitions which, however, are intuitively implausible, because discourse relations connect sentences (or elementary discourse units).

Since discourse relations capture interactions between sentences (Table 2), we model these relations with a graph.

<table>
<thead>
<tr>
<th>Relation</th>
<th>Arg1</th>
<th>Arg2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implicit_Expansion</td>
<td>S1</td>
<td>S2</td>
</tr>
<tr>
<td>Explicit_Comparison</td>
<td>S2</td>
<td>S2</td>
</tr>
<tr>
<td>Implicit_Expansion</td>
<td>S2</td>
<td>S3</td>
</tr>
<tr>
<td>Implicit_Temporal</td>
<td>S3</td>
<td>S4</td>
</tr>
<tr>
<td>Implicit_Contingency</td>
<td>S4</td>
<td>S5</td>
</tr>
</tbody>
</table>

Table 2: PDTB-style discourse relations (Prasad et al., 2008) of the sample text in Table 1

A discourse relation graph is $P^{DR}_u = (V, R)$, where $V$ is the set of sentence nodes and $R$ is the edge set which represents all discourse relations in the text. Two sentence nodes are adjacent if and only if they are connected by at least one discourse relation. Intra-sentential discourse relations are represented as self-edges. We define $P^{DR}_w$ as a weighted discourse relation graph whose edge weights are

the number of discourse relations between sentence nodes (Figure 3).

3.1.3 Combined Entity and Discourse Relation Graphs

Both projection and discourse relation graphs represent different types of connections. These graphs can be merged by employing basic operators.

We use the $\lor$ operator (logical OR) to combine the projection graph $P^{ER}_u$ with the $P^{DR}_u$ graph. The $\lor$ operator takes two sentence nodes and creates an edge between them if they are connected at least by one connection, whether entity transition ($P^{ER}_u$) or discourse relations ($P^{DR}_u$). The other basic logical operators (e.g., $\land$ or $\oplus$) lose connections. Hence we do not report on their performance. Inspired by linear regression models we combine the weighted graphs by adding (+) the edge weights in $P^{ER}_w$ and $P^{DR}_w$ (Figure 4).

3.2 Coherence Features

We use the proposed graphs to introduce novel coherence features.

Average outdegree. Measures to which extent a sentence is connected with other sentences (Guin-audeau and Strube, 2013):

$$AvgOutDegree(P) = \frac{\sum_{s \in S} OutDegree(s)}{|S|}$$
where $\text{OutDegree}(s)$ is the sum of the weights associated with edges that leave node $s$ and $\|S\|$ is the number of sentences in the text.

**Number of components.** The projection graph can be disconnected. A graph is disconnected if there are at least two nodes which are not reachable from each other (like $s_1$ and $s_2$ in Figure 2). A maximal non-empty connected subgraph in a graph is called component. Each projection graph in Figure 2 contains two components. Intuitively, projection graphs of a more coherent text should contain fewer number of components. The outdegree does not capture this type of connectivity. E.g., in Figure 5 the average outdegree of the two graphs is equal, while the left graph contains more components and should be less coherent.

![Graphs](image)

Figure 5: Two graphs with the same outdegree value. Graph (a) has two components. It is less coherent.

**Frequent subgraphs.** We hypothesize that particular coherence patterns show a correlation with readability. These patterns are encoded as subgraphs in graphs. An advantage is that coherence can be measured beyond simple sentence or node connectivity. We first define the graph concepts employed.

*Isomorphic.* Two graphs $G$ and $G'$ are isomorphic, if they fulfill two conditions: there should be a one-to-one association between nodes of $G'$ and those of $G$, and two nodes of $G'$ should be connected, if and only if their associated nodes in $G$ are connected.

*Subgraph.* Graph $G'$ is a subgraph of graph $G$, if $G'$ is isomorphic to a graph whose nodes and edges are in $G$.

*k-node subgraph.* A subgraph with $k$ nodes is called $k$-node subgraph.

*Induced subgraph.* The graph $G'$ is an induced subgraph of graph $G$, if $G'$ is a subgraph of $G$ whose nodes are connected by all edges which connect the corresponding nodes in $G$ (Figure 6). We always mean induced subgraphs when using the term subgraph.

*Frequent subgraph & minimum support.* Let $\zeta = \{G_1, G_2, \ldots, G_n\}$ be a database of $n$ graphs. For each subgraph $sg$, $\text{support}(sg)$ denotes the number of graphs in $\zeta$ which contain $sg$ as a subgraph. A subgraph $sg$ is a frequent subgraph if and only if $\text{support}(sg) > \lambda$, where $\lambda$ is called minimum support.

*Graph signature.* Given a set of frequent subgraphs $\{sg_1, sg_2, \ldots, sg_m\}$, a graph signature for $G \in \zeta$ is the vector $\Phi(G) = (\phi(sg_1, G), \phi(sg_2, G), \ldots, \phi(sg_m, G))$, where

$$
\phi(sg_i, G) = \frac{\text{count}(sg_i, G)}{\sum_{sg_j \in \{sg_1, sg_2, \ldots, sg_m\}} \text{count}(sg_j, G)}
$$

Here $\text{count}(sg_i, G)$ is the number of occurrences of $sg_i$ in graph $G$. We use the relative frequency $\phi(sg_i, G)$ because it compares graphs with different numbers of nodes and different numbers of edges.

Subgraph features are divided into two categories: basic subgraphs and frequent large subgraphs.

**Basic subgraphs.** Instead of frequent subgraphs all possible 3-node subgraphs (Figure 7) are used as basic subgraphs because they are the smallest meaningful subgraphs that can model coherence patterns.

![Subgraphs](image)

Figure 7: All possible directed 3-node subgraphs.

Because backward edges never occur in one-mode projections, only four subgraphs are feasible (Figure 8).

We interpret these subgraphs as follows:

- $sg_1$: The connection between a sentence and subsequent ones. In other words, at least two entities are mentioned in one sentence and subsequent ones are about these entities.
Figure 8: Feasible 3-node subgraph coherence features. Node labels illustrate the order of sentences. Sentence \( s_t \) occurs before sentence \( s_u \), and sentence \( s_u \) occurs before sentence \( s_v \) (i.e. \( t < u < v \)).

- \( sg_2 \): Indicates that entities in \( s_t \) and \( s_u \) get connected to each other in \( s_v \).
- \( sg_3 \): Each sentence tends to refer to the most prominent entity (focus of attention) in preceding sentences (Sidner, 1983; Grosz et al., 1995). The absence of a connection between \( s_t \) and \( s_v \) indicates that the entity connecting \( s_t \) and \( s_u \) is different from the entity connecting \( s_u \) and \( s_v \). Therefore this subgraph approximately corresponds to the shift of the focus of attention.
- \( sg_4 \): Merges \( sg_1 \) and \( sg_3 \) and represents all connections of these two subgraphs.

We use these feasible 3-node subgraphs and compute the graph signature, \( \Phi \), of each \( G \in \zeta \). We propose each \( \varphi \in \Phi \) (i.e. relative frequency of each subgraph in \( G \)) as a connectivity feature of graph \( G \) to measure text coherence.

**Frequent large subgraphs.** Since we observe a strong correlation between basic subgraphs and human readability ratings (Table 4), we mine frequent large subgraphs of projection graphs. Our intuition is that larger subgraphs are more informative coherence patterns. Hence, we extend the coherence features from all feasible 3-node subgraphs to frequent \( k \)-node subgraphs. We first use an efficient subgraph mining algorithm to extract all subgraphs with size \( k \) and then compute the count of each subgraph as an induced subgraph in each graph \( G \in \zeta \). We retain a subgraph \( sg \), if it is frequent (i.e. \( \text{support}(sg) > \lambda \)). The result of these steps is a two-dimensional matrix whose rows represent graphs in \( \zeta \) and columns represent frequent subgraphs with size \( k \). The cell \( \langle G_i, sg_j \rangle \) shows the count of \( sg_j \) in graph \( G_i \). Given this matrix, we compute the graph signature of each \( G \in \zeta \) and take each element of the graph signature as a coherence feature.

4 Experiments

4.1 Data

We use the dataset created by Pitler and Nenkova (2008) which consists of randomly selected articles from the Wall Street Journal corpus. The articles were rated by three humans on a scale from 1 to 5 for readability based on quality measures that are designed to estimate the coherence of articles. The final readability score of each article is the average of these three ratings.

We exclude three files from this dataset: \( \text{wsj-0382} \) does not exist in the Penn Treebank (Marcus et al., 1994). \( \text{wsj-2090} \) does not exist in the Penn Discourse Treebank (Prasad et al., 2008). \( \text{wsj-1398} \) is a poem.

4.2 Settings

**Entity graph.** We use the gold parse trees in the Penn Treebank (Marcus et al., 1994) to extract all nouns in a document as mentions. We consider nouns with identical stem\(^2\) as coreferent. We divide the edge weight between two sentence nodes \( s_i \) and \( s_j \) by their distance \( j - i \) to decrease the importance of links that exist between non-adjacent sentences.

**Discourse relation graph.** We use gold PDTB-style discourse relations (Prasad et al., 2008). We filter out EntRel and NoRel relations.

**Number of components.** For counting the number of components in each projection graph, the SageMath\(^3\) package is used. This feature is computed on unweighted projections (i.e. \( p_u^{\text{ER}} \)).

**Frequent subgraphs.** Since subgraph mining is an NP-complete problem, different algorithms have been introduced to improve the performance of subgraph mining. We use the gSpan\(^4\) algorithm (Yan and Han, 2002) to mine subgraphs of a graph database which contains \( P_u \) projections. An advantage of using efficient subgraph mining algorithms is that we can exhaustively search very large subgraph spaces. A graph with \( ||E|| \) edges, however, potentially has \( O(2^{||E||}) \) subgraphs. Having sparse graphs...

---

\(^1\)Pitler and Nenkova (2008) also remove one file from their experiments. We assume that it is \text{wsj-0382}.

\(^2\)We use Stanford CoreNLP (http://nlp.stanford.edu/software/corenlp.shtml)

\(^3\)http://sagemath.org/download-linux.html

\(^4\)We use the Java package: http://www.cs.ucsb.edu/~xyan/software/gSpan.htm
and using efficient subgraph mining algorithm lets us to search through this space. We mine subgraphs with $k = 4$ and $\lambda = 0$ (Figure 9).

### 4.3 Evaluation

We evaluate on the following benchmark tasks.

**Readability assessment.** We use the Pearson correlation coefficient to find features correlated with readability scores. It takes feature values and readability scores of all articles and returns $-1 \leq \rho \leq +1$. A high value of $|\rho|$ shows a strong correlation. We report statistical significance on the 0.05-level$^5$.

**Readability as ranking.** We rank texts pairwise with respect to their readability. We define a classification problem with a set of text pairs and a label, which indicates whether the first text in a pair is more readable. We use every two texts whose human readability scores differ by at least 0.5. Each text is represented with its graph-based coherence features. We employ WEKA’s linear support vector implementation (SMO) to classify the pairs. Performance is evaluated using 10-fold cross-validation.

### 5 Results

**Readability assessment.** We report the correlation of our coherence models encoded in graph features and compare them with Guinaudeau and Strube’s (2013) entity graph as the state-of-the-art coherence model. Pitler and Nenkova (2008) show that the entity transition features extracted from the entity grid model (Barzilay and Lapata, 2008) on its own do not significantly predict human readability ratings. So we do not describe their results here.

The results for the outdegree feature is shown in Table 3. The average outdegree of $P_w^{ER}$ is highly correlated with human readability ratings. This confirms the readability results of Guinaudeau and Strube (2013) on the Encyclopedia Britannica dataset. The outdegrees of discourse relation graphs are more strongly correlated with human readability ratings than the outdegree of the projections in the entity graph, suggesting that efficient graph-based encoding of discourse relations can measure readability well. The outdegree of the combined graph $P_w^{ER} + P_w^{DR}$ is highly correlated, showing that the interaction of entity connections and discourse relations is important for text coherence. However, none of the outdegree measures in this table are significantly correlated with human readability rat-

---

$^5$The results written in bold face (Section 5).

---

<table>
<thead>
<tr>
<th></th>
<th>$\rho$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Entity Graph</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_w^{ER}$</td>
<td>-0.013</td>
<td>0.949</td>
</tr>
<tr>
<td>$p_w^{ER}$</td>
<td>0.151</td>
<td>0.452</td>
</tr>
<tr>
<td>$p_w^{ER}$</td>
<td>0.150</td>
<td>0.455</td>
</tr>
<tr>
<td><strong>Discourse Relation Graph</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_w^{DR}$</td>
<td>0.150</td>
<td>0.455</td>
</tr>
<tr>
<td>$p_w^{DR}$</td>
<td>0.155</td>
<td>0.440</td>
</tr>
<tr>
<td><strong>Combination of Entity and Discourse Relation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_w^{ER} \lor p_w^{DR}$</td>
<td>0.083</td>
<td>0.681</td>
</tr>
<tr>
<td>$p_w^{ER} + p_w^{DR}$</td>
<td>0.185</td>
<td>0.356</td>
</tr>
<tr>
<td>$p_w^{ER} + p_w^{DR}$</td>
<td>0.187</td>
<td>0.350</td>
</tr>
</tbody>
</table>

Table 3: The correlation of the average outdegree of different graphs with human readability ratings.
ings, confirming the intuition that outdegree only measures node connectivity in graphs and it is not enough to measure readability.

<table>
<thead>
<tr>
<th>Number of Components</th>
<th>( \rho )</th>
<th>p_value</th>
</tr>
</thead>
<tbody>
<tr>
<td>sg1</td>
<td>0.310</td>
<td>0.116</td>
</tr>
<tr>
<td>sg2</td>
<td>−0.325</td>
<td>0.098</td>
</tr>
<tr>
<td>sg3</td>
<td>−0.384</td>
<td>0.048</td>
</tr>
<tr>
<td>sg4</td>
<td>0.108</td>
<td>0.592</td>
</tr>
</tbody>
</table>

Table 4: Number of components and subgraph sg3 are significantly correlated to readability.

Table 4 shows the correlation of two features of projections\(^6\): The number of components has a strong and significant negative correlation with human readability ratings\(^7\), suggesting that simple properties of graphs measure text coherence. The lower part of Table 4 shows the correlation of the relative frequency of 3-node subgraphs (see Figure 8). More readable articles have many sg1 and few number of sg2 patterns. Pattern sg3 is significantly and negatively correlated with human readability judgments, confirming the intuition that many shifts in focus of attention make texts difficult to read.

Table 5 shows the correlation between the relative frequency of 4-node subgraphs and readability ratings. First, most subgraphs with less than four edges are negatively correlated with readability, except sg20 and sg24 which are weakly correlated with readability. Few connections between sentences make the text difficult to read.

Second, the highest positive and significant correlation of sg12 and the most negatively correlated subgraph sg11 show that different patterns of edges in subgraphs capture readability judgments. Stoddard (1991, p.29) explains this by the ambiguity node phenomenon: “[...] in some cases, there may be more than one logical, possible node for a given cohesive element in a text, in which case, a reader may see the resulting ambiguity but not be able to decide between the choices”. E.g., in sg11 a reader may make a decision about the focus of attention in sg11, while in sg12 the focus of attention of sg12 is the same as the focus of attention of sg11. This phenomenon can also be observed in all positively correlated subgraphs. If readers have to return to one point in the text, they prefer to return to a sentence which is the core of the preceding sentences. However, we should refrain from interpreting too much into these patterns.

Finally, we conclude that in all strongly negative correlated subgraphs, a subgraph suffers either from edge shortage or the ambiguity node phenomenon like sg7.

Table 5: The correlation between the relative frequency of 4-node subgraphs and readability ratings.

<table>
<thead>
<tr>
<th>number of edges</th>
<th>( \rho )</th>
<th>p_value</th>
</tr>
</thead>
<tbody>
<tr>
<td>sg1</td>
<td>0.103</td>
<td>0.609</td>
</tr>
<tr>
<td>sg2</td>
<td>−0.212</td>
<td>0.288</td>
</tr>
<tr>
<td>sg3</td>
<td>−0.176</td>
<td>0.380</td>
</tr>
<tr>
<td>sg4</td>
<td>−0.257</td>
<td>0.196</td>
</tr>
<tr>
<td>sg5</td>
<td>−0.140</td>
<td>0.486</td>
</tr>
<tr>
<td>sg6</td>
<td>0.200</td>
<td>0.317</td>
</tr>
<tr>
<td>sg7</td>
<td>−0.402</td>
<td>0.038</td>
</tr>
<tr>
<td>sg8</td>
<td>−0.317</td>
<td>0.107</td>
</tr>
<tr>
<td>sg9</td>
<td>0.153</td>
<td>0.446</td>
</tr>
<tr>
<td>sg10</td>
<td>−0.238</td>
<td>0.232</td>
</tr>
<tr>
<td>sg11</td>
<td>−0.509</td>
<td>0.007</td>
</tr>
<tr>
<td>sg12</td>
<td>0.449</td>
<td>0.019</td>
</tr>
<tr>
<td>sg13</td>
<td>−0.045</td>
<td>0.824</td>
</tr>
<tr>
<td>sg14</td>
<td>−0.033</td>
<td>0.870</td>
</tr>
<tr>
<td>sg15</td>
<td>−0.358</td>
<td>0.067</td>
</tr>
<tr>
<td>sg16</td>
<td>−0.068</td>
<td>0.736</td>
</tr>
<tr>
<td>sg17</td>
<td>−0.308</td>
<td>0.118</td>
</tr>
<tr>
<td>sg18</td>
<td>−0.546</td>
<td>0.003</td>
</tr>
<tr>
<td>sg19</td>
<td>−0.601</td>
<td>0.001</td>
</tr>
<tr>
<td>sg20</td>
<td>0.094</td>
<td>0.641</td>
</tr>
<tr>
<td>sg21</td>
<td>0.068</td>
<td>0.736</td>
</tr>
<tr>
<td>sg22</td>
<td>−0.374</td>
<td>0.055</td>
</tr>
<tr>
<td>sg23</td>
<td>−0.314</td>
<td>0.111</td>
</tr>
<tr>
<td>sg24</td>
<td>0.100</td>
<td>0.620</td>
</tr>
</tbody>
</table>

\(^6\)Although, the proposed features can be applied on all kind of presented graphs, we evaluate them (except outdegree) only on projections of the entity graph model. We leave the application to the other graph representations for future work.

\(^7\)This supports Karamanis et al. (2009) who report that NOCB transitions in the centering model can be used for the sentence ordering task.
3-node subgraphs, because $sg_{12}$ captures more circumstances about $s_t$. The relative frequency of $sg_{12}$ is more informative than $sg_4$’s relative frequency.

**Readability as ranking.** Results of the readability ranking problem are shown in Table 6. Baseline features are entity transition features which are used as coherence features by Pitler and Nenkova (2008).8

<table>
<thead>
<tr>
<th>Features</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baselines</strong></td>
<td></td>
</tr>
<tr>
<td>None (Majority class)</td>
<td>47.85%</td>
</tr>
<tr>
<td>Baseline features (Pitler and Nenkova, 2008)</td>
<td>83.25%</td>
</tr>
<tr>
<td><strong>Graph-based Features</strong></td>
<td></td>
</tr>
<tr>
<td>Number of components</td>
<td>61.72%</td>
</tr>
<tr>
<td>Basic subgraphs (3-node)</td>
<td>79.43%</td>
</tr>
<tr>
<td>Frequent large subgraphs (4-node)</td>
<td>89.00%</td>
</tr>
<tr>
<td>Frequent basic + large subgraphs</td>
<td>88.52%</td>
</tr>
<tr>
<td>Baseline features + frequent large subgraphs</td>
<td>93.30%</td>
</tr>
</tbody>
</table>

Table 6: SVM prediction accuracy.

When classifying with graph signatures based on basic subgraphs, accuracy is lower than with the baseline coherence features. This is probably related to the entity grid features which represent grammatical role transitions of entities, while the basic subgraphs only models the occurrence of entities across sentences. Graph signatures based on large subgraphs improve the performance of basic subgraphs by around 10%. This high accuracy verifies that larger subgraphs capture coherence patterns with high quality. Combining basic (3-node) and large subgraphs (4-node) cannot improve the performance of the large subgraphs features. This probably is because basic subgraphs are implicitly included in larger subgraphs. The combination of coherence baseline features and frequent large subgraphs improves the accuracy.

**6 Related Work**

There is a research tradition developing metrics for readability and using these metrics to quantify how difficult it is to understand a document. Shallow features such as word, sentence and text length, which only capture superficial properties of a text, have been used traditionally (Flesch, 1948; Kincaid et al., 1975). De Clercq et al. (2014) use traditional shallow features and apply these to a new corpus annotated with two different methodologies. However, some studies indicate that shallow features do not precisely predict the readability of a text (Feng et al., 2009; Petersen and Ostendorf, 2009). Later studies introduce deeper (more semantic) features such as those obtained by language models (Si and Callan, 2001; Collins-Thompson and Callan, 2004) and syntactic features like the number of NPs in sentences or the height of the sentence’s parse tree (Schwarm and Ostendorf, 2005; Heilman et al., 2007). Barzilay and Lapata (2008) propose an entity-based coherence model which operationalizes some of the intuitions behind the centering model (Grosz et al., 1995). Although this model works well on the sentence ordering and summary coherence rating tasks, it does not work well for readability assessment. Only when combining the entity grid with features taken from Schwarm and Ostendorf (2005) the entity grid performs competitively.

While most of these studies predict the readability level of documents, Pitler and Nenkova (2008) present a new readability dataset with Wall Street Journal articles, where each article is assigned human readability ratings. They analyze the correlation between different readability features and human readability scores. They show no correlation between entity-transition features and readability scores. In contrast to them we are able to report a statistically significant correlation between some entity-based features and human readability ratings.

**7 Conclusions**

We proposed graph-based coherence features based on the notion of frequent subgraphs. We analyzed these features on the dataset created by Pitler and Nenkova (2008) which associates human readability ratings with each document. We have shown that frequent subgraphs represent coherence patterns in a text. Larger subgraphs obtain a high and statistically significant correlation with human readability ratings.

Pitler and Nenkova (2008) did not achieve statistically significant (positive or negative) correlations between their features derived from the entity grid and human readability ratings. In contrast, some of the accuracy reported in their paper is 79.42%. Our reimplementation achieves higher accuracy, because our dataset has three articles less.
our automatically induced subgraphs have a strong statistically significant correlation. We also outperform Pitler and Nenkova (2008) in the readability ranking task by more than 5% accuracy thus establishing a new state-of-the-art on this dataset. We conclude that the graph-based representation (Guinaudeau and Strube, 2013) is a better and more informative starting point for assessing readability.

In future work, we plan to induce common subgraphs and apply our method to different datasets (e.g., the dataset created by De Clercq et al. (2014)) combined with other readability features (Schwarm and Ostendorf, 2005).
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