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Preface

The precious volume you are currently reading contains the papers accepted for presentation at the Australasian Language Technology Association Workshop (ALTA) 2012, held at the University of Otago in Dunedin, New Zealand on 4–6 December 2012. We are excited that this tenth anniversary edition of the ALTA Workshop sees ALTA leaving Australia for the first time, and becoming a truly Australasian workshop. Sadly we say goodbye to the Aussie bush hat on the conference webpage, but it is in the spirit of Mick “Crocodile” Dundee that we cross the Tasman.

The goals of the workshop are to:

- bring together the growing Language Technology (LT) community in the Australasian region and encourage interactions;
- encourage interactions and collaboration within this community and with the wider international LT community;
- foster interaction between academic and industrial researchers, to encourage dissemination of research results;
- provide a forum for students and young researchers to present their research;
- facilitate the discussion of new and ongoing research and projects;
- provide an opportunity for the broader artificial intelligence community to become aware of local LT research; and, finally,
- increase visibility of LT research in Australasia and overseas.

This year’s ALTA Workshop presents 14 peer-reviewed papers, including eleven full and three short papers. We received a total of 18 submissions. Each paper, full and short, was reviewed by at least three members of the program committee. With the more-international flavour of the workshop, this year’s program committee consisted of more members from outside of Australia and New Zealand than in past years. The reviewing for the workshop was double blind, and done in accordance with the DIISRTE requirements for E1 conference publications. Furthermore, great care was taken to avoid all conflicts of interest; in particular, no paper was assessed by a reviewer from the same institution as any of the authors. In the case of submissions by a programme co-chair, the double-blind review process was upheld, and acceptance decisions were made by the non-author co-chair.

In addition to peer-reviewed papers, the proceedings include the abstracts of the invited talks by Jen Hay (University of Canterbury) and Chris Brockett (Microsoft Research), both of whom we are honoured to welcome to ALTA. Also within, you will find an overview of the ALTA Shared Task and three system descriptions by shared task participants. These contributions were not peer-reviewed.

We would like to thank, in no particular order: all of the authors who submitted papers to ALTA; the fellowship of the program committee for the time and effort they put into maintaining the high standards of our reviewing process; our Man In Dunedin, the local organiser Alistair Knott for taking care of all the physical logistics and lining up some great social events; our invited speakers Jen Hay and Chris Brockett for agreeing to share their wisdom with us; the team from NICTA and James Curran for agreeing to host two fascinating tutorials, and; Diego Mollá and David Martinez, the program co-chairs of ALTA 2011, for their valuable help and support. We would like to acknowledge the constant support and advice of the out-going ALTA Executive Committee and in particular President Timothy Baldwin.

Finally, we gratefully recognise our sponsors: NICTA, Microsoft Research, Appen Butler Hill, and the University of Otago. Their generous support enabled us to offer travel subsidies to six students to attend and present at ALTA.

Paul Cook and Scott Nowson
Programme Co-Chairs
ALTA 2012 Programme

The proceedings are available online at http://www.alta.asn.au/events/alta2012/proceedings/
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Using a large annotated historical corpus to study word-specific effects in sound change

Jennifer Hay
School of Languages, Cultures and Linguistics
University of Canterbury
jen.hay@canterbury.ac.nz

Abstract
The Origins of New Zealand English Corpora (ONZE) at the University of Canterbury contain recordings spanning 150 years of New Zealand English. These have all been force-aligned at the phoneme-level, and are stored with many layers of annotation some which have been automatically generated, and some which have been manually annotated. We interact with the corpus via our custom LaBB-CAT interface (LAnguage, Brain and Behaviour Corpus Analysis Tool). I will begin the talk by describing and demonstrating the corpus, and its associated LaBB-CAT tool. I will then focus on one particular recent study which has used the corpus, which aims to understand processes of sound change.

The combination of the time-depth of the ONZE collection, and the degree of careful annotation it contains, makes it an ideal data-set for the study of mechanisms underlying sound change. In particular, we aim to address the question which has been the subject of long-standing debate in the sound-change literature do sound changes proceed uniformly through the lexicon, or are there word-specific changes, with some words more ahead in the change than others? I describe a study which aimed to investigate this question by focusing on the mechanisms underpinning the New Zealand English front short vowel shift, of the vowels in words like bat, bet and bit. We automatically extracted formant values for over 100,000 tokens of words containing these vowels, We show that this data contains good evidence for word-specific effects in sound change, and argue that these are predicted by current models of speech production and perception, in combination with well-established psycholinguistic processes.
Diverse Words, Shared Meanings: Statistical Machine Translation for Paraphrase, Grounding, and Intent

Chris Brockett
Microsoft Research
Redmond, WA
Chris.Brockett@microsoft.com

Abstract

Can two different descriptions refer to the same event or action? Recognising that dissimilar strings are equivalent in meaning for some purpose is something that humans do rather well, but it is a task at which machines often fail. In the Natural Language Processing Group at Microsoft Research, we are attempting to address this challenge at sentence scale by generating semantically equivalent rewrites that can be used in applications ranging from authoring assistance to intent mapping for search or command and control. The Microsoft Translator paraphrase engine, developed in the NLP group, is a large-scale phrasal machine translation system that generates short sentential and phrasal paraphrases in English and has a public API that is available to researchers and developers. I will present the data extraction process, architecture, issues in generating diverse outputs, applications and possible future directions, and discuss the strengths and limitations of the statistical machine translation model as it relates to paraphrasing, how paraphrase is like machine translation, and how it differs in important respects. The statistical machine translation approach also has broad applications in capturing user intent in search, conversational understanding, and the grounding of language in objects and actions, all active areas of investigation in Microsoft Research.
Full papers
A Citation Centric Annotation Scheme for Scientific Articles

Angrosh M.A. Stephen Cranefield Nigel Stanger
Department of Information Science, University of Otago, Dunedin, New Zealand
(angrosh, scranefield, nstanger}@infoscience.otago.ac.nz

Abstract
This paper presents an annotation scheme for modelling citation contexts in scientific articles. We present an argumentation framework based on the Toulmin model for scientific articles and develop an annotation scheme with different context types based on the argumentation model. We present the results of the inter-rater reliability study carried out for studying the reliability of our annotation scheme.

1 Introduction
Citations play an important role in scientific writing. However, there are not many tools that provide citation context based information services. The citation services provided by academic search engines such as Google Scholar includes information about the number of citing documents and links to citing articles. Search can also be performed for keywords in citing articles. Citation focused tools such as CiteSeerX and Microsoft Academic Search engines go a little further in identifying the passage of citations in citing articles. The objective of such services is to facilitate quick access to citation content to aid the learning process. However, the high volume of research content renders it difficult to achieve optimum use of these services.

Identifying this need, we proposed to develop tools for providing intelligent citation context based information services. However, an annotation scheme for citation contexts is one of the key requirements of citation context based information tools. An annotation scheme providing citation contexts can help in classifying citation passages and provide better citation context based information services. Accordingly, we studied the existing annotation schemes and noted that it was difficult to use these schemes for our application and proposed to develop a new annotation scheme. Angrosh, Cranefield and Stanger (2012a) have successfully used the annotation scheme with machine learning techniques for developing intelligent citation context based tools. These included a linked data application (Angrosh, Cranefield, and Stanger, 2012b) and a Web-based application.

We present in this paper our annotation scheme designed to represent citation contexts based on an argumentation model, which can be used to develop citation context based information tools.

2 Related Work
Over the years, several researchers have proposed annotation schemes for scientific articles. These schemes can be classified into two categories: (a) those that consider the full text of an article; and (b) those addressing citation sentences only.

2.1 Annotation Schemes for Full Text
Conceptualizing the idea of ‘argumentative zoning’, Teufel (1999) proposed an annotation scheme of seven categories and called them argumentative zones for sentences. Mizuta and Collier (2004a) extended Teufel’s argumentation scheme (Teufel, 1999) for zone analysis in biology texts and provided a scheme of seven categories. Langer et al. (2004) noted that newer applications in areas such as the Semantic Web required richer and more fine-grained annotation of seven topic types for documents. Motivated by the need to identify passages of reliable scientific facts, Wilbur et al. (2006) devised an annotation scheme of five categories for biomedical texts. Ibeke-w-sanjuan et al. (2007) developed local grammars to annotate sentences in a rhetorical scheme consisting of eight categories. Liakata et al. (2009) presented two complementary annotation schemes for scientific papers in

---

1 http://scholar.google.com
2 http://citeseerx.ist.psu.edu
3 http://academic.research.microsoft.com/

---


2.2 Annotation Schemes for Citation Sentences

Researchers have also specifically focused on citation sentences. In 1965, Eugene Garfield, the creator of Science Citation Index, outlined fifteen different reasons for citations (Garfield, 1964). Lipetz (1965) explored the possibility of improving selectivity in citation indexes by including citation relationship indicators and devised a scheme of 29 citation relationship types for science literature. Claimed to be the first in-depth study on classifying citations, Moravcsik and Murugesan (1975) proposed a classification scheme for citations consisting of four categories. Chubin and Moitra (1975) redefined the four categories of Moravcsik and Murugesan as a set of six mutually exclusive categories in order to further generalize the scheme. Spiegel-Rosing (1977) analyzed the use of references in 66 articles published in Science Studies and proposed a classification scheme of 13 categories. Oppenheim and Renn (1978) proposed a scheme of seven categories identifying citation reasons for historical papers. Frost (1979) proposed a classification scheme of citations in literary research and applied the scheme for a sample of publications in German literary research. Peritz (1983) proposed a classification scheme of eight categories for substantive-empirical papers in social sciences.


3 Why another Annotation Scheme?

Though there already exist various annotation schemes for scientific articles, we present in this paper another annotation scheme that defines various context types for sentences. The objective of developing this annotation scheme is to provide a set of context type definitions that can be used for providing citation context based information services.

There exist several difficulties in using existing schemes across different applications. Baldi (1998) notes the older classification schemes published during the 1970s and the 1980s were developed in a completely ad hoc manner and were virtually isolated from one another during the development process. White (2004) described existing classification schemes as “idiosyncratic” and emphasized the difficulty in employing them, particularly when using them across disciplines.

Studies that have focused on the full text of the article (Teufel, 1999; Mizuta and Collier, 2004a; Langer et al., 2004; Wilbur et al., 2006; Ibekwe-sanjuan et al., 2007) have proposed a generic set of categories that would be less useful in designing citation context based services. The objective of these studies has been to achieve text summarization.

On the other hand, studies carried out with citation sentences have proposed fine-grained categories that are difficult to use. The use of these classification schemes presents challenges in defining features in order to achieve automatic citation classification. Further, a focus on citation sentences alone would result in excluding surrounding sentences of citations that can provide additional contextual knowledge about citations.

Gao, Tang and Lin (2009) recommend that the selection of an annotation scheme should be task-oriented, and that the optimal scheme for use should depend on the level of detail required by the application at hand. The key focus of our study is to identify contexts of citations and develop information systems based on this contextual knowledge. However, the use of existing schemes creates difficulties as it is either too generic or fine grained as mentioned above. Our application would require an annotation scheme that would consider both citation and non-citation sentences and provide a set of context types that can also be used for automatic context identification.
The structure of this paper is as follows. In Section 4, we describe an argumentation framework for scientific articles based on the Toulmin model. In Section 5, we present the different context type definitions for sentences in scientific articles, defined based on the argumentation model. In Section 6, we discuss the results of an inter-rater reliability study to evaluate this set of context types, and we conclude the paper in Section 7.

4 Argumentation in Scientific Articles

An important characteristic of a scientific article is its persuasive nature, and citations play an important role in developing this feature for an article. Gilbert (1977) viewed scientific papers as ‘tools of persuasion’ and noted that references increase the persuasiveness of a scientific paper. Brooks (1985) surveyed authors to assess their motivations for citing and concluded that persuasiveness was a major motivating factor. In another study, Brooks (1986) further confirmed his findings with a different survey, concluding that persuasiveness was the dominant reason for citing. Cozzens (1989) observed that the primary function of a document is to persuasively argue about a knowledge claim, and noted that the art of writing scientific papers consists of marshalling the available rhetorical resources such as citations to achieve this goal. Hyland (2002) observed that arguments in research articles required procedural and citation support.

Thus, it is evident that scientific papers are argumentative in nature and one of the prominent reasons for using citations is to persuade the reader about the argument presented in the paper.

4.1 Toulmin Model for Modelling Scientific Discourse

In order to develop an argumentation model for scientific articles, we make use of the well-known Toulmin model of argument (Toulmin, 1958). The Toulmin model asserts that most arguments can be modelled using six elements: claim, data, warrant, qualifier, rebuttal and backing. The first three are considered as essential components and the last three as additional components of an argument.

The Toulmin model of argument can be applied for scientific articles as shown in Figure 1. The different elements of the Toulmin model as applied to scientific articles are explained below.

![Figure 1: Argumentation Framework for Scientific Articles](image-url)

A **Claim** in the Toulmin model refers to the proposition or conclusion of an argument. With respect to a scientific article, a claim therefore consists of the statements that describe the outcomes or the results of the article (block 1 in Figure 1). In other words, these are the statements that refer to the problems solved by the article.

The **Data** in the Toulmin model refers to the factual information that supports the claim. In a scientific article, these are the research findings that are used to substantiate the claim, i.e., the results or outcomes of the article (block 2).

A **Rebuttal** in the Toulmin model refers to exceptions to the claim. In a scientific article, these are the statements that refer to the shortcomings or gaps of the article (block 3). These are situations where the results of the article may not hold or the problems that the article has not solved. The rebuttal statements also result in statements that refer to future work arising from the article (block 4).

A **Warrant** in the Toulmin model forms the key of the argument process and provides the reasoning and the thinking process that binds the data to the claim. With respect to a scientific article, warrants play a crucial role as it is this reasoning aspect that is responsible for making the article presentable. These are specifically a set of sentences that relate the data and claim for making the article convincing. They also connect rebuttal sentences for making the argument clear. The dotted lines in Figure 1, surrounding blocks 1 to 4, indicates this aspect of warrants, bringing together the different components of the article.

A **Backing** in the Toulmin model refers to aspects that provide additional support to a warrant. The use of citations in scientific articles...
can be identified with backing as explained below.

4.2 Role of Citations in the Argumentation Model

We explained in the previous sections an argumentation model for scientific articles based on the Toulmin model. We also noted that citations play an important role in scientific writing with their persuading nature as one of its prime characteristics.

In the argumentation model discussed above, citations can play various roles in different components. For example, citations can facilitate development of a good warrant. Citations can also be considered as warrants themselves as they also contribute to the reasoning process for linking data and the claim. Further, the data in the article can be developed using the outputs of the cited work.

To generalize this notion, citations can be considered as backing providing additional support to the different components of the argumentation model. This is indicated in Figure 1 with a link provided from block 3 to the overall warrant block comprising different elements of the Toulmin model.

5 Context Types for Sentences based on Argumentation Model

We discussed in the previous section an argumentation framework for scientific articles based on the Toulmin model of argument and identified citations as a backing component for presenting the argumentation made in the paper. We also noted that one of the prominent reasons for using citations is to persuade the reader. Generally, the act of persuasion involves providing sufficient proof in order to convince the reader about a concept or an idea. In a scientific article, the use of citations to persuade the reader may focus on the following:

1. To demonstrate that others (cited work(s)) have identified a similar problem.
2. To demonstrate that others (in cited work(s)) have solved a similar problem.
3. To demonstrate how the current paper solves other problems (presented in cited paper(s)).
4. To demonstrate the limitations or the shortcomings or the gaps of others (in cited work(s)).
5. To compare works of others (in cited paper(s)).
6. To compare the results of the current work with others (in cited work(s)).

Thus, we analyzed citations against these persuading characteristics in order to examine the role of citations. To this end, we created a dataset of 1000 paragraphs that had sentences with citations. Paragraphs with citations were only considered, as the focus was to identify the contexts of sentences with citations. These paragraphs were obtained from 71 research articles. The articles were chosen from the Lecture Notes in Computer Science (LNCS) series published by Springer and accessed according to the terms of our institutional licence.

The dataset had a total of 4307 sentences, including 1274 citation sentences and 3031 non-citation sentences. We differentiated between citation and non-citation sentences and manually analyzed each of these sentences. This resulted in defining various context types for sentences as discussed below.

The Oxford English Dictionary defines the word “context” as “the parts of something written or spoken that immediately precede and follow a word or passage and clarify its meaning” (Oxford Dictionary of English, 2010). Thus, the set of words in a sentence are chosen with an intention to provide a meaning to the reader. Following this definition, we identify the context type of a sentence as ‘the meaning of a sentence’. For example consider the passage shown in Figure 2. Each of the sentences in the passage has its own meaning and thus a specific context type. For instance, in Sentence 1, the authors refer to a cited work to describe a topic and in Sentences 2 and 3, the authors further describe that cited work.

1 Razak et al. have studied the effect of MAC interactions on single chains under saturated UDP traffic [1].
2 They develop a systematic methodology for determining the types of interaction that are possible in chains of 3 and 4 hops and they study the effect of these interactions on chain performance.
3 They further extend their work to analyze chains of n hops.
4 These studies do not consider the effect of TCP traffic on chain performance.
5 TCP introduces several factors like bi-directional traffic, congestion control, round trip time estimations for timeout prediction etc. that are affected by interference interactions within a chain.
6 As we will show in this paper, the types of interactions within chain have a substantial effect on the performance of a network under TCP traffic.

Source: Majeed et al. (2009)

Figure 2: Example Passage

Further, it needs to be noted that the context of a citation may not be evident from the sentence containing the citation alone and may require
understanding of sentences surrounding this sentence, which necessitates the need to identify the contexts of surrounding sentences. For example, in the passage provided in Figure 2, though the authors refer to the cited work in sentence 1 and further describe it in sentences 2 and 3, it is only in sentence 4 (shaded in grey) that the authors identify gaps in the cited work(s). Thus, in order to understand the citation context of the citation in sentence 1, we need to identify the context types of surrounding sentences with and without citations.

5.1 Context Types for Citation Sentences

The analysis of citation sentences with a focus on the persuasive nature of citations described above resulted in identifying the following context types for citation sentences.

1. **Citing Works to Identify Gaps or Problems (CWIG)** – authors cite works that identify gaps to inform the reader about the existence of a problem.

2. **Citing Works that Overcome Gaps or Problems (CWOG)** – authors cite works to inform readers that other researchers are working on a similar problem and that they have solved some of the identified gaps.

3. **Using Outputs from Cited Works (UOCW)** – authors cite works to inform their outputs such as a methodology or training dataset, especially when these are used in the author’s research.

4. **Comparing Cited Works (CCW)** – authors cite various related works and provide a comparison to bolster their argument.

5. **Results with Cited Works (RWCW)** – authors cite works to relate their research results to the cited work.

6. **Shortcomings in Cited Works (SCCW)** – authors cite works to identify shortcomings or gaps in them.

7. **Issue Related Cited Works (IRCW)** – authors cite works to inform readers about related research issues.

5.2 Context Types for Non-Citation Sentences

Similarly we analyzed the surrounding non-citation sentences and accordingly identified the following types of non-citation sentences:

1. **Background Sentences (BGR)** – Sentences that provide background or introduction.

2. **Gaps Sentences (GAPS)** – Sentences that identify gaps or problems. It was observed that authors identify gaps or problems in different ways. For example, authors identified gaps in the work cited earlier in the article, or related research topics addressed in the article, or could also mention the shortcomings of the current article itself.

3. **Issue Sentences (ISSUE)** – Sentences that refer to author viewpoints. These sentences are referred as issue sentences as these are the issues or points identified by the author.

4. **Current Work Outcome Sentences (CWO)** – Sentences that refer to the outcomes of the current research (the work being reported).

5. **Future Work Sentences (FW)** – Sentences that refer to future work.

6. **Descriptive Sentences (DES)** – Sentences that are descriptive in nature. For example, authors can further describe a cited work.

Thus, following this approach, we developed the annotation scheme shown in Figure 3 for sentences in full text of articles.

![Figure 3: Our Initial Annotation Scheme](image-url)

As seen in Figure 3, sentences are initially classified as citation sentences or non-citation sentences. With respect to non-citation sentences, we define six different context types that could be associated with them. However, with respect to citation sentences, we define a hierarchy of context types for sentence. We define at the top level of the hierarchy the class of IRCW (Issue Related Cited Work). Thus, if a citation sentence cannot be classified into any other class, it will have the class of IRCW. This implies that a citation in the article is made for some issue other than the context types defined in our annotation scheme. We identify six context types for citation sentences as subclasses of IRCW.
6 Reliability of Context Types

In order to study how reliably coders can interpret the context types defined above in an objective way, we carried out an inter-rater reliability (IRR) study. The approach followed during this study is as follows.

6.1 Approach of IRR Study

Researchers have adopted different strategies while carrying out inter-rater reliability studies. Teufel and Moens (2002) worked with annotations of a subset of 80 conference articles from a larger corpus of 260 articles. The articles were annotated by two annotators other than the first author herself. Wilbur et al. (2006) chose 10 articles randomly and worked with nine annotators for reporting annotation results.

With respect to the practice adopted for reporting inter-annotator agreement, Bird et al. (2009) note that double annotation of 10% of the corpus forms a good practice in such studies. Further Artstein and Poesio (2008) observe that the most common approach to infer the reliability of large-scale annotation involves each sentence being marked by one coder and measuring agreement using a smaller subset that is annotated by multiple coders. We adopted a similar approach for measuring the agreement about the context type definitions proposed in our study.

As mentioned earlier, the training dataset was created using 70 articles chosen from LNCS. We chose to annotate 10% of the corpus. Each article was annotated by at least three annotators, with one of the annotators being the first author of this paper. This facilitated deriving the following measures: (a) overall agreement between annotators (b) agreement between individual annotators, and (c) agreement for each label.

Choice of Statistic – We used Krippendorff’s alpha ($\alpha$) (Krippendorff, 2011) for measuring reliability as it provides a generalization of several known reliability indices. This statistic enables researchers to evaluate different kinds of data using the same reliability standard and can be used in different situations such as (a) any number of observers, (b) any number of categories, scale values or measures, (c) large and small sample sizes, and (d) incomplete or missing data. Krippendorff’s alpha ($\alpha$) is defined “as a reliability coefficient developed to measure the agreement among observers, coders, judges or raters” (Krippendorff, 2011). The general form of $\alpha$ is given by:

$$\alpha = 1 - \frac{D_o}{D_e}$$

Where $D_o$ is the observed disagreement among values assigned to units of analysis:

$$D_o = \frac{1}{n} \sum_c \sum_k o_{ck} \delta_{ck}^2$$

and $D_e$ is the expected disagreement due to chance rather than properties of the units:

$$D_e = \frac{1}{n(n-1)} \sum_c \sum_k n_c n_k \delta_{ck}^2$$

The arguments of the two disagreement measures, $o_{ck}$, $n_c$, $n_k$ and $n$ refer to frequencies of values in the coincidence matrices.

Characteristics of the annotators – The annotators in our study had considerable training in scientific writing and publishing with most of them being PhD students pursuing their doctoral research and a few of them being faculty members in the field of information science.

Choice of Articles – We provided annotators articles chosen from their own field. This was done for the following reasons: (a) it would be easier for annotators to understand the content and hence apply the labels easily and thoughtfully; and (b) minimize the annotating time; and (c) as a motivation factor as articles were from their own field.

Guidelines for annotators – The guidelines used for annotators provided details of the context type definitions of the study along with example sentences for each definition. Each annotator was briefed about the purpose the study and the context type definitions. The briefing time spent with the annotators ranged between 15 and 30 minutes. The annotators were provided with paragraphs containing citations that were extracted from articles. The paragraphs were formatted to show individual sentences in them with the citation sentences highlighted to help annotators distinguish between citation and non-citation sentences.

Before carrying out the study, we conducted a pilot study to examine the feasibility of our approach. The pilot study resulted in making certain changes to the annotation scheme as will be discussed in the following section.

6.2 Pilot Study

We conducted a pilot study with three annotators using three articles, with each annotator annotating one article. All three articles were also annotated by the first author of this article,
henceforth referred to as Annotator A. Thus, we were able to compare the annotations made by Annotator A with the annotations of the three other annotators. The paragraphs extracted from the three articles provided a total of 300 sentences and hence there were 300 cases and 600 decisions to be made. After the coding of individual articles, we had discussions with the coders about the study. The coders felt that the context type definitions were clear enough and the examples were helpful in classifying sentences. However, they said there was confusion between the classes DES and ISSUE and, it was difficult to distinguish between the two. The analysis of these experiments resulted in a Krippendorff’s Alpha (α) (Krippendorff, 2011), score of 0.79 (N = 300, k = 2), where N is the number of items (sentences) and k is the number of coders. This is equivalent to 85% agreement between the Annotator A and each of the three annotators. The classification results for the agreement between Annotator A and each of the other annotators involved in the study are shown in Table 1.

As can be seen in Table 1, there was confusion for the classes DES and ISSUE. With respect to Description (DES) sentences, the coders classified about 10% (14 out of 144) as ISSUE sentences and 62% (18 out of 29) of ISSUE sentences as DES sentences. Thus, in order to avoid this confusion, we merged the classes of DES and ISSUE into one class of DES and removed the label ISSUE from context type definitions. The merging of these classes resulted in achieving a α value of 0.93 for the pilot data, which is 95.7% agreement between the annotators. With these changes we carried out the study with a large number of annotators, as discussed in the next section. The modified annotation scheme based on the results of the pilot study is shown in Figure 4.

### 6.3 IRR Study with Larger Sample

After conducting the pilot study and making necessary corrections to the context type definitions, we carried out a study using 11 annotators and 9 articles. This formed 12% of the training dataset. Each article was annotated by two annotators other than Annotator A, (the first author) who annotated all nine articles. The set of 9 articles provided a total of 907 sentences. The overall result achieved for α, involving nine articles and 11 annotators was 0.841 as shown in Table 2.

This is equivalent to 89.93% agreement between different pairs of annotators. The number of coders indicates that each article was annotated by three annotators. An agreement α = 0.8 or higher on Krippendorff’s scale is considered as a reliable agreement, and an agreement of 0.67 to 0.8 is considered to be marginally reliable. A value lower than 0.67 for α indicates the agreement is unreliable. Therefore, the results indicate that the labels of our scheme can be reliably applied to sentences.

<table>
<thead>
<tr>
<th>% Agreement</th>
<th>α</th>
<th>No. of Coders</th>
<th>No. of Cases</th>
<th>No. of Decisions</th>
</tr>
</thead>
<tbody>
<tr>
<td>89.93</td>
<td>0.841</td>
<td>3</td>
<td>907</td>
<td>2721</td>
</tr>
</tbody>
</table>

Table 2: Overall Results

The details of the agreement between Annotator A and the others annotators involved in the study is shown in Table 3.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annotator 4</td>
<td>85.3</td>
<td>0.760</td>
<td>93</td>
<td>16</td>
<td>109</td>
<td>218</td>
</tr>
<tr>
<td>Annotator 5</td>
<td>85.5</td>
<td>0.719</td>
<td>94</td>
<td>16</td>
<td>110</td>
<td>220</td>
</tr>
<tr>
<td>Annotator 9</td>
<td>87.8</td>
<td>0.836</td>
<td>72</td>
<td>10</td>
<td>82</td>
<td>164</td>
</tr>
<tr>
<td>Annotator 8</td>
<td>88.6</td>
<td>0.847</td>
<td>39</td>
<td>5</td>
<td>44</td>
<td>88</td>
</tr>
<tr>
<td>Annotator 10</td>
<td>90.5</td>
<td>0.831</td>
<td>95</td>
<td>10</td>
<td>105</td>
<td>210</td>
</tr>
<tr>
<td>Annotator 1</td>
<td>90.8</td>
<td>0.854</td>
<td>315</td>
<td>32</td>
<td>347</td>
<td>694</td>
</tr>
<tr>
<td>Annotator 6</td>
<td>91.8</td>
<td>0.832</td>
<td>101</td>
<td>9</td>
<td>110</td>
<td>220</td>
</tr>
<tr>
<td>Annotator 2</td>
<td>92.2</td>
<td>0.877</td>
<td>320</td>
<td>27</td>
<td>347</td>
<td>694</td>
</tr>
<tr>
<td>Annotator 7</td>
<td>94.4</td>
<td>0.930</td>
<td>119</td>
<td>7</td>
<td>126</td>
<td>252</td>
</tr>
<tr>
<td>Annotator 3</td>
<td>94.8</td>
<td>0.903</td>
<td>312</td>
<td>17</td>
<td>329</td>
<td>658</td>
</tr>
<tr>
<td>Annotator 11</td>
<td>95.2</td>
<td>0.907</td>
<td>100</td>
<td>5</td>
<td>105</td>
<td>210</td>
</tr>
</tbody>
</table>

A – Comparison between Annotator A and the Annotator listed below; B – Percentage Agreement; C – Krippendorff’s Alpha (α); D – Number of Agreements; E – Number of Disagreements; F – Number of Cases; G – Number of Decisions

Table 3: Agreement between Annotators

As seen in Table 3, the percentage agreement with annotators varied from 85% to 95% with

---

5 Table 1 is provided at the end of this paper for formatting reasons.
Krippendorff’s Alpha (\(\alpha\)) value achieving the least value of 0.76 and a maximum value of 0.907, respectively. As seen in Table 3, the number of sentences annotated by annotators varied from a minimum of 44 to a maximum of 347. This is due to the number of articles annotated by individual annotators.

The annotators in our study were requested to annotate any number of articles depending on their availability. While some chose to annotate a single article, three of the annotators (Annotators 1, 2 and 3 – shown in grey in Table 3) annotated three articles. The \(\alpha\) value for these annotators was of the order 0.85 to 0.90. This shows that the increase in annotated sentences resulted in better agreement indicating the ease of applying the labels to sentences by these annotators.

The agreement achieved for each article between three of the annotators is tabulated in Table 4.

7 Conclusion

We presented in this paper an annotation scheme of context types for scientific articles, considering the persuasive characteristic of citations. We described the application of the Toulmin model for developing an argumentation framework for scientific articles, which was used for defining our context types. We discussed the results of the inter-rater reliability study carried out for establishing the reliability of our scheme. As we mentioned in Section 1, studies have successfully used this annotation scheme for developing tools that provide intelligent citation context based information services, indicating the usefulness of the annotation scheme.

Our future work involves examining the application of annotation schemes across other disciplines. We also intend to focus on using our context types for analyzing sentiments associated with citation contexts.

Table 4: Agreement for Articles

<table>
<thead>
<tr>
<th>Article</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Article 3</td>
<td>82.83</td>
<td>82.17</td>
<td>90.09</td>
<td>76.23</td>
<td>0.75</td>
</tr>
<tr>
<td>Article 2</td>
<td>84.73</td>
<td>86.74</td>
<td>90.36</td>
<td>77.10</td>
<td>0.77</td>
</tr>
<tr>
<td>Article 6</td>
<td>89.09</td>
<td>85.45</td>
<td>97.27</td>
<td>54.54</td>
<td>0.78</td>
</tr>
<tr>
<td>Article 7</td>
<td>90.47</td>
<td>95.23</td>
<td>90.47</td>
<td>58.71</td>
<td>0.82</td>
</tr>
<tr>
<td>Article 8</td>
<td>87.87</td>
<td>88.63</td>
<td>93.18</td>
<td>81.81</td>
<td>0.83</td>
</tr>
<tr>
<td>Article 4</td>
<td>90.21</td>
<td>85.32</td>
<td>91.74</td>
<td>93.57</td>
<td>0.84</td>
</tr>
<tr>
<td>Article 9</td>
<td>89.43</td>
<td>97.80</td>
<td>95.12</td>
<td>85.36</td>
<td>0.85</td>
</tr>
<tr>
<td>Article 5</td>
<td>93.93</td>
<td>91.81</td>
<td>85.45</td>
<td>94.54</td>
<td>0.87</td>
</tr>
<tr>
<td>Article 1</td>
<td>95.02</td>
<td>96.31</td>
<td>96.31</td>
<td>92.63</td>
<td>0.91</td>
</tr>
</tbody>
</table>

A – Average Pairwise percent agreement; B – Agreement between Annotator A and Annotator 2; C – Agreement between Annotator A and Annotator 1; D – Agreement between Annotator 1 and Annotator 2; E - Krippendorff’s Alpha (\(\alpha\))

Table 1: Results of Pilot Study for each Label

<table>
<thead>
<tr>
<th>Classification Results</th>
<th>Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label*</td>
<td>P</td>
</tr>
<tr>
<td>BGR</td>
<td>0.50</td>
</tr>
<tr>
<td>CWIG</td>
<td>1.00</td>
</tr>
<tr>
<td>CWO</td>
<td>0.87</td>
</tr>
<tr>
<td>IRCW</td>
<td>0.92</td>
</tr>
<tr>
<td>CWOG</td>
<td>1.00</td>
</tr>
<tr>
<td>DES</td>
<td>0.85</td>
</tr>
<tr>
<td>GAPS</td>
<td>0.95</td>
</tr>
<tr>
<td>ISSUE</td>
<td>0.39</td>
</tr>
<tr>
<td>FW</td>
<td>1.00</td>
</tr>
<tr>
<td>RWCCW</td>
<td>1.00</td>
</tr>
<tr>
<td>UOCW</td>
<td>1.00</td>
</tr>
</tbody>
</table>

* Labels CCW and SCCW are not shown in the table as none of the sentences were labeled with these labels.
Captions: P – Precision; R – Recall; F – F-Score
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Abstract

This paper outlines a novel approach for modelling semantic relationships within medical documents. Medical terminologies contain a rich source of semantic information critical to a number of techniques in medical informatics, including medical information retrieval. Recent research suggests that corpus-driven approaches are effective at automatically capturing semantic similarities between medical concepts, thus making them an attractive option for accessing semantic information.

Most previous corpus-driven methods only considered syntagmatic associations. In this paper, we adapt a recent approach that explicitly models both syntagmatic and paradigmatic associations. We show that the implicit similarity between certain medical concepts can only be modelled using paradigmatic associations. In addition, the inclusion of both types of associations overcomes the sensitivity to the training corpus experienced by previous approaches, making our method both more effective and more robust. This finding may have implications for researchers in the area of medical information retrieval.

1 Introduction

Semantic similarity measures are central to several techniques used in medical informatics, including: medical search (Voorhees and Tong, 2011; Cohen and Widows, 2009), literature-based discovery (e.g., drug discovery (Agarwal and Sears, 2009)), clustering (e.g., gene clustering (Glenisson et al., 2003)), and ontology construction or maintenance (Cederberg and Widows, 2003).

Automatically determining the similarity between medical concepts presents a number of specific challenges, including vocabulary mismatch. For example, the phrases heart attack and myocardial infarction are synonymous, referring to the same medical concept. Beyond vocabulary mismatch are situations where semantic similarity is based on implied relationships, for example the mention of an organism (e.g. Varicella zoster virus) suggests the presence of a disease (e.g. chickenpox).

Existing approaches for measuring medical semantic similarities fall into two major categories: (i) those that utilise path-based measures between concepts in medical thesauri/ontologies, and (ii) corpus-based approaches that derive similarity judgements from the occurrence and co-occurrence of concepts within text, e.g., using Latent Semantic Analysis (LSA).

Research comparing path-based methods with corpus-based methods highlighted the ability for corpus-based methods to provide superior performance on medical concept similarity judgements (Pedersen et al., 2007). However, research evaluating eight different corpus-based approaches found that the performance was sensitive to the choice of training corpus (Koopman et al., 2012). This finding means it is difficult to apply a corpus-based approach which is both robust and effective.

It is important to note that the corpus based approaches referred to in this paper do not rely on syntactic information found in extra-linguistic resources, and use solely the co-occurrence statistics of words found in natural language to model word associations. Therefore, research modelling semantic associations using part of speech (POS)
taggers, parsers or hand-coded resources are not within the scope of this work.

Within this paper we adapt a novel corpus-based approach, known as the tensor encoding (TE) model (Symonds et al., 2011a), for use in judging the similarity of medical concepts. The TE approach explicitly models the two types of word associations argued to give words their meaning within structural linguistic theory. These are: (i) syntagmatic and (ii) paradigmatic associations.

A syntagmatic association exists between two words if they co-occur more frequently than expected from chance. Two medical concepts that likely have a strong syntagmatic association include bone and x-ray.

A paradigmatic association exists between two words if they can substitute for one another in a sentence without affecting the grammaticality or acceptability of the sentence. Medical concepts that display synonymy, like heart attack and myocardial infarction display a strong paradigmatic association.

The TE model combines measures of syntagmatic and paradigmatic association within a single, formal framework. In this paper we demonstrate that not only does the TE model provide robust, superior performance across a wide variety of data sets when compared to past corpus-based approaches, but offers a flexible framework whose performance is not sensitive to the choice of training corpus. Our findings provide a robust and effective model for predicting semantic similarity between medical concepts, and also draws out useful statistical behavior relating to the modelling of syntagmatic and paradigmatic associations that exist within medical documents.

The remainder of this paper is set out as follows. Section 2 provides background on corpus-based approaches previously evaluated on medical concept similarity judgements. In Section 3 we describe the TE model and outline our novel variant for use in judging the similarity of medical concepts. Section 4 details the experiments to be used in evaluating the performance of the TE approach, with the results and their discussion following in Section 5. Concluding remarks and suggestions for future work are presented in Section 6.

2 Background

Corpus-based models that learn the relationships between words based on their distribution in natural language have a strong history in the field of natural language processing. Some of the most well-known include LSA (Latent Semantic Analysis (Landauer and Dumais, 1997)) and HAL (Hyperspace to Analogue of Language (Lund and Burgess, 1996)).

A rigorous evaluation of eight different corpus-based approaches on the task of judging medical concept similarity found that the best performance was achieved using a positive pointwise mutual information (PPMI) measure. This measure had an average correlation of $\approx 0.7$ with judgements made by expert human assessors (Koopman et al., 2012).

PPMI is a variation of PMI where negative values are substituted by zero-values. The strength of PMI between word $q$ and $w$ within a stream of text can be expressed as:

$$S_{ppmi}(q, w) = \begin{cases} \log \frac{p(q, w)}{p(q)p(w)} & \text{if } \log \frac{p(q, w)}{p(q)p(w)} > 0 \\ 0 & \text{otherwise} \end{cases}$$

where $p(q, w)$ is the joint probability of $q$ and $w$, and $p(q), p(w)$ are the expected probabilities of $q$ and $w$ respectively. In practice, these probabilities are computed as:

$$p(q, w) = \frac{|D_q \cap D_w|}{|D|},$$

$$p(q) = \frac{|D_q|}{|D|}, \quad p(w) = \frac{|D_w|}{|D|},$$

where $D_q$ is the set of documents containing term $q$ and $D$ is the set of documents in the collection.

Although the PPMI measure achieved the best average performance across a number of test sets, it displayed a high degree of sensitivity when the training corpus was changed, thus reducing its overall utility.

Next, we introduce the tensor encoding model as a robust and effective alternative to previous proposed measures.

3 The Tensor Encoding Model

A recent corpus-based approach, known as the tensor encoding (TE) model, was originally presented as a model of word meaning (Symonds et al., 2011a), and later used to provide a flexible approach to semantic categorisation (Symonds et al.,
The TE model provides a formal framework for combining two measures that explicitly model syntagmatic and paradigmatic associations between words.

As the TE model has a strong theoretical basis in linguistics, it has potential applications in other areas that deal with natural language, including e.g., information retrieval. To demonstrate, the TE model was used to perform similarity judgements within the query expansion process of an ad-hoc information retrieval task (Symonds et al., 2011b). This method, known as tensor query expansion achieved robust and significant performance improvements over a strong benchmark model. This result was attributed to the inclusion of information about paradigmatic associations, which are not effectively modelled in existing information retrieval systems. Similarly, these paradigmatic associations are not explicitly modelled in previous corpus-based measures of medical concept similarity. We hypothesise that the inclusion of paradigmatic associations in semantic similarity measures would better capture similarities between medical concepts.

To support this insight, consider how the PPMI measure in Equation (1) is oblivious to paradigmatic associations that may exist between two words. If word $q$ and word $w$ do not co-occur in any documents (i.e., $|D_q \cap D_w| = 0$) then $S_{ppmi}(q, w) = 0$. This result suggests $q$ and $w$ are unrelated. However, consider a toy example using heart attack and myocardial infarction. One clinician may use the first concept exclusively in a document, while another may use the second term exclusively. If the PPMI score between heart attack and myocardial infarction was calculated using these two example documents, the score would be zero and the two concepts considered unrelated.

From a structural linguistic viewpoint, one might say there are no syntagmatic associations between the two concepts, as they do not co-occur in the same context (i.e., medical report). Therefore, PPMI only captures syntagmatic associations, and hence fails to model any paradigmatic information that may exist.

However, consider the same example using the TE model’s paradigmatic measure, and hence a pure paradigmatic perspective. Within the TE model, the strength of paradigmatic associations between two medical concepts, $q$ and $w$ can be defined as:

$$S_{par}(q, w) = \sum_{i=1}^{N} \frac{f_{iq}}{\max(f_{iq}, f_{iw})} \frac{f_{iw}}{\max(f_{iw}, f_{wq})}^2,$$

where $f_{iq}$ is the unordered co-occurrence frequency of concepts $i$ and $q$, $f_{iw}$ is the unordered co-occurrence frequency of concepts $i$ and $w$, and $N$ is the number of concepts in the vocabulary.

Intuitively, Equation (2) enhances the score for concept $w$ if $q$ and $w$ co-occur with the same concepts, independent of whether $q$ and $w$ occur within the same document. In fact this measure has a factor, $\frac{1}{f_{wq}}$, that reduces the paradigmatic score if concepts $q$ and $w$ occur within the same document often. In our simple example, this would mean that if heart attack and myocardial infarction co-occurred with any of the same terms (e.g., CPR, chest pain, etc.) then they would have a paradigmatic score greater than 0.

The fact that pure paradigmatic information is not currently utilised within most corpus-based approaches leads us to hypothesise that more robust performance on medical concept similarity judgements can be achieved by adding paradigmatic information to the similarity estimate. In the remainder of this paper the measure in Equation (2) will be referred to as PARA.

The TE model uses a Markov random field to formalise the estimate of observing one concept $w$ given a second concept $q$:

$$P(w|q) = \frac{1}{Z} \left[ \gamma S_{par}(q, w) + (1 - \gamma) S_{ppmi}(q, w) \right],$$

where $\gamma \in [0, 1]$ mixes the paradigmatic $S_{par}()$ and syntagmatic $S_{ppmi}()$ measures, and $Z$ normalises the resulting distribution. We refer the interested reader to Symonds et al. (2012) for details.

The estimate in Equation (3) can be reduced to the following rank equivalent measure of semantic similarity between $q$ and $w$:

$$S_{TE}(q, w) \propto \gamma S_{par}(q, w) + (1 - \gamma) S_{ppmi}(q, w).$$

In the remainder of this paper the model defined in Equation (4) will be referred to as TE.

It is worth noting that the TE model formally supports the combining of any measure of syntagmatic or paradigmatic information is developed, it can be applied within the TE framework.
<table>
<thead>
<tr>
<th>Corpus</th>
<th># Docs</th>
<th>Avg. doc. len.</th>
<th>Vocab Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC'11 MedTrack</td>
<td>17,198</td>
<td>5,010</td>
<td>54,546</td>
</tr>
<tr>
<td>OHSUMED</td>
<td>293,856</td>
<td>100</td>
<td>55,390</td>
</tr>
</tbody>
</table>

Table 1: Document collections (corpora) used.

<table>
<thead>
<tr>
<th>Test: Corpus (data set)</th>
<th>Training: Corpus (data set)</th>
<th>$\gamma$</th>
<th>TE</th>
<th>PPMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>MedTrack (Ped)</td>
<td>OHSUMED (Ped)</td>
<td>0.5</td>
<td>$r = 0.6706$</td>
<td>$r = 0.4674$</td>
</tr>
<tr>
<td>MedTrack (Cav)</td>
<td>MedTrack (Ped)</td>
<td>0.5</td>
<td>$r = 0.6857$</td>
<td>$r = 0.6154$</td>
</tr>
<tr>
<td>OHSUMED (Ped)</td>
<td>OHSUMED (Cav)</td>
<td>0.2</td>
<td>$r = 0.7698$</td>
<td>$r = 0.7427$</td>
</tr>
<tr>
<td>OHSUMED (Cav)</td>
<td>MedTrack (Cav)</td>
<td>0.4</td>
<td>$r = 0.8297$</td>
<td>$r = 0.8242$</td>
</tr>
</tbody>
</table>

Table 2: Performance of TE using the $\gamma$ produced by the specified train/test splits; performance of PPMI included for comparison.

4 Experimental Setup

In this section we outline the experimental setup used to evaluate the performance of the TE approach on two separate medical concept similarity judgement data sets. The first data set involves judging the similarity of 29\(^1\) UMLS medical concept pairs. These were first developed by Pedersen et al. (Pedersen et al., 2007) and human assessments of semantic similarity were produced by 9 clinical terminologists (coders) and 3 physicians, with inter-coded relatedness equal to 0.85. Assessors scored each pair between 1 and 4, with 1 being unrelated and 4 being highly synonymous. This data set is indicated as Ped in the remainder of this paper.

The second data set is comprised of 45 UMLS concept pairs, developed by Caviedes and Cimino (2004), for which semantic similarity assessments were performed by three physicians. Similarities were scored between 1 and 10, with higher scores indicating a stronger similarity between concepts. This data set is indicated as Cav in the remainder of this paper.

Two separate corpora were used as data to prime all models: corpus statistics are shown in Table 1. The TREC MedTrack collection consists of documents created from concatenating clinical patient records for a single visit, while the OHSUMED collection is based on MEDLINE journal abstracts.

Following the procedure outlined by Koopman et al. (2012) the original textual documents for both corpora were translated into UMLS medical concept identifiers using MetaMap, a biomedical concept identification system (Aronson and Lang, 2010). After processing, the individual documents contained only UMLS concept ids. For example, the phrase *Congestive heart failure* in the original document will be replaced with C0018802 in the new document. Both data sets (Ped and Cav) contained UMLS concept pairs (which may actually represent term phrases rather than single terms); converting the corpora to concepts thus allows direct comparison of the single concept pairs contained in the two data sets.

When modelling paradigmatic associations it is common to consider only those terms close to the target term, i.e. within a window of text centred around the target term. However, here we used the whole document as the context window. In this way we aim to capture in MedTrack the associations that exists within the context of a single patient record and in OHSUMED the associations that exists within the context of a single medical abstract.

As the TE model in Equation (4) is parameterized over $\gamma$, i.e. the mix between paradigmatic and syntagmatic information, this parameter was tuned to maximise the correlation with human similarity judgements (gold standard/ground truth labels). To fairly tune $\gamma$ and also provide insight into the robustness of the TE model, a split train/test methodology was used. This was done by training on one data set and corpus to find the best value of $\gamma$ and then testing on another data set/corpus, ensuring a cross corpus and cross data set combination was done for each.

Table 2 summarises the results obtained following this methodology and also reports the per-

---

\(^1\)The pair *Lymphoid hyperplasia* was removed from the original set of 30 as neither concept existed in the test collections shown in table 1.
Performance of PPMI for comparison. Note that PPMI was shown to be the strongest performing measure when compared to thirteen other corpus based measures (Koopman et al., 2012).

5 Experimental Results

The effect of explicitly modelling both syntagmatic and paradigmatic information when estimating the similarity of medical concepts is shown in Figure 1. This graph shows that the TE model achieves a much higher correlation with human judged similarity scores (with an average correlation of 0.74 over all datasets and corpora) than both the paradigmatic (PARA: 0.57) and syntagmatic (PPMI: 0.66) approaches alone. To gain a broader understanding of how each of these measures compares to our TE variant, an updated graph showing the average performance of each across all data sets is provided in Figure 2. We refer the reader to Koopman et. al., (Koopman et al., 2012) for more details on the settings used for each of the other measures.

5.1 Sensitivity to the Mixing Parameter $\gamma$

The sensitivity to the mixing parameter $\gamma$ of the TE approach is shown in Figure 3. This illustrates that for all datasets the best performance is achieved by some mix of both syntagmatic (PPMI) and paradigmatic (PARA) information.

The robustness of the PPMI and PAR measures across datasets and corpora can be inferred by comparing the distance between the end points of the TE lines drawn in Figure 3. The left hand side of the graph (where $\gamma = 0$) illustrates the performance of TE when only syntagmatic associations are considered, i.e. when TE uses only the PPMI measure (as Equation (4) reduces to only $S_{ppmi}(\cdot)$ when $\gamma = 0$).

The right hand side of the graph ($\gamma = 1$) shows the performance of TE when considering only paradigmatic information, i.e. when only the PARA measure is used. With most lines converging to the same point on the right hand side, this demonstrates the increased robustness the PARA measure (and therefore paradigmatic associations) brings to the overall model.

5.2 Analysis of Paradigmatic and Syntagmatic Behaviour

To illustrate why the combination of both paradigmatic and syntagmatic measures can achieve such robust results across all datasets and corpora we compare the correlation of PPMI, PAR and TE against human assessments on a per concept-pair basis.

Figure 4 illustrates the normalised similarity scores (on log scale) of human assessors, PPMI, PARA and TE on the Caviedes and Cimino (Cav) dataset when using the OHSUMED corpora. The concept-pairs are placed in descending order of similarity as assessed by human judges, i.e. from the most similar human judged pairs to the least from left to right. The performance of a measure can be visualised by comparing its trend line with that of the descending human judged trend line. If the measure’s trend line is parallel to that of the
human judges, then this indicates a strong correlation.

To better understand why the paradigmatic based measure differs from human assessors in Figure 4, the document frequencies of concept pairs 11, 16, 21, 34, 36, 37 and 38 from the Cav data set are reported in Table 3.

This table shows that for these concept pairs at least one concept occurs in a very small number of documents. This provides little evidence for the accurate estimation of paradigmatic associations between the concept pairs. We therefore conclude that the PARA measure requires that concepts occur in a sufficient number of documents for an effective semantic similarity estimation.

Similar observations are valid across datasets and corpora. For example, consider the correlation of PARA with human judgements for the Pedersen et al. (Ped) data set and the MedTrack corpus, as shown in Figure 5. The document frequencies for a number of concept pairs that show divergence from the Ped data set are shown in Table 4.

For these concept pairs where PARA is inconsistent with human judges, the PPMI measure effectively estimates semantic similarity. Thus the TE model, which mixes the two form of associations, is still effective even when the PARA measure is unreliable. This further supports the inclusion of both paradigmatic and syntagmatic associations for assessing semantic similarity between medical concepts.

Figure 4 also illustrates a large number of discontinuities in the PPMI graph. A discontinuity, i.e. the absence of the data-point within the plot, is due to a PPMI score of zero for the concept pair.

In practice, these discontinuities represent instances where the concept pair never co-occurs within any document. The same situation applies across other datasets and corpora, for example the

---

2 As the graph is in log scale, \( \log(0) = -\infty \) cannot be plotted.
Table 4: Example concept pairs for which the PARA measure diverges from the human judgements on the MedTrack corpus. Document frequencies showing the prevalence of the concepts in the corpus are reported. We conclude that the PARA measure is unable to estimate accurate semantic similarity when insufficient occurrence statistics are available for either concept.

<table>
<thead>
<tr>
<th>Pair #</th>
<th>Concept 1</th>
<th>Doc. Freq.</th>
<th>Concept 2</th>
<th>Doc. Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Diarrhea</td>
<td>6,184</td>
<td>Stomach cramps</td>
<td>14</td>
</tr>
<tr>
<td>23</td>
<td>Rectal polyp</td>
<td>26</td>
<td>Aorta</td>
<td>3,555</td>
</tr>
</tbody>
</table>

Figure 4: Normalised similarity scores (on log scale) of human assessors, PPMI, PARA and TE on Caviedes and Cimino dataset (Cav) when using the OHSUMED corpus for priming.

While PPMI discontinuities for concept pairs judged as unrelated by human assessors are correct estimates (as PPMI = 0 implies unrelatedness), discontinuities for concept pairs judged similar (e.g. pairs 11, 16, etc. in Figure 4) indicate a failure of the PPMI measure. These situations may provide the reason why the performance of PPMI, and indeed of many existing corpus-based approaches (Koopman et al., 2012), are sensitive to the choice of priming corpus. This may indicate that the ability to successfully model syntagmatic associations is sensitive to the corpus used for priming. However, because of the results obtained by the TE model we can conclude that appropriately mixing both syntagmatic and paradigmatic associations overcomes corpus sensitivity issues.

In summary, the performance (both in terms of robustness and effectiveness) of the TE model is achieved by including both syntagmatic and paradigmatic associations between medical concepts; this is due to the diversification of the type of information used to underpin the semantic similarity estimation process.

6 Conclusion

This paper has presented a novel variant of a robust and effective corpus-based approach that estimates similarity between medical concepts that strongly correlates with human judges. This approach is based on the tensor encoding (TE) model. By explicitly modelling syntagmatic and paradigmatic associations the TE model is able to outperform state of the art corpus-based approaches. Furthermore, the TE model is robust across corpora and datasets, in particular overcoming corpus sensitivity issues experienced by previous approaches.

A significant contribution of this paper is to highlight the important role of paradigmatic associations. Our results suggest that paradigmatic
information provides an alternative source of evidence from which semantic similarity judgements can be drawn. It is this diversity of both syntagmatic and paradigmatic information that allows the TE model to be robust and effective.

A possible area of future work is the development of an adaptive TE approach. An adaptive approach would determine the best mix of syntagmatic and paradigmatic information on a case-by-case basis, using corpus statistic features. Our analysis in fact has shown that paradigmatic associations require a minimum number of occurrences of concepts within documents. While, syntagmatic associations require a minimum number of co-occurrences of concept pairs within documents. These corpus statistics could represent features for a machine learning approach that predicts the optimal mix of syntagmatic and paradigmatic information for the TE model.

Finally, because of its effectiveness and robustness, the TE model has other potential applications beyond semantic similarity measures. One relevant application may include using the TE model within query expansion tasks in ad-hoc medical information retrieval (as this process already relies heavily on similarity judgements).

References


Active Learning and the Irish Treebank

Teresa Lynn\textsuperscript{1,2}, Jennifer Foster\textsuperscript{1}, Mark Dras\textsuperscript{2} and Elaine Uí Dhonnchadha\textsuperscript{3}

\textsuperscript{1}NCLT/CNGL, Dublin City University, Ireland
\textsuperscript{2}Department of Computing, Macquarie University, Sydney, Australia
\textsuperscript{3}Centre for Language and Communication Studies, Trinity College, Dublin, Ireland
\textsuperscript{1}\{tlynn,jfoster\}@computing.dcu.ie
\textsuperscript{2}\{teresa.lynn,mark.dras\}@mq.edu.au, \textsuperscript{3}uidhonne@tcd.ie

Abstract

We report on our ongoing work in developing the Irish Dependency Treebank, describe the results of two Inter-annotator Agreement (IAA) studies, demonstrate improvements in annotation consistency which have a knock-on effect on parsing accuracy, and present the final set of dependency labels. We then go on to investigate the extent to which active learning can play a role in treebank and parser development by comparing an active learning bootstrapping approach to a passive approach in which sentences are chosen at random for manual revision. We show that active learning outperforms passive learning, but when annotation effort is taken into account, it is not clear how much of an advantage the active learning approach has. Finally, we present results which suggest that adding automatic parses to the training data along with manually revised parses in an active learning setup does not greatly affect parsing accuracy.

1 Introduction

The Irish language is an official language of the European Union and is the first national language of the Republic of Ireland. It is a Verb-Subject-Object language, belonging to the Celtic language group. Irish is considered a low-density language, lacking in sufficient resources for various natural language processing (NLP) applications. The development of a dependency treebank is part of a recent initiative to address this lack of resources, as has been the case for, for example, Danish (Kromann, 2003), Slovene (Džeroski et al., 2006) and Finnish (Haverinen et al., 2010). Statistical parsers are data-driven and require a sufficient number of parsed sentences to learn from. One of the expected uses of a treebank for Irish is to provide training data for the first Irish statistical dependency parser which will form the basis of useful NLP applications such as Machine Translation or Computer Aided Language Learning.

What counts as a sufficient number of trees for training an Irish statistical dependency parser remains an open question. However, what is clear is that the parser needs to have encountered a linguistic phenomenon in training in order to learn how to accurately analyse it. Creating a treebank is a resource-intensive process which requires extensive linguistic research in order to design an appropriate labelling scheme, as well as considerable manual annotation (parsing). In general, manual annotation is desired to ensure high-quality treebank data. Yet, as is often encountered when working with language, the task of manually annotating text can become repetitive, involving frequent encounters with similar linguistic structures.

In an effort to speed up the creation of treebanks, there has been an increased focus towards automating, or at least, semi-automating the process using various bootstrapping techniques. A basic bootstrapping approach such as that outlined by Judge et al. (2006) involves several steps. Firstly a parser is trained on a set of gold standard trees. This parser is then used to parse a new set of unseen sentences. When these new trees are reviewed and corrected, they are combined with the first set of trees and used to train a new parsing model. These steps are repeated until all sentences are parsed. By adding to the training data on each iteration, the parser is expected to improve progressively. The process of correcting

the trees should become, in turn, less onerous. An active learning bootstrapping approach, also referred to as selective sampling, focuses on selecting 'informative' sentences on which to train the parser on each iteration. Sentences are regarded as informative if their inclusion in the training data is expected to fill gaps in the parser’s knowledge.

This paper is divided into two parts. In Part One, we report on our ongoing work in developing the Irish Dependency Treebank, we describe the results of two Inter-annotator Agreement (IAA) studies and we present the finalised annotation scheme. In Part Two, we assess the extent to which active learning can play a role in treebank and parser development. We compare an active learning bootstrapping approach to a passive one in which sentences are chosen at random for manual revision. We show that we can reach a certain level of parsing accuracy with a smaller training set using active learning but the advantage over passive learning is relatively modest and may not be enough to warrant the extra annotation effort involved.

2 The Irish Dependency Treebank

The work discussed in this paper builds upon previous work on the Irish Dependency Treebank by Lynn et al. (2012). The treebank consists of randomly selected sentences from the National Corpus for Ireland (NCII) (Kilgarriff et al., 2006). This 30 million word corpus comprises text from news sources, books, government legislative acts, websites and other media. A 3,000 sentence gold-standard part-of-speech (POS) tagged corpus was produced by Úi Dhonnchadha et al. (2003). Another 225 hand-crafted Irish sentences are also available as a result of work by Úi Dhonnchadha (2009). These 3,225 sentences, subsequently randomised, formed the starting point for the treebank.

2.1 Inter-annotator agreement experiments

Inter-annotator agreement (IAA) experiments are used to assess the consistency of annotation within a treebank when more than one annotator is involved. As discussed by Artstein and Poesio (2008), an IAA result not only reveals information about the annotators, i.e. consistency and reliability, but it can also identify shortcomings in the annotation scheme or gaps in the annotation guide. The analysis of IAA results can also provide insight as to the types of disagreements involved and their sources.

In previous work (Lynn et al., 2012), an inter-annotator agreement assessment was conducted by selecting 50 sentences at random from the Irish POS-tagged corpus. Two nominated annotators (Irish-speaking linguists) annotated the sentences individually, according to the protocol set out in the annotation guide, without consultation. The results are shown in the first row of Table 1. For this present study, we held three workshops with the same two annotators and one other fluent Irish speaker/linguist to analyse the results of IAA-1. We took both annotators’ files from IAA-1 to assess the types of disagreements that were involved. The analysis highlighted many gaps in the annotation guide along with the requirement for additional labels or new analyses. Thus, we updated the scheme and the annotation guide to address these issues. We then carried out a second IAA assessment (IAA-2) on a set of 50 randomly selected sentences. The results are shown in the second row of Table 1. A notable improvement in IAA-2 results demonstrates that the post-IAA-1 analysis, the resulting workshop discussions and the subsequent updates to the annotation scheme and guidelines were highly beneficial steps towards improving the quality of the treebank.

<table>
<thead>
<tr>
<th></th>
<th>Kappa (labels)</th>
<th>LAS</th>
<th>UAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAA-1</td>
<td>0.7902</td>
<td>74.37%</td>
<td>85.16%</td>
</tr>
<tr>
<td>IAA-2</td>
<td>0.8463</td>
<td>79.17%</td>
<td>87.75%</td>
</tr>
</tbody>
</table>

Table 1: IAA results. LAS or Labelled Attachment Score is the percentage of words for which the two annotators have assigned the same head and label. UAS or Unlabelled Attachment Score is the percentage of words for which the two annotators have assigned the same head.

We have reviewed and updated the already annotated trees (300 sentences) to ensure consistency throughout the treebank. In total, 450 gold standard trees are now available. 150 of these sentences have been doubly annotated: prior to IAA-1, we used a set of 30 sentences for discussion/training purposes to ensure the annotation guide was comprehensible to both annotators. A set of 20 sentences were used for the same purposes prior to IAA-2.
2.2 Sources of annotator disagreements

The analysis of IAA results provided information valuable for the improvement of the annotation scheme. This analysis involved the comparison of both annotators’ files of 50 sentences to see where they disagreed and the types of disagreements involved. Close examination of the disagreements allowed us to categorise them as: (i) Interpretation disagreements (ii) Errors (iii) Gaps in annotation guide (iv) Outstanding issues with the dependency scheme.

2.2.1 Interpretation disagreements

The treebank data was extracted from the NCII which contains many examples of Irish legislative text. Some of these sentences are over 200 tokens in length and use obscure terminology or syntactic structures. Both annotators encountered difficulties in (i) interpreting the intended meaning of these sentences and (ii) analysing their structures. Sources of disagreement included long distance dependencies and coordinated structures.

2.2.2 Errors

Human error played a relatively small role as both annotators carried out careful reviews of their annotations. Nevertheless, some discrepancies were due to an annotator applying the wrong label even though they were aware of the correct one.

2.2.3 Gaps in the annotation guide

Gaps relate to a lack of sufficient examples in the annotation guide or lack of coverage for certain structures. For example, our analysis of IAA-1 confusions revealed that differences between the labels *adjunct* (prepositional modifier) and *obl* (oblique) were not described clearly enough.

2.2.4 Outstanding issues in the dependency scheme

We also noted during the workshops that there were still some issues we had yet to resolve. For example, in the earlier labelling scheme, we used the Sulger (2009) analysis to label as *adjunct* the relationship between predicates and prepositional phrases in a copula construction. An example is *Is maith liom tae* ‘I like tea’ (lit. ‘tea is good with me’). However, in such a construction, the prepositional phrase – *liom* ‘with me’ in this case – is not optional. We choose instead to label them as *obl*. Other outstanding issues involved linguistic phenomena that had not arisen during earlier annotations and thus required discussion at this stage.

The annotation scheme defined by Lynn et al. (2012) is inspired by Lexical Functional Grammar (Bresnan, 2001) and similar to that of Çetinoğlu et al. (2010). As a result of IAA-2, we have extended the scheme by adding a hierarchical structure where appropriate and updating some analyses. The final scheme is presented in Table 2. In what follows we briefly discuss some updates to the scheme.

### Labelling of predicates

Our prior labelling scheme (Lynn et al., 2012) regarded predicates of both the copula *is* and the substantive verb *bí* as *xcomp* - as inspired by discussions in the LFG literature e.g. Dalrymple et al. (2004), Sulger (2009). However, open complement verbs (infinitive verbs and progressive verb phrases) were also labelled as *xcomp*. In order to differentiate these different kinds of functions, we have adopted a *pred* hierarchy of *npred*, *ppred*, *adjpred* and *advpred*. While a more fine-grained labelling scheme could result in more data sparsity, it also results in a more precise description of Irish syntax. Examples are provided in Figure 1 and Figure 2.

**Labelling of predicates**

Our prior labelling scheme (Lynn et al., 2012) regarded predicates of both the copula *is* and the substantive verb *bí* as *xcomp* - as inspired by discussions in the LFG literature e.g. Dalrymple et al. (2004), Sulger (2009). However, open complement verbs (infinitive verbs and progressive verb phrases) were also labelled as *xcomp*. In order to differentiate these different kinds of functions, we have adopted a *pred* hierarchy of *npred*, *ppred*, *adjpred* and *advpred*. While a more fine-grained labelling scheme could result in more data sparsity, it also results in a more precise description of Irish syntax. Examples are provided in Figure 1 and Figure 2.

#### Figures

**Figure 1:** Dependency structure with new nominal predicate labelling (identity copular construction)

**Figure 2:** Dependency structure with new prepositional predicate labelling (cleft copular construction)

**Cleft constructions - cleft particle**

Clefting or fronting is a commonly used structure in the Irish
Table 2: The Irish Dependency Treebank labels: sub-labels are indicated in bold and their parents in italics

<table>
<thead>
<tr>
<th>DependencyLabel</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>top</td>
<td>root</td>
</tr>
<tr>
<td>punctuation</td>
<td>internal and final punctuation</td>
</tr>
<tr>
<td>subj</td>
<td>subject</td>
</tr>
<tr>
<td>csobj</td>
<td>clausal subject</td>
</tr>
<tr>
<td>obj</td>
<td>object</td>
</tr>
<tr>
<td>pobj</td>
<td>object of preposition</td>
</tr>
<tr>
<td>vnobj</td>
<td>object of verbal noun</td>
</tr>
<tr>
<td>obl</td>
<td>oblique object</td>
</tr>
<tr>
<td>obl2</td>
<td>second oblique object</td>
</tr>
<tr>
<td>obl_ag</td>
<td>oblique agent</td>
</tr>
<tr>
<td>det</td>
<td>determiner</td>
</tr>
<tr>
<td>det2</td>
<td>post or pre-determiner</td>
</tr>
<tr>
<td>dem</td>
<td>demonstrative pronoun</td>
</tr>
<tr>
<td>poss</td>
<td>possessive pronoun</td>
</tr>
<tr>
<td>aug</td>
<td>augment pronoun</td>
</tr>
<tr>
<td>quant</td>
<td>quantifier</td>
</tr>
<tr>
<td>coord</td>
<td>coordinate</td>
</tr>
<tr>
<td>relmod</td>
<td>relative modifier</td>
</tr>
<tr>
<td>particle</td>
<td>particle</td>
</tr>
<tr>
<td>relparticle</td>
<td>relative particle</td>
</tr>
<tr>
<td>cleftparticle</td>
<td>cleft particle</td>
</tr>
<tr>
<td>advparticle</td>
<td>adverbial particle</td>
</tr>
<tr>
<td>nparticle</td>
<td>noun particle</td>
</tr>
<tr>
<td>vparticle</td>
<td>verb particle</td>
</tr>
<tr>
<td>particlehead</td>
<td>particle head</td>
</tr>
<tr>
<td>qparticle</td>
<td>quantifier particle</td>
</tr>
<tr>
<td>vocparticle</td>
<td>vocative particle</td>
</tr>
<tr>
<td>addr</td>
<td>addressee</td>
</tr>
<tr>
<td>adjunct</td>
<td>adjunct</td>
</tr>
<tr>
<td>adjadjunct</td>
<td>adjectival modifier</td>
</tr>
<tr>
<td>advadjunct</td>
<td>adverbial modifier</td>
</tr>
<tr>
<td>nadjunct</td>
<td>nominal modifier</td>
</tr>
<tr>
<td>padjunct</td>
<td>prepositional modifier</td>
</tr>
<tr>
<td>subadjunct</td>
<td>subordinate conjunction</td>
</tr>
<tr>
<td>toinfinitive</td>
<td>infinitive verb marker</td>
</tr>
<tr>
<td>app</td>
<td>noun in apposition</td>
</tr>
<tr>
<td>xcomp</td>
<td>open complement</td>
</tr>
<tr>
<td>comp</td>
<td>closed complement</td>
</tr>
<tr>
<td>pred</td>
<td>predicate</td>
</tr>
<tr>
<td>ppred</td>
<td>prepositional predicate</td>
</tr>
<tr>
<td>npred</td>
<td>nominal predicate</td>
</tr>
<tr>
<td>adjpred</td>
<td>adjectival predicate</td>
</tr>
<tr>
<td>advpred</td>
<td>adverbial predicate</td>
</tr>
<tr>
<td>subj_q</td>
<td>subject (question)</td>
</tr>
<tr>
<td>obj_q</td>
<td>object (question)</td>
</tr>
<tr>
<td>advadjunct_q</td>
<td>adverbial adjunct (question)</td>
</tr>
<tr>
<td>for</td>
<td>foreign (non-Irish) word</td>
</tr>
</tbody>
</table>

language. Elements are fronted to predicate position to create emphasis. Irish clefts differ to English clefts in that there is more freedom with regards to the type of sentence element that can be fronted (Stenson, 1981). In Irish the structure is as follows: Copula (is), followed by the fronted element (Predicate), followed by the rest of the sentence (Relative Clause). The predicate can take

Subject complements In copular constructions, the grammatical subject may take the form of a finite verb clause. In the labelling scheme of Lynn et al. (2012), the verb, being the head of the clause is labelled as a subject (subj). We choose to highlight these finite verb clauses as more specific types of grammatical subjects, i.e. subject

\footnote{Note that this sentence is ambiguous, and can also translate as She was the one who I saw yesterday.}

Figure 3: Dependency structure for cleft construction

"Is ise a chonaic mé inné ‘(It is) she who I saw yesterday’"

Stenson (1981) describes the cleft construction as being similar to copular identity structures with the order of elements as Copula, Predicate, Subject. This is the basis for the cleft analysis provided by Sulger (2009) in Irish LFG literature. We follow this analysis but with a slight difference in the way we handle the ‘a’. According to Stenson, the ‘a’ is a relative particle which forms part of the relative clause. However, there is no surface head noun in the relative clause – it is missing a NP. Stenson refers to these structures as having an ‘understood’ nominal head such as an rud ”the thing” or an té ”the person/the one”. e.g. Is ise [an té] a chonaic mé inné’. When the nominal head is present, it becomes a copular identity construction: She is the one who I saw yesterday1. To distinguish the ‘a’ in these cleft sentences from those that occur in relative clauses with surface head nouns, we introduce a new dependency label cleftparticle and we attach ‘a’ to the verb chonaic using this relation. This is shown in Figure 3.

1 Notethatthissentencemaybeambiguous, andcanalsotranslate as She was the one who I saw yesterday.
complement (csubj)\(^2\). See Figure 4 for an example.

![Dependency structure with new subject complement labelling](image)

**Wh-questions** Notwithstanding Stenson’s observation that WH-questions are syntactically similar to cleft sentences, we choose to treat them differently so that their predicate-argument structure is obvious and easily recoverable. Instead of regarding the WH-word as the head (just as the copula is the head in a cleft sentence), we instead regard the verb as the sentential head and mark the WH-element as a dependent of that, labelled as subj.q, obj.q or adv adjunct.q. An example of obj.q is in Figure 5.

![Dependency structure for question construction](image)

### 2.3 Comparison of Parsing experiments

Lynn et al. (2012) carried out preliminary parsing experiments with MaltParser (Nivre et al., 2006) on their original treebank of 300 sentences. Following the changes we made to the labelling scheme as a result of the second IAA study, we re-ran the same parsing experiments on the newly updated seed set of 300 sentences. We used 10-fold cross-validation on the same feature sets (various combinations of form, lemma, fine-grained POS and coarse-grained POS). The improved results, as shown in the final two columns of Table 3, reflect the value of undertaking an analysis of IAA-1 results.

### 3 Active Learning Experiments

Now that the annotation scheme and guide have reached a stable state, we turn our attention to the role of active learning in parser and treebank development. Before describing our preliminary work in this area, we discuss related work.

#### 3.1 Related Work

Active learning is a general technique applicable to many tasks involving machine learning. Two broad approaches are Query By Uncertainty (QBU) (Cohn et al., 1994), where examples about which the learner is least confident are selected for manual annotation; and Query By Committee (QBC) (Seung et al., 1992), where disagreement among a committee of learners is the criterion for selecting examples for annotation. Active learning has been used in a number of areas of NLP such as information extraction (Scheffer et al., 2001), text categorisation (Lewis and Gale, 1994; Hoi et al., 2006) and word sense disambiguation (Chen et al., 2006). Olsson (2009) provides a survey of various approaches to active learning in NLP.

For our work, the most relevant application of active learning to NLP is in parsing, for example, Thompson et al. (1999), Hwa et al. (2003), Osborne and Baldridge (2004) and Reichart and Rappoport (2007). Taking Osborne and Baldridge (2004) as an illustration, the goal of that work was to improve parse selection for HPSG: for all the analyses licensed by the HPSG English Resource Grammar (Baldwin et al., 2004) for a particular sentence, the task is to choose the best one using a log-linear model with features derived from the HPSG structure. The supervised framework requires sentences annotated with parses, which is where active learning can play a role. Osborne and Baldridge (2004) apply both QBU with an ensemble of models, and QBC, and show that this decreases annotation cost, measured both in number of sentences to achieve a particular level of parse selection accuracy, and in a measure of sentence complexity, with respect to random selection.

However, this differs from the task of constructing a resource that is intended to be reused in a number of ways. First, as Baldridge and Osborne (2004) show, when “creating labelled training material (specifically, for them, for HPSG parse se-
<table>
<thead>
<tr>
<th>Model</th>
<th>LAS-1</th>
<th>UAS-1</th>
<th>LAS-2</th>
<th>UAS-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form+POS:</td>
<td>60.6</td>
<td>70.3</td>
<td>64.4</td>
<td>74.2</td>
</tr>
<tr>
<td>Lemma+POS:</td>
<td>61.3</td>
<td>70.8</td>
<td>64.6</td>
<td>74.3</td>
</tr>
<tr>
<td>Form+Lemma+POS:</td>
<td>61.5</td>
<td>70.8</td>
<td>64.6</td>
<td>74.5</td>
</tr>
<tr>
<td>Form+CPOS:</td>
<td>62.1</td>
<td>72.5</td>
<td>65.0</td>
<td>76.1</td>
</tr>
<tr>
<td>Form+Lemma+CPOS:</td>
<td>62.9</td>
<td>72.6</td>
<td>66.1</td>
<td>76.2</td>
</tr>
<tr>
<td>Form+CPOS+POS:</td>
<td>63.0</td>
<td>72.9</td>
<td>66.0</td>
<td>76.0</td>
</tr>
<tr>
<td>Lemma+CPOS+POS:</td>
<td>63.1</td>
<td>72.4</td>
<td>66.0</td>
<td>76.2</td>
</tr>
<tr>
<td>Lemma+CPOS:</td>
<td>63.3</td>
<td>72.7</td>
<td>65.1</td>
<td>75.7</td>
</tr>
<tr>
<td>Form+Lemma+CPOS+POS:</td>
<td>63.3</td>
<td>73.1</td>
<td>66.5</td>
<td>76.3</td>
</tr>
</tbody>
</table>

Table 3: Preliminary MaltParser experiments with the Irish Dependency Treebank: Pre- and post-IAA-2 results

lection) and later reusing it with other models, gains from active learning may be negligible or even negative”**: the simulation of active learning on an existing treebank under a particular model, with the goal of improving parser accuracy, may not correspond to a useful approach to constructing a treebank. Second, in the actual task of constructing a resource — interlinearized glossed text — Baldrige and Palmer (2009) show that the usefulness of particular example selection techniques in active learning varies with factors such as annotation expertise. They also note the importance of measures that are sensitive to the cost of annotation: the sentences that active learning methods select are often difficult to annotate as well, and may result in no effective savings in time or other measures. To our knowledge, active learning has not yet been applied to the actual construction of a treebank: that is one of our goals.

Further, most active learning work in NLP has used variants of QBU and QBC where instances with the *most* uncertainty or disagreement (respectively) are selected for annotation. Some work by Sokolovska (2011) in the context of phonetisation and named entity recognition has suggested that a distribution over degrees of uncertainty or disagreement may work better: the idea is that examples on which the learners are more certain or in greater agreement might be more straightforwardly added to the training set. This may be a particularly suitable idea in the context of treebank construction, so that examples selected by active learning for annotation are a mix of easier and more complex.

### 3.2 Setup

The basic treebank/parser bootstrapping algorithm is given in Figure 6. In an initialisation step, a parsing model is trained on a seed set of gold standard trees. In each iterative step, a new batch of unseen sentences is retrieved, the parsing model is used to parse these sentences, a subset of these automatically parsed sentences is selected, the parse trees for the sentences in this subset are manually corrected, the corrected trees are added to the training set and a new parsing model is trained. This process is repeated, ideally until parsing accuracy converges.

We experiment with two versions of this basic bootstrapping algorithm. In the *passive learning* variant, the Y trees that are added to the training data on each iteration are chosen at random from the batch of X unseen sentences. In the *active learning* variant, we select these trees based on a notion of how informative they are, i.e. how much the parser might be improved if it knew how to parse them correctly. We approximate informativeness based on QBC, specifically, disagreement between a committee of two parsers. Thus, we rank the set of X trees (\(u_p\)) based on their disagreement with a second reference parser. The assessment of disagreement between two trees is based on the number of dependency relations they disagree on, which is the fundamental idea of the F-complement measure of Ngai and Yarowsky (2000). Disagreement between
top Y trees from this ordered set are manually revised and added to the training set for the next iteration.

We use MaltParser as the only parser in the passive learning setup and the main parser in the active learning setup. We use another dependency parser Mate (Bohnet, 2010) as our second parser in the active learning setup. Since we have 450 gold trees, we split them into a seed training set of 150 trees, a development set of 150 and a test set of 150. Due to time constraints we run the two versions of the algorithm for four iterations, and on each iteration 50 (Y) parse trees are hand-corrected from a set of 200 (X). This means that the final training set size for both setups is 350 trees (150 + (4*50)). However, the 4*50 training trees added to the seed training set of 150 are not the same for both setups. The set of 200 unseen sentences in each iteration is the same but, crucially, the subsets of 50 chosen for manual correction and added to the training set on each iteration are different — in the active learning setup, QBC is used to choose the subset and in the passive learning setup, the subset is chosen at random. Only one annotator carried out all the manual correction.

3.3 Results

Figure 7: Passive versus Active Learning: Labelled Attachment Accuracy. The x-axis represents the number of training iterations and the y-axis the labelled attachment score.

The results of our bootstrapping experiments are shown in Figures 7 and 8. Figure 7 graphs the labelled attachment accuracy for both the passive and active setups over the four training iterations.

\[ 1 - LAS(t_1, t_2) \]

two trees, \( t_1 \) and \( t_2 \) is defined as \( 1 - LAS(t_1, t_2) \).

Figure 8: Passive versus Active Learning: Unlabelled Attachment Accuracy. The x-axis represents the number of training iterations and the y-axis the unlabelled attachment score.

<table>
<thead>
<tr>
<th></th>
<th>It. 1</th>
<th>It. 2</th>
<th>It. 3</th>
<th>It. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Sentence Length</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Passive</td>
<td>18.6</td>
<td>28.6</td>
<td>23.9</td>
<td>24.5</td>
</tr>
<tr>
<td>Active</td>
<td>18.8</td>
<td>25.5</td>
<td>24.8</td>
<td>35.9</td>
</tr>
<tr>
<td>Correction Effort</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Passive</td>
<td>23.8</td>
<td>30.2</td>
<td>27.0</td>
<td>23.8</td>
</tr>
<tr>
<td>Active</td>
<td>36.7</td>
<td>37.6</td>
<td>32.4</td>
<td>32.8</td>
</tr>
</tbody>
</table>

Table 4: Differences between active and passive training sentences. Correction effort is the level of disagreement between the automatic parse and its correction (1-LAS)

Figure 8 depicts the unlabelled attachment accuracy. All results are on our development set.

3.4 Analysis

On the whole, the results in Figures 7 and 8 confirm that adding training data to our baseline model is useful and that the active learning results are superior to the passive learning results (particularly for unlabelled attachment accuracy). However, the drop in labelled attachment accuracy from the penultimate to the final iteration in the active learning setup is curious.

We measure the difference between the passive and active learning training sentences in terms of sentence length as a way of ascertaining the difference in annotation difficulty between the two sets. Since the training sentences were manually corrected before adding them to the training sets, this means that we can also measure how much correction was involved by measuring the level of disagreement between the automatic parses and their gold-standard corrected versions. This represents another approximation of annotation diffi-
The results are shown in Table 4. We can see that there is no significant difference in average sentence length between the active and passive learning sets (apart from the final iteration). However, the correction effort figures confirm that the active learning sentences require more correction than the passive learning sentences. This demonstrates that the QBC metric is successful in predicting whether a sentence is hard to parse but it also calls into doubt the benefits of active learning over passive learning, especially when resources are limited. Do the modest gains in parsing accuracy warrant the extra annotation effort involved?

It is interesting that the biggest difference in sentence length is in iteration 4 where there is also a drop in active learning performance on the development set when adding them to the parser. If we examine the 50 trees that are corrected, we find one that has a length of 308 tokens. If this is omitted from the training data, labelled attachment accuracy rises from 67.92 to 69.13 and unlabelled attachment accuracy rises from 78.20 to 78.49. It is risky to conclude too much from just one example but this appears to suggest that if sentences above a certain length are selected by the QBC measure, they should not be revised and added to the training set since the correction process is more likely to be lengthy and error-prone.

The test set shows similar trends to the development set. The baseline model obtains a LAS of 63.4%, the final passive model a LAS of 67.2% and the final active model a LAS of 68.0%, (increasing to 68.1% when the 308-token sentence is removed from the training set). The difference between the active and passive learning results is not, however, statistically significant.

3.5 Making Use of Unlabelled Data

One criticism of the active learning approach to parser/treebank bootstrapping is that it can result in a set of trees which is an unrepresentative sample of the language since it is skewed in favour of the type of sentences chosen by the active learning informative measure. One possible way to mitigate this is to add automatically labelled data in addition to hand-corrected data. Taking the third active learning iteration with a training set of 300 sentences as our starting point, we add automatic parses from the remaining sentences in the unlabelled set for that iteration. The unlabelled set is ordered by disagreement with the reference parser and so we keep adding from the bottom of this set until we reach the subset of 50 trees which were manually corrected, i.e. we prioritise those parses that show the highest agreement with the reference parser first because we assume these to be more accurate. The results, shown in Figure 9, demonstrate that the addition of the automatic parses makes little difference to the parsing accuracy. This is not necessarily a negative result since it demonstrates that the training sentence bias can be adjusted without additional annotation effort and without adversely affecting parsing accuracy (at least with this limited training set size).

Figure 9: Adding Automatically Parsed Data to the Training set: the x-axis shows the number of automatically parsed trees that are added to the training set and the y-axis shows the unlabelled and labelled attachment accuracy on the development set.

4 Conclusion

We have presented the finalised annotation scheme for the Irish Dependency Treebank and shown how we arrived at this using inter-annotator agreement experiments, analysis and discussion. We also presented the results of preliminary parsing experiments exploring the use of active learning. Future work involves determining the length threshold above which manual annotation should be avoided during bootstrapping, experimenting with more active learning configurations, and, of course, further manual annotation.
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Abstract

We present a method to estimate word use similarity independent of an external sense inventory. This method utilizes a topic-modelling approach to compute the similarity in usage of a single word across a pair of sentences, and we evaluate our method in terms of its ability to reproduce a human-annotated ranking over sentence pairs. We find that our method outperforms a bag-of-words baseline, and that for certain words there is very strong correlation between our method and human annotators. We also find that lemma-specific models do not outperform general topic models, despite the fact that results with the general model vary substantially by lemma. We provide a detailed analysis of the result, and identify open issues for future research.

1 Introduction

Automated Word Usage Similarity (Usim) is the task of determining the similarity in use of a particular word across a pair of sentences. It is related to the tasks of word sense disambiguation (WSD) and word sense induction (WSI), but differs in that Usim does not pre-suppose a pre-defined sense inventory. It also captures the fact that word senses may not always be distinct, and that the applicability of word senses is not necessarily mutually exclusive. In Usim, we consider pairs of sentences at a time, and quantify the similarity of the sense of the target word being used in each sentence. An example of a sentence pair (SPAIR) using similar but not identical senses of the word dry is given in Figure 1.

Usim is a relatively new NLP task, partly due to the lack of resources for its evaluation. Erk et al. (2009) recently produced a corpus of sentence pairs annotated for usage similarity judgments, allowing Usim to be formulated as a distinct task from the related tasks of word sense disambiguation and word sense induction.

In this work, we propose a method to estimate word usage similarity in an entirely unsupervised fashion through the use of a topic model. We make use of the well-known Latent Dirichlet Allocation (LDA) model (Blei et al., 2003) to model the distribution of topics in a sentence, then examine the similarity between sentences on the basis of the similarity between their topic distributions.

Our main contributions in this work are: (1) we introduce a method to compute word usage similarity in an unsupervised setting based on topic modelling; (2) we show that our method performs better than the bag-of-words modelling approach; (3) we find that each lemma has a distinct optimum parametrization of the approach that does not generalize across parts of speech; and (4) we demonstrate empirically that per-lemma topic models do not perform differently from global topic models.

2 Background

Polysemy is a linguistic phenomenon whereby the same word has different meaning depending on the context it is used in. For example, the use of the word charge in the phrase charge a battery is different from its use in the phrase charge a hill, and also distinct from its use in charge in court.

Part c) All this has been a little dry so far: now for some fun.
For people who knew him, it was typical of his dry humor, but some in the audience thought he was tipsy.

Figure 1: Example of an SPAIR judged by annotators to use similar but not identical senses of the word dry.
Word sense disambiguation (WSD) is the task of distinguishing between different senses of a word given a particular usage (Agirre and Edmonds, 2006; Navigli, 2009). Word sense disambiguation presupposes the existence of a *sense inventory*, enumerating all possible senses of a word. WSD is the task of selecting the sense of a word being used from the sense inventory given the context of its use. In contrast, word sense induction (WSI) is the task of partitioning uses of a word according to different senses, producing a sense inventory. In most research to date, the applicability of senses has been regarded as binary, in that a sense either entirely applies or entirely does not apply to a particular use of a word, and senses are regarded as mutually exclusive. This does not take into account situations where a word has different but related senses where more than one sense can apply at a time.

WSI research to date has been evaluated against fixed sense inventories from resources such as dictionaries or WordNet, since they are the primary resources available. However, WSI is a two-part task, where the first part is to determine the similarity between uses of a word, and the second is to partition the uses based on this similarity. The partitions derived thus divide the usages of a particular word according to its distinct senses. Use of a fixed sense inventory in evaluation makes it impossible to evaluate the similarity comparison independently of the partitioning technique. Furthermore, it prevents us from evaluating a WSI technique’s ability to detect novel senses of a word or unusual distributions over common senses, because divergence from the fixed sense inventory is usually penalized.

### 2.1 Usim

Usim was introduced by Erk et al. (2009) to build a case for a graded notion of word meaning, eschewing the traditional reliance on predefined sense inventories and annotation schemas where words are tagged with the best-fitting sense. They found that the human annotations of word usage similarity correlated with the overlap of paraphrases from the English lexical substitution task. In their study, three annotators were asked to rate the similarity of pairs of usages of a lemma on a 5-point scale, where 1 indicated that the uses were completely different and 5 indicated they were identical. The SPAIRS annotated were drawn from LEXSUB (McCarthy and Navigli, 2007), which comprises open class words with token instances of each word appearing in the context of one sentence taken from the English Internet Corpus (EIC) (Sharoff, 2006). Usim annotations were produced for 34 lemmas spanning nouns, verbs, adjectives and adverbs. Each lemma is the target in 10 LEXSUB sentences, and all pairwise comparisons were presented for annotation, resulting in 45 SPAIRS per lemma, for a total of 1530 comparisons per annotator overall. Erk et al. (2009) provide a detailed analysis of the annotations collected, but do not propose an automated approach to word usage similarity, which is the subject of this work.

### 2.2 Topic Modelling

Topic models are probabilistic models of latent document structure. In contrast to a standard bag-of-words model, a topic model posits an additional intermediate layer of structure, termed the “topics”. Each topic is a distribution over words, and a document is modeled as a finite mixture over topics.

The model that we will be using in this work is the Latent Dirichlet Allocation (LDA) model (Blei et al., 2003). In the LDA model, each document is modelled as a mixture of topics. Each topic is a multinomial distribution over words, and LDA places a Dirichlet prior on word distributions in topics. Although exact inference of LDA parameters is intractable, the model has gained prominence due to the availability of computationally efficient approximations, the most popular being based on Gibbs sampling (Griffiths and Steyvers, 2004). For brevity, we do not give a detailed description of the LDA model.

### 2.3 Related Work

Stevenson (2011) experimented with the use of LDA topic modelling in word sense disambiguation, where he used topic models to provide context for a graph-based WSD system (Agirre and Soroa, 2009), replacing a local context derived from adjacent words. This approach is of limited relevance to our work, as the graph-based approach considered state-of-the-art in unsupervised WSD (De Cao et al., 2010) maps senses to individual nodes in a graph. This presupposes the existence of a fixed sense inventory, and thus does
not lend itself to determining unsupervised word usage similarity.

Brody and Lapata (2009) proposed an LDA topic modelling approach to WSI which combines feature sets such as unigram tokens and dependency relations, using a layered feature representation. Yao and Van Durme (2011) extended this work in applying a Hierarchical Dirichlet Process (HDP: Teh et al. (2006)) to the WSI task, whereby the topic model dynamically determines how many topics to model the data with, rather than relying on a preset topic number. Recently, Lau et al. (2012) further extended this work and applied it to the task of novel sense detection.

More broadly, this work is related to the study of distributional semantics of words in context (Erk and Padó, 2008). Dinu and Lapata (2010) propose a probabilistic framework for representing word meaning and measuring similarity of words in context. One of the parametrizations of their framework uses LDA to automatically induce latent senses, which is conceptually very similar to our approach. One key difference is that Dinu and Lapata focus on inferring the similarity in use of different words given their context, whereas in this work we focus on estimating the similarity of use of a single word in a number of different contexts.

3 Methodology

Our basic framework is to produce a vector representation for each item in a LEXSUB sentence pair (SPAIR), and then compare the two vectors using a distance measure (Section 3.2). Evaluation is carried out by comparing the per-SPAIR predictions of word usage similarity to the average rating given by human annotators to each SPAIR. The use of the average rating as the goldstandard is consistent with the use of leave-one-out resampling in estimating inter-annotator agreement (Erk et al., 2009). Our evaluation metric is Spearman’s $\rho$ with tie-breaking, also consistent with Erk et al. (2009). We compute $\rho$ over the set of all SPAIRs, as well as broken down by part-of-speech and by individual lemma. Positive correlation (higher positive values of $\rho$) indicates better agreement.

3.1 Background Collections

The data used to learn the parameters of the topic model (henceforth referred to as the background collection) has a strong influence on the nature of the topics derived. We investigated learning topic model parameters from 3 global background collections:

**SENTENCE** The set of 340 sentences used in the Usim annotation

**PAGE** The set of 340 pages in the EIC from which SENTENCE was extracted

**CORPUS** The full English Internet Corpus (EIC)

A global background collection is expected to learn word associations (‘topics’) that are representative of the content of the corpus. Our intuition is that the distribution over topics for similar senses of a word should also be similar, and thus that the distribution over topics can be used to represent a particular use of a word. We discuss how to derive this distribution in Section 3.2.

Prior to learning topic models, we lemmatized the text and eliminated stopwords. In this work, we do not investigate the LDA hyperparameters $\alpha$ and $\beta$. We use the common default values of $\alpha = 0.1$ and $\beta = 0.01$.

3.2 Vector-based Representation

Our representation for each usage (each item in an SPAIR) consists of a distribution over topics. We obtain this distribution by mapping each word in the usage context onto a single latent topic using the LDA model. We denote the context in terms of a tuple \textit{CONTEXT}(a,b). \textit{CONTEXT}(0,0) indicates that only the annotated sentence was used, whereas \textit{CONTEXT}(3,3) indicates that three sentences before and three sentences after the annotated sentence were used. Note that in the Usim annotations of Erk et al. (2009), the annotators’ judgments were based solely on the sentence pairs, without any additional context. This corresponds exactly to \textit{CONTEXT}(0,0).

For comparing the vector-based representations of two sentences, we used cosine similarity (Cosine). Since the topic vectors can be interpreted as a probability distribution over topics, we also experimented with a similarity metric based on Jensen-Shannon Divergence. We found that cosine similarity provided marginally better results, though the differences were usually minimal.

We also investigated the topic distribution of specific words in the sentence, such as the words...
Figure 2: Plot of number of topics against Spearman’s \( \rho \) per background collection

\( T_0 \): (water, plant, area, small, large, fire, tree, tea, food, high)

\( T_1 \): (quot, http, text, count, amp, book, review, page, language, film)

\( T_2 \): (war, American, country, force, military, government, Iraq, political, United, church)

\( T_3 \): (service, provide, business, school, cost, need, pay, include, market, information)

\( T_4 \): (information, system, site, need, computer, number, datum, test, program, find)

\( T_5 \): (think, question, thing, point, give, want, fact, find, idea, need)

\( T_6 \): (PM, post, think, Comment, March, Bush, want, thing, write, June)

\( T_7 \): (look, think, want, find, tell, thing, give, feel)

Figure 3: Characteristic terms per topic in the 8-topic model of PAGE

Table 1: Comparison of mean Spearman’s \( \rho \) of inter-annotator agreement (IAA), Spearman’s \( \rho \) for best overall parameter combination for CONTEXT(0,0), and Spearman’s \( \rho \) for the optimal number of topics, using PAGE as the background collection. \( \rho \) values significant at the 0.05 level are presented in bold.

<table>
<thead>
<tr>
<th>Lemma/POS</th>
<th>IAA</th>
<th>8-topic ( \rho )</th>
<th>T-topic ( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>bar(n)</td>
<td>0.410</td>
<td>0.244</td>
<td>30</td>
</tr>
<tr>
<td>charge(n)</td>
<td>0.836</td>
<td>0.394</td>
<td>10</td>
</tr>
<tr>
<td>charge(v)</td>
<td>0.658</td>
<td>0.342</td>
<td>30</td>
</tr>
<tr>
<td>check(v)</td>
<td>0.448</td>
<td>0.233</td>
<td>8</td>
</tr>
<tr>
<td>clear(v)</td>
<td>0.715</td>
<td>0.224</td>
<td>8</td>
</tr>
<tr>
<td>draw(v)</td>
<td>0.570</td>
<td>0.192</td>
<td>10</td>
</tr>
<tr>
<td>dry(a)</td>
<td>0.563</td>
<td>0.608</td>
<td>5</td>
</tr>
<tr>
<td>execution(n)</td>
<td>0.813</td>
<td>0.174</td>
<td>30</td>
</tr>
<tr>
<td>field(n)</td>
<td>0.267</td>
<td>0.118</td>
<td>3</td>
</tr>
<tr>
<td>figure(n)</td>
<td>0.554</td>
<td>0.158</td>
<td>3</td>
</tr>
<tr>
<td>flat(t)</td>
<td>0.871</td>
<td>0.444</td>
<td>50</td>
</tr>
<tr>
<td>fresh(a)</td>
<td>0.260</td>
<td>-0.002</td>
<td>20</td>
</tr>
<tr>
<td>function(n)</td>
<td>0.121</td>
<td>0.234</td>
<td>30</td>
</tr>
<tr>
<td>hard(r)</td>
<td>0.432</td>
<td>0.138</td>
<td>5</td>
</tr>
<tr>
<td>heavy(a)</td>
<td>0.652</td>
<td>-0.014</td>
<td>5</td>
</tr>
<tr>
<td>investigator(n)</td>
<td>0.299</td>
<td>0.364</td>
<td>10</td>
</tr>
<tr>
<td>light(a)</td>
<td>0.549</td>
<td>-0.078</td>
<td>20</td>
</tr>
<tr>
<td>match(n)</td>
<td>0.694</td>
<td>-0.228</td>
<td>80</td>
</tr>
<tr>
<td>order(v)</td>
<td>0.740</td>
<td>0.153</td>
<td>10</td>
</tr>
<tr>
<td>paper(n)</td>
<td>0.701</td>
<td>-0.026</td>
<td>3</td>
</tr>
<tr>
<td>poor(a)</td>
<td>0.537</td>
<td>0.210</td>
<td>10</td>
</tr>
<tr>
<td>post(n)</td>
<td>0.719</td>
<td>0.482</td>
<td>8</td>
</tr>
<tr>
<td>put(v)</td>
<td>0.414</td>
<td>0.544</td>
<td>8</td>
</tr>
<tr>
<td>raw(a)</td>
<td>0.386</td>
<td>0.387</td>
<td>2</td>
</tr>
<tr>
<td>right(r)</td>
<td>0.707</td>
<td>0.436</td>
<td>8</td>
</tr>
<tr>
<td>rude(a)</td>
<td>0.669</td>
<td>0.449</td>
<td>8</td>
</tr>
<tr>
<td>softly(r)</td>
<td>0.610</td>
<td>0.604</td>
<td>8</td>
</tr>
<tr>
<td>solid(a)</td>
<td>0.603</td>
<td>0.364</td>
<td>3</td>
</tr>
<tr>
<td>special(a)</td>
<td>0.438</td>
<td>0.140</td>
<td>30</td>
</tr>
<tr>
<td>stiff(a)</td>
<td>0.386</td>
<td>0.289</td>
<td>8</td>
</tr>
<tr>
<td>strong(a)</td>
<td>0.439</td>
<td>0.163</td>
<td>2</td>
</tr>
<tr>
<td>tap(v)</td>
<td>0.773</td>
<td>0.233</td>
<td>30</td>
</tr>
<tr>
<td>throw(v)</td>
<td>0.401</td>
<td>0.334</td>
<td>8</td>
</tr>
<tr>
<td>work(v)</td>
<td>0.322</td>
<td>-0.063</td>
<td>80</td>
</tr>
<tr>
<td>adverb</td>
<td>0.585</td>
<td>0.418</td>
<td>8</td>
</tr>
<tr>
<td>verb</td>
<td>0.634</td>
<td>0.268</td>
<td>8</td>
</tr>
<tr>
<td>adjective</td>
<td>0.601</td>
<td>0.171</td>
<td>50</td>
</tr>
<tr>
<td>noun</td>
<td>0.687</td>
<td>0.109</td>
<td>3</td>
</tr>
<tr>
<td>overall</td>
<td>0.630</td>
<td>0.202</td>
<td>8</td>
</tr>
</tbody>
</table>

As a baseline for comparison, we use a standard bag-of-words representation where frequency vectors of words in context are compared. We use the same contexts for the bag-of-words model that we used to infer topic distributions, thus allowing for a direct evaluation of topic modelling in contrast to a more conventional text representation. Our baseline results are thus derived by using Cosine to quantify the similarity between the bag-of-words of the context of different uses of the same lemma.

4 Results

For each of the three background collections SENTENCE, PAGE and CORPUS, we considered topic counts between 2 and 100 in pseudo-logarithmic increments. We computed Spearman’s \( \rho \) between the average human annotator rating for each SPAIR and the output of our method for each combination of background collection and topic count. We analyzed the results in terms of an aggregation of SPAIRs across all lemmas, as well as broken down by lemma and part-of-speech. We found that the best overall result was obtained using an 8-topic model of PAGE, where the overall Spearman’s \( \rho \) between the human annotator...
Figure 4: Characteristic terms per topic in the 3-topic model of PAGE

| Topic 0: | think, want, thing, look, tell, write, text, find, try, book |
| Topic 1: | information, system, need, government, provide, include, service, case, country, number |
| Topic 2: | find, give, child, water, place, woman, hand, look, leave, small |

Figure 5: Sentences for dry(a) with a strong component of Topic 0 given the 8-topic model illustrated in figure 3

Mowing The way that you mow your lawn will also affect how well it survives hot, dry conditions.

Surprisingly in such a dry continent as Australia, salt becomes a problem when there is too much water.

If the mixture is too dry, add some water; if it is too soft, add some flour.

Figure 6: Sentences for match(n) with a high concentration of Topic 4

The software is the program that sifts through the millions of pages recorded in the index to find match to a search and rank them in order of what it believes is most relevant.

The tag consists of a tiny chip, about the size of a match head that serves as a portable database.

Figure 7: Plot of SPAIR context size against Spearman’s ρ (8-topic background collection) when we examine the aggregation over individual parts-of-speech. In general, the results obtained with topic models of PAGE tend to be similar to those obtained with topics models of CORPUS, and across all lemmas the optimum number of topics is about 8.

Finally, we also examined our results at a per-lemma level, identifying the optimal topic count for each individual lemma. We found that for all lemmas, there existed a topic count that resulted in a ρ of > 0.4, with the exception of light(a). For some lemmas, their optimal topic count resulted in ρ > 0.8 (check(v), draw(v), softly(r)). However, the best choice of parameters varied greatly between lemmas, and did not show any observable consistency overall, or between lemmas for a given part-of-speech.

4.1 Topic Modelling vs. Bag-of-words

We computed a baseline result for Usim by using a bag-of-words model for each item in an SPAIR. We examined using only the annotated sentence (CONTEXT(0,0)), as well as varying amounts of context drawn symmetrically around the sentence (CONTEXT(a,b) for a = b ∈ {1, 3, 5, 7, 9}).

Figure 7 shows the result of varying the size
of the context used. On the x-axis, a value of 0 indicates no additional context was used (i.e. only the annotated sentence was used). A value of 3 indicates that CONTEXT(3,3) was used (i.e. 3 sentences before and after, in addition to the annotated sentence). Based on earlier results, we only considered 8-topic models for each background collection. In general, we found that the page-level(PAGE) and corpus-level(CORPUS) topic models perform better than the bag-of-words (BoW) model and the sentence-level topic model(SENTENCE).

For each context, we used Welch’s t-test to determine if the difference between background collections was statistically significant. We found that at the 5% level, for all contexts, CORPUS and PAGE are different from BoW. We also found that at the 5% level, for all contexts, CORPUS and PAGE are different. Overall, the best performance was observed on the 8-topic PAGE model, using CONTEXT(3,3). This yielded a Spearman’s ρ of 0.264 with respect to the gold standard annotations.

4.2 Global vs. Per-lemma Topic Models

We have already demonstrated that the topic modelling approach yields improvements over the bag of words model for estimating word usage similarity, provided that that PAGE or CORPUS background collections are used. However, performance on individual lemmas varies widely. One possible reason for this is that the topics being learned are too general, and thus the latent semantics that they capture are not useful for estimating the similarity in word use. To address this issue, we experiment with learning topic models per-lemma, learning topics that are specific to each target lemma.

In the per-lemma approach, instead of a single global topic model, we learn a distinct set of topics for each lemma. The per-lemma models use only sentences in which the target lemma occurs, plus one sentence before and one sentence after (CONTEXT(1,1)). Thus, the background collections for each lemma are a (small) subset of CORPUS, and have some overlap with PAGE, although they also include uses of the lemmas that were not annotated and therefore not present in PAGE. We assembled the background collection for each lemma before part-of-speech tagging, so for charge(n) and charge(v) a single topic model was used. This gave us 33 different topic models for the set of 34 lemmas.

We compare the use of a global topic model to the use of per-lemma topic models in estimating the similarity in word usage of a given lemma L in each sentence in an SPAIR. Given a topic count T and a symmetric usage context CONTEXT(k, k), we map each word in the context into the corresponding topic space. For the global model, we use a topic space of T topics in PAGE, and for the per-lemma model we use the T topic model of all the occurrences of L in CORPUS. Note that the context extracted for each occurrence of L in CORPUS is kept constant (CONTEXT(1,1)); it is the context k used to represent each sentence in the annotated SPAIR that is varied. Thus, the overall result we compute for the global topic models is based on inference on a single global topic model, whereas the overall result reported for the per-lemma approach is based on inference in each of the per-lemma topic models.

Disappointingly, the per-lemma topic models fail to improve on the performance of the global topic models. Across a range of context sizes k and number of topics T in the topic model, we find that the global PAGE model and the per-lemma topic models have nearly indistinguishable performance. The per-lemma models are actually worse than the global model at a high topic count (T = 50 and beyond). The overall best result remains the 8-topic PAGE model using CONTEXT(3,3), which a Spearman’s ρ of 0.264 with respect to the gold standard annotations. The best result for the per-lemma topic models is 0.209, obtained with an 8-topic model using CONTEXT(5,5).

5 Discussion & Future Work

From the breakdown given in Table 1, we observe that the effectiveness of our approach varies significantly between parts-of-speech and between individual lemmas. For example, for dry(a), we see a fairly strong correlation between the calculated similarity and the human annotations. This
correlation is much stronger than that observed across all the adjectives.

For the lemmas dry(a), investigator(n) and put(v), the correlation between our method and the human annotations exceeds the average inter-annotator agreement. This is due to variation in the inter-annotator agreement by lemma. Often, two annotators produce rankings that are similar, with the third being very different. In this case our system output may be more similar to the average of the three annotators than the mean similarity of each annotator to the average of the other two. In absence of additional annotations, it may be possible to correct for systematic differences in the annotators use of the gradings to achieve a more consistent ordering over SPAIRS. We leave this investigation to future work.

For part-of-speech aggregation, the highest correlation is seen in adverbs, which is somewhat surprising since adverbs are not normally thought of as being strongly topical in nature. In order to gain further insight into the sources of the correlations, we examined the data in greater detail. In particular, we manually inspected the characteristic terms of each topic learned by the topic model. These terms are reproduced in Figure 3. For contrast, we include the best terms for each topic in the 3-topic model of PAGE, which was the best overall for nouns (Figure 4).

We examined the topic distribution for all the sentences for dry(a). We found that in the 8-topic model of PAGE, Topic 0 clusters terms associated with water, food and plants. The sentences with a strong component of Topic 0 are reproduced in Figure 5. We found that sentences with strong components of Topic 0 were likely to use dry in the sense of “lacking in water”, thus this particular topic was well suited to measuring the similarity in the use of the word dry; uses of dry in relation to water had a strong component of Topic 0, whereas uses of dry not related to water did not.

Although a topic count of 2 is unusually low for LDA modelling of text, we found that for some lemmas this was the optimum topic count, and for raw(a) the correlation between annotations and our usage similarity estimation was statistically significant. A possible explanation is that the top-ics in the 2-topic model aligned with variation in the senses of raw found in different genres of text.

The use of topic distribution is not a panacea for usage similarity. An example of how topic modelling can be misleading is given in Figure 6. Here, we find two sentences with a high concentration of Topic 4, which is related to computers. Both sentences do indeed talk about concepts related to computers; however the use of match(n) in the two sentences is completely different. In the first instance, the use of match is topical to the concepts of searching and ranking, whereas in the second instance the term match is used for an analogy about size, and thus this usage of match has little to no topical relation with the rest of the sentence.

Overall, we find that the use of topic models provides a statistically significant improvement in estimating word usage similarity with respect to a bag-of-words model. We observe that for both BoW and topic-modelling approaches, modelling a usage using only the sentence that it occurs in provides inferior results to using a larger context. For the BoW model, the results kept improving as the context was increased, though at larger contexts the comparison essentially becomes one of word distributions in the entire document rather than in the particular usage of a word. This illustrates a key issue with a bag-of-words model of a single sentence: the resulting vectors are very sparse, which makes judging their similarity very difficult.

We observed that the per-lemma topic models did not perform any better than the global topic models, which suggests that the performance increase of automated estimation of word usage similarity may be simply due to dimensionality reduction rather than the latent semantic properties of the topic model. However, we found that the PAGE models outperformed the CORPUS models. This indicates that the actual data used for topic modelling has an impact on per-
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4 Inspection of the top terms for each of the two topics suggested a rough division between “news” and “lay language”, but it is not clear exactly how these align with the uses or raw(a). We leave further analysis of this for future work.

5 It may be possible to use second order co-occurrences to alleviate this to some extent by using the centroid of vectors of the words in context where those vectors are taken from a whole corpus.
formance, suggesting that some latent semantic properties are being recovered. **CORPUS** is a very much larger background collection than **PAGE**. In this respect we would expect a much larger diversity of topics in **CORPUS** than in **PAGE**, and to some extent this is supported by the results presented in Figure 2. Here, we see a peak in performance at \( T = 50 \) topics for the **CORPUS** model that is not present in the **PAGE** model. However, this is a local optimum. The best topic count for both **PAGE** and **CORPUS** was at \( T = 8 \) topics. The reasons for this are not fully clear, but perhaps may be again attributable to sparsity. Where a large number of topics is used, only a very small number of words may be assigned to each topic. This is supported by the results in Figure 7, where we see an initial increase in performance as we increase the size of the context. However, this increase due to increased context is counteracted by a decreased topical coherence in the larger context, thus for the **PAGE** model we see that performance decreases after **CONTEXT**(3,3). Interestingly, for the **CORPUS** model there is no corresponding decrease in performance. However, at larger context sizes we are reaching a limit in the context in that the entire document is being used, and thus this increase cannot be extended indefinitely.

Overall, this work has shown promising results for a topic modelling approach to estimating word usage similarity. We have found that topic distributions under a topic model can be effective in determining similarity between word usages with respect to those determined by human annotators. One problem that we faced was that the optimal parameters varied for each lemma, and there was no obvious way of predicting them in an unsupervised context. We found that although the globally-optimal approach produced a statistically significant correlation with human annotators for many of the lemmas, most lemmas had a different locally-optimal parametrization. This suggests that a promising avenue for future research is a semi-supervised approach to estimating word usage similarity. Given a small amount of training data, it may be possible to determine the optimal parameters for topic-modelling-based estimation of word usage similarity, which can then be applied to word usage similarity estimation in much larger text collections. The HDP model of Teh et al. (2006) would be an alternative approach to resolving this issue.

We also have not fully explored the effect of the background collection. We found that topic models of background collections drawn at the document level performed better than those drawn at the corpus level, but that those drawn at the per-lemma sentence level were not measurably different from those drawn at the document level. Two additional background collections could be investigated: (1) at the per-lemma document level, where entire documents containing a given lemma are used; and (2) at a cross-corpus level. The former would give insight on whether there is an issue of data sparsity at the parameter estimation phase, since we found that for global models, the document-level background collection outperformed the sentence-level background collection. For the latter, including data from additional corpora may result in a better correspondence between topics and senses, allowing for better estimation of word usage similarity.

6 Conclusion

In this work, we examined automated estimation of word usage similarity via vector similarity over topic vectors inferred from LDA topic models. We found that such topic vectors outperform a bag-of-words baseline, with the globally optimal parametrization attaining Spearman’s \( \rho \) of 0.264 with the average annotation given by 3 human annotators across 1530 **SPAIRS**. We also found that each lemma has a different optimum topic count. In some cases, the correlation between our method and the average of human annotations exceeds the inter-annotator agreement. However, the optimum topic count is difficult to predict, and is not consistent within parts of speech. Finally, we found that per-lemma topic models do not significantly improve results with respect to global topic models. Overall, we have shown that a topic modelling approach has potential for automated estimation of word usage similarity, but there remain a number of open issues to investigate which may lead to even better performance.
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Abstract
This paper looks at the problem of va-
lence shifting, rewriting a text to preserve
much of its meaning but alter its senti-
ment characteristics. There has only been
a small amount of previous work on the
task, which appears to be more difficult
than researchers anticipated, not least in
agreement between human judges regard-
ing whether a text had indeed had its va-
lence shifted in the intended direction. We
therefore take a simpler version of the task,
and show that sentiment-based lexical para-
phrases do consistently change the senti-
ment for readers. We then also show that
the Kullback-Leibler divergence makes a
useful preliminary measure of valence that
corresponds to human judgements.

1 Introduction
This paper looks at the problem of VALENCE
SHIFTING, rewriting a text to preserve much
of its meaning but alter its sentiment charac-
teristics. For example, starting with the sentence If we
have to have another parody of a post-apocalyptic
America, does it have to be this bad?, we could
make it more negative by changing bad to abom-
inable. Guerini et al. (2008) say about valence
shifting that

it would be conceivable to exploit NLP
techniques to slant original writings to-
ward specific biased orientation, keep-
ing as much as possible the same mean-
ing . . . as an element of a persuasive
system. For instance a strategic plan-
er may decide to intervene on a draft
text with the goal of “coloring” it emo-
tionally.

There is only a relatively small amount of work
on this topic, which we review in Section 2. From
this work, the task appears more difficult than re-
searchers originally anticipated, with many fac-
tors making assessment difficult, not least the re-
quirement to be successful at a number of differ-
ent NLG tasks, such as producing grammatical
output, in order to properly evaluate success. One
of the fundamental difficulties is that it is difficult
to know whether a particular approach has been
successful: researchers have typically had some
trouble with inter-judge agreement when evaluat-
ing whether their approach has altered the senti-
ment of a text. This casts doubt on valence shift-
ing as a well-defined task, although intuitively it
should be, given that writing affective text has
a very long history, computational treatment of
sentiment-infused text has recently been quite ef-
fective.

This encourages us to start with a simpler task,
and show that this simpler version of valence
shifting achieves agreement between judges on
the direction of the change. Consequently, in
this paper we limit ourselves to exploring valence
shifting by lexical substitution rather than explor-
ing richer paraphrasing techniques, and testing
this on manually constructed sentences. We then
explore two questions:

1. Is it in fact true that altering a single lexi-
cal item in a sentence noticeably changes its
sentiment for readers?

2. Is there a quantitative measure of relative
lexical valence within near-synonym sets
that corresponds with human-detectable dif-
fences in valence?

We investigate these questions for negative words
by means of a human experiment, presenting
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readers with sentences with a negative lexical item replaced by a different lexical item, having them evaluate the comparative negativity of the two sentences. We then investigate the correspondence of the human evaluations to certain metrics based on the similarity of the distribution of sentiment words to the distribution of sentiment in a corpus as a whole.

2 Related work

2.1 Valence-shifting existing text

Existing approaches to valence shifting most often draw upon lexical knowledge bases of some kind, whether custom-designed for the task or adapted to it. Existing results do not yet suggest a definitively successful approach to the task. Inkpen et al. (2006) used several lexical knowledge bases, primarily the near-synonym usage guide Choose the Right Word (CrRW) (Hayakawa, 1994) and the General Inquirer word lists (Stone et al., 1966) to compile information about attitudinal words in order to shift the valence of text in a particular direction which they referred to as making “more-negative” or “more-positive”. They estimated the original valence of the text simply by summing over individual words it contained, and modified it by changing near synonyms in it allowing for certain other constraints, notably collocational ones. Only a very small evaluation was performed involving three paragraphs of changed text, the results of which suggested that agreement between human judges on this task might not be high. They generated more-positive and more-negative versions of paragraphs from the British National corpus and performed a test asking human judges to compare the two paragraphs, with the result that the system’s more-positive paragraphs were agreed to so three times out of nine tests (with a further four found to be equal in positivity), and the more-negative paragraphs found to be so only twice in nine tests (with a further three found to be equal).

Guerini et al. (2008) are presenting preliminary results and appear to be relying on inspection for evaluation: certainly figures for the findings of external human judges are not supplied. In addition, some examples of output they supply have poor fluency:

\[
\begin{align*}
\text{(1)} & \quad \text{a. } \text{We ate a very good dish.} \\
& \quad \text{b. } \text{We ate an incredibly delicious dish.} \\
& \quad \text{c. } \text{We ate a good dish.}
\end{align*}
\]

Whitehead and Cavedon (2010) reimplement the lexical substitution, as opposed to paraphrasing, ideas in the VALENTINO implementation, noting and attempting to address two problems with it: the use of unconventional or rare words (beau), and the use of grammatically incorrect substitutions.

Even when introducing grammatical relation-based and several bigram-based measures of acceptability, they found that a large number of unacceptable sentences were generated. Categories of remaining error they discuss are: large shifts in meaning (for example by substituting sleeper for winner, accounting for 49% of identified errors); incorrect word sense disambiguation (accounting for 27% of identified errors); incorrect substitution into phrases or metaphors (such as long term and stepping stone, accounting for 20% of identified errors); and grammatical errors (such as those shown in (3a) and (3b), accounting for 4% of identified errors).

\[
\begin{align*}
\text{(3)} & \quad \text{a. Williams was not interested (in) girls.} \\
& \quad \text{b. Williams was not fascinated (by) girls.}
\end{align*}
\]
Whitehead and Cavedon (2010) also found that their system did not perform well when evaluated. Human judges had low, although significant, agreement with each other about the sentiment of a sentence but not significant agreement with their system’s output: that is, they did not agree if sentiment shifted in the intended way.

3 Human evaluation of valence shifting

We first describe the construction of our test data, followed by the process for eliciting human judgements on the test data.

3.1 Test data

3.1.1 Selection of negativity word pairs

Quite a number of lexical resources related to sentiment have been developed, and it may seem likely that there would be an appropriate one for choosing pairs of near-synonyms where one is more negative and the other less. However, none are really suitable.

- Several resources based on WordNet contain synsets annotated with sentiment information in some fashion: these include SentiWordNet (Esuli and Sebastiani, 2006), MicroWNOP (Cerini et al., 2007) and WordNet Affect (Strapparava and Valitutti, 2004), and a dataset of subjectivity- and polarity-annotated WordNet senses by Su and Markert (2008). Individual words within a synset are not, however, given individual scores, which is what we need.

- The General Inquirer word list (Stone et al., 1966), which contains unscored words in certain categories including positive (1915 words) and negative (2291 words), does not group words into sets of near-synonyms.

- The subjectivity lexicon that is part of the MPQA Opinion Corpus does assign terms to categories, in this case positive, negative, both or neutral, but does not score the strength of their affective meaning, although this corpus does rate their effectiveness as a cue for subjectivity analysis (Wiebe et al., 2005; Wilson et al., 2005).

The closest work to that described here is that of Mohammad and Turney (2010) and Mohammad and Turney (forthcoming), who describe in detail the creation of EmoLex, a large polarity lexicon, using Mechanical Turk. Mohammad and Turney (forthcoming), rather than asking annotators to evaluate words in context as we are proposing here, instead ask them directly for their analysis of the word, first using a synonym-finding task in order to give the worker the correct word sense to evaluate. Part of a sample annotation question given by Mohammad and Turney (forthcoming) is given in Table 1. The word source used is the Macquarie Thesaurus (Bernard, 1986).

Our work differs from that of Mohammad and Turney (forthcoming) in that we rely on substitution evaluations, that is, having human judges rate specific contexts rather than supply their intuitions about the meaning of a word. Callison-Burch (2007) argued for this evaluation of paraphrases, that the most natural way is through substitution, and evaluate both meaning and grammaticality.

In our case, we are attempting to assess the effectiveness of valence-shifting, and we cannot presuppose that intuitions by the raters along the lines of feeling that the meaning of a word is more negative than that of another word translates into perceiving the desired effect when a word is used in context.

We therefore turn to hand-crafted data to test our hypotheses: words chosen so as to be noticeably negative, with a neutral or slightly negative near synonym. We chose 20 such word pairs, shown in Table 2. The more negative word of the pair is from the sentiment lists developed by Nielsen (2011), typically rated about 3 for negativity on his scale (where 5 is reserved for obscenities) and the less negative chosen by us.

3.1.2 Selection of sentences

Our corpus for sentence selection is the SCALE dataset v1.0 movie review data set (SCALE 1.0) (Pang and Lee, 2005), a set of 5000 short movie reviews by four authors on the World Wide Web, and widely used in sentiment classification tasks. Each movie review is accompanied by both a three and four degree sentiment rating (that is, a rating on a scale of 0 to 2, and on a scale of 0 to 3) together with original rating assigned by the author to their own review on a scale of 0 to 10.

Available from http://www2.imm.dtu.dk/pubdb/views/publication_details.php?id=6010
We selected two sentences for each word pair from the SCALE 1.0 corpus. Sentences were initially selected by a random number generator; each sentence originally contained the more negative word. Since we are constructing an idealised system here, evaluating the possibility of valence shifting by changing a single word, we manually eliminated sentences where the part of speech didn’t match the intended part of speech of the word pair, where the word was part of a proper name (usually a movie title) and where the fluency of the resulting sentence otherwise appeared terribly bad to us. Where a sentence was rejected another sentence was randomly chosen to take its place until each word pair had two accepted sentences for a total of 40 sentences. We then made changes to capitalisation where necessary for clarity (for example, capitalising movie titles, as the corpus is normalised to lower case).

Since each subject is being presented with multiple sentences (40 in this experiment), rather than coming to the task untrained, it is possible that there are ordering effects between sentences, in which a subject’s answers to previous questions influence their answers to following questions. Therefore we used a Latin square design to ensure that the order of presentation was not the same across subjects, but rather varied in a systematic way to eliminate the possibility of multiple subjects seeing questions in the same order. In addition, the square is balanced, so that there is no cyclical ordering effect (i.e. if one row of a Latin square is A-B-C and the next B-C-A, there is still an undesirable effect where C is tending to follow B). The presentation word order to subjects was also randomised at the time of generating each subject’s questions.

### 3.2 Elicitation of judgements

Having constructed the set of test sentences (Section 3.1), we ask human subjects to analyse the sentences on two axes: ACCEPTABILITY and NEGATIVITY. This is loosely equivalent to the FLUENCY and FIDELITY axes that are used to evaluate machine translation (Jurafsky and Martin, 2009). As in the case of machine translation, a valence-shifted sentence needs to be fluent, that is to be a sentence that is acceptable in its grammar, semantics and so on, to listeners or readers. While some notion of fidelity to the original is also important in valence shifting, it is rather difficult to capture without knowing the intent of the valence shifting, since unlike in translation a part of the meaning is being deliberately altered. We therefore confine ourselves in this work to confirming that the valence shifting did in fact take place, by asking subjects to rate sentences.

In order to obtain a clear answer, we specifically evaluate valence shifting with sentences as close to ideal as possible, choosing words we strongly believe to have large valence differences, and manually selecting sentences where the subjects’ assessment of the valence of these words is unlikely to be led astray by very poor substitutions such as replacing part of a proper name. (For example, consider the band name Panic! at the Disco: asking whether anotherwise identical sentence about a band named Concern! at the Disco is less negative is unlikely to get a good evaluation of lexical valence shifting.) We then ask human subjects to evaluate these pairs of sentences for their relative fluency and negativity.

**Mechanical Turk** Our subjects were recruited through Amazon Mechanical Turk.² Mechanical Turk is a web service providing cheap de-
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centralised work units called Human Intelligence Tasks (HITs), which have been used by computational linguistics research for experimentation. Snow et al. (2008) cite a number of studies at that time which used Mechanical Turk as an annotation tool, including several which used Mechanical Turk rather than expert annotators to produce a gold standard annotation to evaluate their systems.

Callison-Burch and Dredze (2010) provide guidelines in appropriate design of tasks for Mechanical Turk, which we broadly follow. We ameliorate potential risks of using Mechanical Turk by confining ourselves to asking workers for numerical ratings of sentences, rather than any more complex tasks, well within the type of tasks which Snow et al. (2008) reported success with; and like Molla and Santiago-Martinez (2011), giving all subjects two elimination questions in which the sentences within each pair were identical, that is, in which there was no lexical substitution. These, being identical, should receive identical scores—we also explicitly pointed this out in the instructions—and therefore we could easily eliminate workers who did not read the instructions from the pool.

Eliciting subjects’ responses We considered both categorical responses (e.g. Is sentence variant A more or less negative than sentence variant B, or are A and B equally negative?) and Magnitude Estimation (ME). Categorical responses of the sort exemplified ignore magnitude, and are prone to “can’t decide” option choices.

ME is a technique proposed by Bard et al. (1996) for adapting to grammaticality judgements. In this experimental modality, subjects are asked evaluate stimuli based not on a fixed rating scale, but on an arbitrary rating scale in comparison with an initial stimulus. For example, subjects might initially be asked to judge the acceptability of The cat by chased the dog. Assuming that the subject gives this an acceptability score of \( N \), they will be asked to assign a multiplicative score to other sentences, that is, \( 2N \) to a sentence that is twice as acceptable and \( \frac{N}{2} \) to one half as acceptable.

This same experimental modality was used by Lapata (2001) in which subjects evaluated the acceptability of paraphrases of adjectival phrases, for example, considering the acceptability of each of (4b) and (4c) as paraphrases of (4a):

(4) a. a difficult customer
   b. a customer that is difficult to satisfy
   c. a customer that is difficult to drive

In a standard design and analysis of a ME experiment (Marks, 1974), all the stimuli given to the subjects have known relationships (for example, in the original psychophysics context, that the power level for one heat stimulus was half that of another stimulus), and the experimenter is careful to provide subjects with stimuli ranging over the known spectrum of strength under investigation. In our case, we do not have a single spectrum of stimuli such as a heat source varying in power, or even the varying degrees of fluency given by Bard et al. (1996) or the hypothesised three levels of paraphrase acceptability (low, medium, high) that Lapata (2001) is testing that her subjects can detect. Instead, we have distinct sets of stimuli, each a pair of words, in which we hypothesise a reliable detectable difference within the pair of words, but not between a member of one pair and a member of any other pair. Thus, asking subjects to rate stimuli across the pairs of words on the same scale, as ME requires, is not the correct experimental design for our task.

We therefore use an 11 point (0 to 10) rating scale. This allows subjects to rate two sentences as identical if they really perceive the sentences to be so, while allowing fairly subtle differences to be captured. This is similar to the assessment of machine translation performance used by NIST. For our fluency guidelines, we essentially use the ones given as NIST guidelines (Linguistic Data Consortium, 2005); we also model our negativity guidelines on these.

For each translation of each segment of each selected story, judges make the fluency judgement before the adequacy judgement. We provide similar questions to NIST, although with more context in the actual instructions. The precise wording of one of our questions is shown in Figure 1.

3.3 Results

3.3.1 Number of participants

A total of 48 workers did the experiment. 8 were excluded from the analysis, for these reasons:

1. 6 workers failed to rate the identical sentence pairs in the elimination questions described in Section 3.2 identically, contrary to explicit
Acceptability and negativity: concern/panic
Evaluate these two sentences for acceptability and negativity:

- Sentence 1: As they do throughout the film the acting of CONCERN and fear by Gibson and Russo is genuine and touching.
- Sentence 2: As they do throughout the film the acting of PANIC and fear by Gibson and Russo is genuine and touching.

Acceptability: first sentence of concern/panic pair
Give sentence 1 immediately above a score from 0 to 10 for its acceptability, where higher scores are more acceptable. The primary criterion for acceptability is reading like fluent English written by a native speaker.

Acceptability: second sentence of concern/panic pair
Give sentence 2 immediately above a score from 0 to 10 inclusive for its acceptability, where higher scores are more acceptable.

Negativity: first sentence of concern/panic pair
Give sentence 1 immediately above a score from 0 to 10 inclusive its negativity, where higher scores are more negative.

Negativity: second sentence of concern/panic pair
Give sentence 2 immediately above a score from 0 to 10 inclusive its negativity, where higher scores are more negative.

Figure 1: One of the acceptability and negativity questions posed to Mechanical Turk workers.

instructions.
2. 1 worker confined themselves only to the numbers 5 and 10 in their ratings.
3. 1 worker awarded every sentence 10 for both acceptability and negativity.
Each of the 8 Latin square rows were re-submitted to Mechanical Turk for another worker to complete.3

3.3.2 Analysing scaled responses
We consider two hypotheses:
1. that subjects will perceive a difference in acceptability between the original sentence and that containing a hypothesised less negative near synonym; and
2. that subjects will perceive a difference in negativity between the original sentence and that containing a hypothesised less negative near synonym.
We thus require hypothesis testing in order to determine if the means of the scores of the original sentences and those containing hypothesised less negative near synonyms differ significantly. In this situation, we can use a single-factor within-subject analysis of variance (ANOVA), also known as a single-factor repeated-measures ANOVA, which allows us to account for the fact that subjects are not being exposed to a single experimental condition each, but are exposed to all the experimental conditions. In this experiment we do not have any between-subjects factors—known differences between the subjects (such as gender, age, and so on)—which we wish to explore. A within-subjects ANOVA accounts for the lesser variance that can be expected by the subject remaining identical over repeated measurements, and thus has more sensitivity than an ANOVA without repeated measures (Keppel and Wickens, 2004). Our use of an ANOVA is similar to that of Lapata (2001), although we have only one factor. Specifically, we will test whether the mean scores of the more negative sample are higher than the less negative sample.

Acceptability results The mean acceptability rating of sentences containing the MORE NEGATIVE words from Table 2 was 6.61. The mean acceptability rating of sentences containing the LESS NEGATIVE words was 6.41. An ANOVA does not find this difference to be statistically significant. \((F(1,39) = 1.5975, p = 0.2138)\). This is what we would expect: we manually selected sentences whose less negative versions were ac-
ceptable to us.

**Negativity results** The mean negativity rating of sentences containing the MORE NEGATIVE words from Table 2 was 6.11. The mean negativity rating of sentences containing the LESS NEGATIVE words was 4.82. An ANOVA finds this difference to be highly statistically significant. \(F(1, 39) = 29.324, p = 3.365 \times 10^{-6}\). In Table 2 we see that the effect is not only statistically significant overall, but very consistent: sentences in the LESS NEGATIVE group always have a lower mean rating than their pair in the MORE NEGATIVE group.

4 Predicting the raters’ decisions

We now investigate to what extent we can predict the correct choice of near synonym so as to achieve the correct level of negativity in output. In the preceding section our data suggests that this can be accomplished with lexical substitution. However, this leaves the problem of determining the negativity of words automatically, rather than relying on hand-crafted data.

4.1 Measures of distribution

Our intuition is that words that make text more negative will tend to disproportionately be found in more negative documents, likewise words that make text less negative will tend to be found in less negative documents.

In order to quantify this, consider this as a problem of distribution. Among a set of affective documents divided into sentiment-score categories such as SCALE 1.0 (see Section 3.1), there is a certain, not necessarily even, distribution of words: for example, a corpus might be 15% negative, 40% neutral and 45% positive by total word count. However, our intuition leads us to hypothesise that the distribution of occurrences of the word *terrible*, say, might be shifted towards negative documents, with some larger percentage occurring in negative documents.

We then might further intuit that words could be compared by their relative difference from the standard distribution: a larger difference from the distribution implies a stronger skew towards some particular affective value, compared to word frequencies as a whole. (However, it should be noted that this skew could have any direction, including a word being found disproportionately among the neutral or mid-range sentiment documents.)

We thus consider two measures of differences of distribution, Information Gain (IG) and Kullback-Leibler divergence (KL). We calculate the value of our distribution measure for each MORE NEGATIVE and LESS NEGATIVE word pair, and subtract the former from the latter. If each word in the pair is distributed across sentiment categories in the same way, the difference will be zero; if the measure corresponds in some way to the human view of the word pair elements, the difference will be non-zero and have a consistent sign.

**Information gain** The IG \(G(Y|X)\) associated with a distribution \(Y\) given the distribution \(X\) is the number of bits saving in transmitting information from \(Y\) if \(X\) is known. A high IG value thus suggests a strong predictive relationship between \(X\) and \(Y\). We use the formulation of Yang and Pedersen (1997), who found it one of the more effective metrics for feature selection for text classification:

\[
IG(r) = - \sum_{i=1}^{m} Pr (c_i) \log Pr (c_i) + Pr (r) \sum_{i=1}^{m} Pr (c_i|r) \log Pr (c_i|r) + Pr (\bar{r}) \sum_{i=1}^{m} Pr (c_i|\bar{r}) \log Pr (c_i|\bar{r}) \tag{1}
\]

where \(Pr(c_i)\) is the relative probability of category \(c_i\), \(Pr(c_i|t)\) the relative probability of \(c_i\) given term \(t\) and \(Pr(c_i|\bar{t})\) the relative probability of \(c_i\) when term \(t\) is absent.

**Kullback-Leibler** Cover and Thomas (1991) describe the KL divergence (Kullback and Leibler, 1951) as a measure of “the inefficiency of assuming that the distribution is \(q\) when the true distribution is \(p\)”. Weeds (2003) gives the formula for KL as:

\[
D(p||q) = \sum_{x} p(x) \log \frac{p(x)}{q(x)} \tag{2}
\]

Weeds (2003) evaluated measures similar to KL for their usefulness in the distributional similarity task of finding words that share similar contexts. Our task is not an exact parallel: we seek the relative skewness of words.

4.2 Results

**Information Gain** The results of the IG metric given in (1) on the test data are shown in the second column from the right in Table 2. No pattern
Table 2: MORE NEGATIVE / LESS NEGATIVE word pairs; mean negativity ratings (MR); difference in mean negativity ratings ($\Delta$MR); difference in Information Gain ($\Delta$IG $\times 10^{-3}$); difference in Kullback-Leibler score ($\Delta$KL)

<table>
<thead>
<tr>
<th>MORE NEGATIVE / LESS NEGATIVE</th>
<th>MR</th>
<th>$\Delta$MR</th>
<th>$\Delta$IG $\times 10^{-3}$</th>
<th>$\Delta$KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ignored / overlooked</td>
<td>5.7</td>
<td>0.7</td>
<td>-1.48</td>
<td>0.12</td>
</tr>
<tr>
<td>cowardly / cautious</td>
<td>6.1</td>
<td>1.2</td>
<td>0.06</td>
<td>-0.04</td>
</tr>
<tr>
<td>toothless / ineffective</td>
<td>6.1</td>
<td>1.0</td>
<td>0.35</td>
<td>-0.39</td>
</tr>
<tr>
<td>stubborn / persistent</td>
<td>5.3</td>
<td>1.0</td>
<td>0.19</td>
<td>-0.31</td>
</tr>
<tr>
<td>frightening / concerning</td>
<td>6.2</td>
<td>0.7</td>
<td>-0.02</td>
<td>0.10</td>
</tr>
<tr>
<td>assassination / death</td>
<td>6.2</td>
<td>0.2</td>
<td>-0.99</td>
<td>-0.04</td>
</tr>
<tr>
<td>fad / trend</td>
<td>5.5</td>
<td>2.0</td>
<td>-0.09</td>
<td>0.00</td>
</tr>
<tr>
<td>idiotic / misguided</td>
<td>6.3</td>
<td>0.7</td>
<td>2.25</td>
<td>-0.27</td>
</tr>
<tr>
<td>war / conflict</td>
<td>6.5</td>
<td>1.1</td>
<td>2.03</td>
<td>-0.01</td>
</tr>
<tr>
<td>accusation / claim</td>
<td>6.3</td>
<td>1.8</td>
<td>0.35</td>
<td>-0.23</td>
</tr>
<tr>
<td>heartbreaking / upsetting</td>
<td>5.8</td>
<td>0.1</td>
<td>0.97</td>
<td>0.22</td>
</tr>
<tr>
<td>conspiracy / arrangement</td>
<td>5.6</td>
<td>1.5</td>
<td>-0.21</td>
<td>-0.02</td>
</tr>
<tr>
<td>dread / anticipate</td>
<td>6.6</td>
<td>2.7</td>
<td>1.58</td>
<td>-0.02</td>
</tr>
<tr>
<td>threat / warning</td>
<td>6.6</td>
<td>1.6</td>
<td>0.46</td>
<td>-0.10</td>
</tr>
<tr>
<td>despair / concern</td>
<td>6.2</td>
<td>1.7</td>
<td>0.21</td>
<td>-0.03</td>
</tr>
<tr>
<td>aggravating / irritating</td>
<td>6.2</td>
<td>0.5</td>
<td>-2.00</td>
<td>-0.09</td>
</tr>
<tr>
<td>scandal / event</td>
<td>6.9</td>
<td>3.1</td>
<td>-0.29</td>
<td>-0.09</td>
</tr>
<tr>
<td>panic / concern</td>
<td>6.5</td>
<td>2.0</td>
<td>0.56</td>
<td>-0.27</td>
</tr>
<tr>
<td>tragedy / incident</td>
<td>5.9</td>
<td>1.3</td>
<td>6.02</td>
<td>-0.08</td>
</tr>
<tr>
<td>worry / concern</td>
<td>5.3</td>
<td>0.7</td>
<td>0.31</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

in the data is immediately obvious, and in particular the ordering of MORE NEGATIVE and LESS NEGATIVE is not maintained well by the metric.

**Kullback-Leibler** The results of the KL metric given in (2) on the test data are shown in the rightmost column of Table 2. Here we see a much stronger pattern, that the word from MORE NEGATIVE tends to have a lesser KL value than the word from LESS NEGATIVE (16 out of 20 word pairs).

Preliminary indications are thus that the KL may be a more useful metric for predicting the raters’ scores most accurately, and thus perhaps for predicting negativity in usage more generally.

## 5 Conclusion

In this paper, we have shown that lexical substitution, as we hoped, can achieve valence shifting on its own, as judged by human raters with a substitution task. In addition, we have shown that at least one measure of the distribution of a word in a corpus, the KL divergence, is a potentially promising feature for modelling the ability of a lexical substitution to achieve a valence shift. Valence shifting then, at least in this simplified form, would appear to be a well-founded task. However, successfully implementing a fuller version of valence shifting would face several challenges. A significant one is that no existing lexical resources are suitable as is. The use of the KL metric as a way of automatically scoring elements of near-synonym sets is preliminary, and would likely need further metrics, perhaps combined in a machine learner, to be able to accurately predict human judges’ scores of negativity.
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Abstract

We describe a probabilistic approach that combines information obtained from a lexicon with information obtained from a Naïve Bayes (NB) classifier for multi-way sentiment analysis. Our approach also employs grammatical structures to perform adjustments for negations, modifiers and sentence connectives. The performance of this method is compared with that of an NB classifier with feature selection, and MCST – a state-of-the-art system. The results of our evaluation show that the performance of our hybrid approach is at least as good as that of these systems. We also examine the influence of three factors on performance: (1) sentiment-ambiguous sentences, (2) probability of the most probable star rating, and (3) coverage of the lexicon and the NB classifier. Our results indicate that the consideration of these factors supports the identification of regions of improved reliability for sentiment analysis.

1 Introduction

A key problem in sentiment analysis is to determine the polarity of sentiment in text. Much of the work on this problem has considered binary sentiment polarity (positive or negative) at granularity levels ranging from sentences (Mao and Lebanon, 2006; McDonald et al., 2007) to documents (Wilson et al., 2005; Allison, 2008). Multi-way polarity classification, i.e., the problem of inferring the “star” rating associated with a review, has been attempted in several domains, e.g., restaurant reviews (Snyder and Barzilay, 2007) and movie reviews (Bickerstaffe and Zukerman, 2010; Pang and Lee, 2005). Star ratings are more informative than positive/negative ratings, and are commonly given in reviews of films, restaurants, books and consumer goods. However, because of this finer grain, multi-way sentiment classification is a more difficult task than binary classification. Hence, the results for multi-way classification are typically inferior to those obtained for the binary case.

Most of the research on sentiment analysis uses supervised classification methods such as Maximum Entropy (Berger et al., 1996), Support Vector Machines (SVMs) (Cortes and Vapnik, 1995) or Naïve Bayes (NB) (Domingos and Pazzani, 1997). The sentiment expressed in word patterns has been exploited by considering word n-grams (Hu et al., 2007), applying feature selection to handle the resultant proliferation of features (Mukras et al., 2007). In addition, when performing multi-way classification, approaches that consider class-label similarities (Bickerstaffe and Zukerman, 2010; Pang and Lee, 2005) generally outperform those that do not.

Lexicon-based methods for sentiment analysis have been investigated in (Beineke et al., 2004; Taboada et al., 2011; Andreevskaia and Bergler, 2008; Melville et al., 2009) in the context of binary, rather than multi-way, sentiment classifiers. These methods often require intensive labour (e.g., via the Mechanical Turk service) to build up the lexicon (Taboada et al., 2011) or use a small, generic lexicon enhanced by sources from the Internet (Beineke et al., 2004). Andreevskaia and Bergler (2008) and Melville et al. (2009) employ a weighted average to combine information from the lexicon with the classifi-
cation produced by a supervised machine learning method. Their results demonstrate the effectiveness of these methods only on small datasets, where the contribution of the machine-learning component is limited.

This paper examines the performance of a hybrid lexicon/supervised-learning approach and two supervised machine learning methods in multi-way sentiment analysis. The hybrid approach combines information obtained from the lexicon with information obtained from an NB classifier with feature selection. Information is obtained from a lexicon by means of a novel function based on the Beta distribution. This function, which employs heuristics to account for negations, adverbial modifiers and sentence connectives, combines the sentiment of words into the sentiment of phrases, sentences, and eventually an entire review (Section 2). The supervised learning methods are: an NB classifier with feature selection, and MCST (Bickerstaffe and Zukerman, 2010) – a state-of-the-art classifier based on hierarchical SVMs which considers label similarity (MCST outperforms Pang and Lee’s (2005) best-performing methods on the Movies dataset described in Section 5.1).

We also investigate the influence of three factors on sentiment-classification performance: (1) presence of sentiment-ambiguous sentences, which we identify by means of a heuristic (Section 4); (2) probability of the most probable star rating; and (3) coverage of the lexicon and the NB classifier, i.e., fraction of words in a review being “understood”.

Our results show that (1) the hybrid approach generally performs at least as well as NB with feature selection and MCST; (2) NB with feature selection generally outperforms MCST, highlighting the importance of choosing stringent baselines in algorithm evaluation; (3) the performance of sentiment analysis algorithms deteriorates as the number of sentiment-ambiguous sentences in a review increases, and improves as the probability of the most probable star rating of a review increases (beyond 50%), and as the coverage of the lexicon and the NB classifier increases (between 50% and 80%).

In the next section, we present our lexicon-based approach. Section 3 describes the combination of the lexicon with an NB classifier, followed by our heuristic for identifying sentiment-ambiguous sentences. Section 5 presents the results of our evaluation, and Section 6 offers concluding remarks.

2 Harnessing the Lexicon

In this section, we present our framework for representing information from a lexicon, and combining this information into phrases, sentences and entire reviews, and our heuristics for modifying the sentiment of a word or phrase based on grammatical information. We report on the results obtained with the lexicon collected by Wilson et al. (2005), which contains 8221 sentiment-carrying words (most are open-class words, but there are a few modals, conjunctions and prepositions); each word is identified as positive, negative or neutral, and either strong or weak.1

The numeric rating of a review is inferred from the sentiment of the words in it, while taking into account the uncertainty arising from (1) the ambiguous sentiment of individual words, and (2) our ignorance due to the lack of understanding of the sentiment of some words. Instead of committing to a particular star rating for a review, we assign a probability to each star rating and return the most probable star rating. This probability is modelled by a unimodal distribution, as the rating of a review is likely to be centered around the most probable star rating. For example, if a review is most likely to be in the 4-star class, the probability of this review having 3 stars should be higher than the probability of 2 stars.

We chose the Beta distribution to represent sentiment information because (1) its parameters $\alpha$ and $\beta$, which encode the positivity and negativity of the distribution respectively, are well-suited to represent the sentiment of every linguistic entity (i.e., word, phrase, sentence or review); and (2) it has appealing computational properties which facilitate the combination of the Beta distributions of those entities. The combination of the distributions of the words in a sentence yield a Beta distribution for the sentence, and the combination of the distributions for the sentences in a review yield a Beta distribution for the review.

To fully exploit the grammatical structure of a sentence, we first parse the sentence using the Stanford parser (Klein and Manning, 2003). We

---

1We also considered SentiWordNet (Baccianella et al., 2010), but it yielded inferior results.
then map the sentiment values of a word from the lexicon to the $\alpha$ and $\beta$ parameters of the Beta distribution for the word, while maintaining the constraint $\alpha + \beta = 1$ (this constraint is relaxed for phrases, sentences and the entire review). Specifically, $\alpha = 1$ for a strong positive word, and $\beta = 1$ for a strong negative word; a weak positive word is assigned $\alpha = 0.75$, and a weak negative word $\beta = 0.75$; and $\alpha = \beta = 0.5$ for a neutral word.

We employ the function $\oplus$ to combine the distributions of individual words into distributions of successively higher-level segments in the parse tree, until we obtain the distribution of a whole sentence and then an entire review. For example, given review $R = \{(w_1 w_2)(w_3 (w_4 w_5))\}$ comprising two main sentences $w_1 w_2$ and $w_3 (w_4 w_5)$, its density function $f$ is defined as $f(R) = (w_1 \oplus w_2) \oplus (w_3 \oplus (w_4 \oplus w_5))$. Unless otherwise specified, $\oplus$ multiplies the probabilities of consecutive segments. This is conveniently equivalent to adding the $\alpha$ and $\beta$ values of the segments, i.e., $f(\alpha_1, \beta_1)f(\alpha_2, \beta_2) = f(\alpha_1 + \alpha_2, \beta_1 + \beta_2)$.

The probability that review $R$ has a rating $k$ is

$$\Pr(rating(R) = k) = \int_{b_{k-1}}^{b_k} f(y)dy$$

where $b_i$ is the upper boundary of rating $i$ ($0 = b_0 < b_1 < \ldots < b_N = 1$), and $N$ is the highest star rating. These boundaries were determined by a hill-climbing algorithm that maximizes classification accuracy on the training set.

Special operators, such as negations, adverbial modifiers and sentence connectives, alter the definition of the $\oplus$ function as follows (our identification of negations and modifiers resembles that in (Taboada et al., 2011), but our mappings are probabilistic).

Negations. Negations often shift the sentiment of a word or a phrase in the opposite direction (rather than inverting its polarity), e.g., “not outstanding” is better than “not good” (Taboada et al., 2011). This idea is implemented by adjusting the $\alpha$ and $\beta$ parameters so that the new parameters $\alpha'$ and $\beta'$ obey the constraint $\alpha' + \beta' = \alpha + \beta$, and the new mean of the distribution is

$$\frac{\alpha'}{\alpha' + \beta'} = \frac{\alpha}{\alpha + \beta} + \lambda$$

where $\lambda = -0.5$ for positive words/phrases and $+0.5$ for negative ones. For instance, based on the lexicon, $\gamma_{good} = 0.75 (\beta_{good} = 0.25)$, which yields $\alpha'_{not\ good} = 0.25$ ($\beta'_{not\ good} = 0.75$). This procedure is also applied to antonyms of words in the lexicon, which are identified by removing a negation prefix from an input word (e.g., un-, im-, il-, in-, de-, ad-, ab-, non-, dis-), and matching with the lexicon, e.g., “unable” shifts the sentiment of “able”. The combination of a negation and a phrase, e.g., “I don’t think (the staff is friendly and efficient enough)”, has the same effect.

Adverbial modifiers. Adverbs normally change the intensity of adjectives or verbs (e.g., “very” is an intensifier, while “hardly” is a diminisher). Like Taboada et al. (2011), we increase or decrease the sentiment level of a word based on the meaning of its modifier. This is done by adjusting the $\alpha'$ and $\beta'$ of weak adjectives and verbs as follows (currently, we leave strong words unchanged as it is unusual to apply adverbial modifiers to such words, e.g., “somewhat excellent”): $\alpha' = \alpha \pm \gamma \beta$ and $\beta' = \beta \mp \gamma \beta$, where the sign is determined by the polarity of the word, and $\gamma$ is determined by the adverb. For example, $\gamma = -0.2$ for “fairly” and $\gamma = 0.5$ for “very”. Thus, “fairly polite” moves “polite” from $\alpha = 0.75 (\beta = 0.25)$ to $\alpha = 0.7 (\beta = 0.3)$. Table 1 shows the intensity level $\gamma$ of several adverbs, and their effect on the polarity of the adjective “polite”.

Dealing with uncertainty. When reading a text, the number of words a reader understands affects his/her confidence in his/her comprehension. The fewer words are understood, the higher the reader’s uncertainty. We estimate $w_j$, the level of comprehension of sentence $s_i$, by means of the fraction of open-class and lexicon words in the sentence that appear in the lexicon (recall that the lexicon contains some closed-class words). When combining the sentiment derived from two sentences $s_1$ and $s_2$, we want the sentence that is less

<table>
<thead>
<tr>
<th>Adverb</th>
<th>$\gamma$</th>
<th>$\alpha'$</th>
<th>$\beta'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>hardly</td>
<td>-0.9</td>
<td>0.525</td>
<td>0.475</td>
</tr>
<tr>
<td>relatively</td>
<td>-0.1</td>
<td>0.725</td>
<td>0.275</td>
</tr>
<tr>
<td>more</td>
<td>0.4</td>
<td>0.850</td>
<td>0.150</td>
</tr>
<tr>
<td>really</td>
<td>0.7</td>
<td>0.925</td>
<td>0.075</td>
</tr>
<tr>
<td>absurdly</td>
<td>0.8</td>
<td>0.950</td>
<td>0.050</td>
</tr>
<tr>
<td>completely</td>
<td>1.0</td>
<td>1.000</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: Sample modifications of the word polite ($\alpha = 0.75$ and $\beta = 0.25$)
understood to carry a lower weight than the sentence that is better understood. To implement this idea, we adjust the probability of the star rating of a sentence by a function of the certainty of understanding it. We employ an exponential function as follows, where the exponents are the above weights $w_i$.

$$\Pr(y|s_1, s_2) \propto \Pr(y|s_1)^{w_1}\Pr(y|s_2)^{w_2} \quad (2)$$

Since $0 \leq w_i \leq 1$, a low certainty for $w_i$ yields a value close to 1, which has relatively little effect on the outcome, while a high certainty has a large effect on the outcome.

**Sentence connectives.** When we have little confidence in our understanding of a sentence, sentence connectives, such as adversatives (e.g., “but”, “however”) or intensifiers (e.g., “furthermore”), may prove helpful. Assume that sentence $s_1$ has an adversative relation with sentence $s_2$, and w.l.o.g., assume that $s_1$ is better understood than $s_2$ (i.e., $w_1 > w_2$, where $w_i$ is the level of comprehension of sentence $s_i$). We model the idea that in this case, the sentiment of $s_2$ is likely to contradict that of $s_1$ by shifting the sentiment of $s_2$ closer to that of $s_1$ (the negation of $s_1$) in proportion to the difference between the weights of these sentences.

$$\Pr'(y|s_2) = \frac{\Pr(y|s_2)^{w_2} + \Pr(y|\overline{s_1})(w_1 - w_2)}{w_1} \quad (3)$$

In addition, owing to the interaction between $s_2$ and $s_1$, $w_2$ increases to $w'_2 = \frac{1}{2}(w_1 + w_2)$ to indicate that $s_2$ is now better understood. For example, consider a situation where the probability that sentence $s_1$ conveys a 4-star rating is 0.2 with $w_1 = 0.8$ (four fifths of the words in $s_1$ were understood), and the probability that $s_2$ conveys a 4-star rating is 0.4 with $w_2 = 0.2$. Further, assume that there is an adversative relation between $s_1$ and $s_2$, e.g., “$s_1$”. However, $s_2$. After applying Equation 3 to adjust the probability of the less understood sentence, $s_2$, we obtain $\Pr'(y = 4\text{ stars}|s_2) = (0.4 \times 0.2 + 0.6 (0.8 - 0.2))/0.8 = 0.55$, and $w'_2 = 0.5$ (the 0.6 is obtained by negating $s_1$). Thus, the probability that $s_2$ conveys a 4-star rating has increased, as has the certainty of this assessment.

**Parameterization and heuristics.** The values of the different parameters ($\alpha, \beta, \gamma, \delta, \lambda$) were manually determined. We tried several combinations, but the effect was negligible, arguably due to the low coverage of the lexicon (Section 5). Further, we employ different types of heuristics, e.g., the modification of the probabilities of individual sentences is additive, while sentence combination is multiplicative (as per the Beta distribution). The application of machine learning techniques or a hill-climbing procedure to determine parameter values that yield improved performance, as well as the consideration of different heuristics for negations, adverbial modifiers, sentence connectives and dealing with uncertainty, may be a profitable avenue of investigation after lexicon coverage is increased.

### 3 Combining the Lexicon with a Naïve Bayes Classifier

Beineke et al. (2004) combined a lexicon with an NB classifier by sourcing from a large corpus words that co-occur with known sentimental “anchor” words, and employing these words to train the classifier. In contrast, like Andreevskaia and Bergler (2008) and Melville et al. (2009), we combine information from a lexicon with the classification produced by a supervised machine learning method. However, in their systems, the weights assigned to each contributing method are based on this method’s performance on the training set, while our weights represent a method’s coverage of the current text. In addition, we employ much larger datasets in our experiments than those used in (Andreevskaia and Bergler, 2008) and (Melville et al., 2009), and unlike them, we take into account negations, adverbial modifiers and sentence connectives to modify the sentiment of lexicon words.

Our system incorporates corpus-based information by training an NB classifier with unigrams and bigrams as features, and applying information gain (Yang and Pedersen, 1997) to select the top $K$ ($= 4000$) features. This version of NB is denoted $NB_{4000}$. The probability obtained from the classifier for a review is combined with that obtained from the lexicon by means of a weighted average.\footnote{According to our experiments, NB classifiers trained using unigrams and bigrams, combined with feature selection, are among the best sentiment classifiers.}

\footnote{We also applied this combination procedure at the sentence level, but with inferior results.}
\[ \Pr_{COMB}(D|s) = \frac{\Pr_{NB}(D|s)w_{NB} + \Pr_{LEX}(D|s)w_{LEX}}{w_{NB} + w_{LEX}} \]

where \( D \) is a document; \( w_{LEX} \) is the fraction of open-class and lexicon words in the review that appear in the lexicon; and \( w_{NB} \) represents the fraction of all the words in the review that appear in the NB features (this is because unigrams and bigrams selected as NB features contain both open- and closed-class words).

4 Identifying Bimodal Sentences

Sentiment analysis is a difficult problem, as opinions are often expressed in subtle ways, such as irony and sarcasm (Pang and Lee, 2008), which may confuse human readers, creating uncertainty over their understanding. In Section 2, we discussed the incorporation of uncertainty into the lexicon-based framework. Here we offer a method for identifying reviews that contain sentiment-ambiguous sentences, which also affect the ability to understand a review.

As mentioned above, the probability distribution of the sentiment in a review is likely to be unimodal. The Beta distribution obtained from the lexicon guarantees this property, but the multinomial distribution used to train the NB classifier does not. Further, the combination of the distributions obtained from the lexicon and the NB classifier can lead to a bimodal distribution due to inconsistencies between the two input distributions. We posit that such bimodal sentences are unreliable, and propose the following heuristic to identify bimodal sentences.4

The sentiment distribution in a sentence is bimodal if (1) the two most probable classes are not adjacent (e.g., 2-star and 4-star rating), and (2) the probability of the second most probable class is more than half of that of the most probable class.

Examples of sentences identified by this heuristic are “It is pretty boring, but you do not worry because the picture will be beautiful, and you have these gorgeous stars too” (NB⇒1, Lexicon⇒3, actual = 1) and “‘The Wonderful, Horrible Life of Leni Riefenstahl’ is an excellent film, but it needed Riefenstahl to edit it more” (NB⇒2&4, Lexicon⇒3, actual=4). The impact of bimodal sentences on performance is examined in Section 5.2.

5 Evaluation

5.1 Datasets

Our datasets were sourced from reviews in various domains: movies, kitchen appliances, music, and post office. These datasets differ in review length, word usage and writing style.

- **Movies**5: This is the Sentiment Scale dataset collected and pre-processed by Pang and Lee (2005), which contains movie reviews collected from the Internet. They separated the dataset into four sub-corpora, each written by a different author, to avoid the need to calibrate the ratings given by different authors. The authors, denoted A, B, C and D, wrote 1770, 902, 1307 and 1027 reviews respectively. Each author’s reviews were grouped into three and four classes, denoted AuthorX3 and AuthorX4 respectively, where \( X \in \{A, B, C, D\} \).

- **Kitchen**6: This dataset was sourced from a large collection of kitchen appliance reviews collected by Blitzer et al. (2007) from Amazon product reviews. We selected 1000 reviews from each of the four classes considered by Blitzer et al., totalling 4000 reviews. The resultant dataset is denoted Kitchen4.

- **Music**7: We selected 4039 text samples of music reviews from the Amazon product review dataset compiled by Jindal and Liu (2008). To obtain a dataset with some degree of item consistency and reviewer reliability, we selected reviews for items that have at least 10 reviews written by users who have authored at least 10 reviews. The original reviews are associated with a 5-point rating scale, but we grouped the reviews with low ratings (\( \leq 3 \) stars) into one class due to their low numbers. The resultant dataset, denoted
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4A statistical method for identifying bi-modality is described in (Jackson et al., 1989).

5http://www.cs.cornell.edu/home/lllee/data/

6http://www.cs.jhu.edu/~mdredze/datasets/sentiment/

7http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
Music3, contains three classes: 860 low reviews (\( \leq 3 \) stars), 1409 medium (4 stars) and 1770 high (5 stars).

- **PostOffice**: contains 3966 reviews of postoffice outlets written by “mystery shoppers” hired by a contractor. The reviews are very short, typically comprising one to three sentences, and focus on specific aspects of the service, e.g., attitude of the staff and cleanliness of the stores. The reviews were originally associated with a seven-point rating scale. However, as for the Music dataset, owing to the low numbers of reviews with low ratings (\( \leq 5 \) stars), we grouped the reviews into three balanced classes denoted **Post3**: 1277 low reviews (\( \leq 5 \) stars), 1267 medium (6 stars), and 1422 high (7 stars).

5.2 Results

Figure 1 shows the average accuracy obtained by the hybrid approach (NB+Lex using NB4000), compared with the accuracy obtained by the best-performing version of MCST (Bickerstaffe and Zukerman, 2010) (which was evaluated on the Movies dataset, using the algorithms presented in (Pang and Lee, 2005) as baselines), and by NB4000 (NB plus feature selection with 4000 features selected using information gain). All trials employed 10-fold cross-validation. For the NB+Lex method, we investigated different combinations of settings (with and without negations, modifiers, sentence connectives, and intersentence weighting). However, these variations had a marginal effect on performance, arguably owing to the low coverage of the lexicon. Here we report on the results obtained with all the options turned on. Statistical significance was computed using a two-tailed paired \( t \)-test for each fold with \( p = 0.05 \) (we mention only statistically significant differences in our discussion).

- **NB+Lex** outperforms MCST on three datasets (AuthorA3, AuthorA4 and Music3), while the inverse happens only for AuthorB4. **NB+Lex** also outperforms NB4000 on AuthorD4 and Music3. No other differences are statistically significant.

- Interestingly, **NB4000** outperforms MCST for AuthorA3 and Music3, with no other statistically significant differences, which highlights the importance of judicious baseline selection.

Despite showing some promise, it is somewhat disappointing that the combination approach does not yield significantly better results than NB4000 for all the datasets. The small contribution of the lexicon to the performance of NB+Lex may be partially attributed to its low coverage of the vocabulary of the datasets compared with the coverage of NB4000 alone. Specifically, only a small
fraction of the words in our datasets is covered by the lexicon (between 5.5% for AuthorC and 7% for PostOffice), compared with the NB4000 coverage (between 31% for AuthorA3 and 67% for PostOffice). Further, as indicated above, the formulas for estimating the influence of negations, adverbial modifiers and sentence connectives are rather ad hoc, and the parameters were manually set. Different heuristics and statistical methods to set their parameters warrant future investigation.

It is interesting to note that the overlap between the words in the corpora covered by the lexicon and the words covered by the 4000 features used by NB is rather small. Specifically, in all datasets except PostOffice, which has an unusually small vocabulary (less than 3000 words), between half and two thirds of the lexicon-covered words are not covered by the set of 4000 features. This discrepancy in coverage means that the unigrams in the lexicon have a lower information gain, and hence are less discriminative, than many of the 4000 features selected for the NB classifier, which include a large number of bigrams.

We also analyzed the effect of the presence of sentiment-ambiguous (bimodal) sentences on the predictability of a review, using the method described in Section 4 to identify bimodal sentences. Figure 2 displays the accuracy obtained by NB+Lex and NB4000 on the datasets Authors4A-D, Kitchen4 and Music3 as a function of the number of bimodal sentences in a review (the Authors3A-D datasets were omitted, as they are “easier” than Authors4A-D, and Post3 was omitted because of the low number of sentences per review). We display only results for reviews with 0 to 3 bimodal sentences, as there were very few reviews with more bimodal sentences. As expected, performance was substantially better for reviews with no bimodal sentences (with the exception of NB4000 on AuthorsA4 with 3 bimodal sentences per review). These results suggest that the identification of bimodal sentences is worth pursuing, possibly in combination with additional lexicon coverage, to discriminate between reviews whose sentiment can be reliably detected and reviews where this is not the case. Further, it would be interesting to ascertain the views of human annotators with respect to the sentences we identify as bimodal.

In the context of identifying difficult reviews, we also investigated the relationship between prediction confidence (the probability of the most probable star rating in a review) and performance (Figure 3(a)), and between the coverage provided by both the lexicon and the NB classifier and performance (Figure 3(b)). As seen in Figure 3(a), for all datasets, except AuthorB4, accuracy improves as prediction confidence increases. This

---

Figure 2: Effect of bimodal sentences on performance (average accuracy): NB+Lex and NB4000; datasets AuthorA4-D4, Kitchen4, Music3.
improvement is steadier and sharper for Kitchen4, Music3 and Post3, which as seen in Figure 3(b), have a higher lexicon and NB coverage than the Authors datasets. As one would expect, performance improves for the first three datasets as coverage increases from 50% to 80%. However, outside this range, the results are counter-intuitive: overall, accuracy decreases between 20% and 50% coverage, and also drops for Post3 at 85% coverage (a level of coverage that is not obtained for any other dataset); and a high level of accuracy is obtained for very low levels of coverage ($\leq$ 25%) for AuthorA4 and AuthorC4. These observations indicate that other factors, such as style and vocabulary, should be considered in conjunction with coverage, and that the use of coverage in Equations 2 and 4 may require fine-tuning to take into account the level of coverage.

6 Conclusion

We have examined the performance of three methods based on supervised machine learning applied to multi-way sentiment analysis: (1) sentiment lexicon combined with NB with feature selection, (2) NB with feature selection, and (3) MCST (which considers label similarity). The lexicon is harnessed by applying a probabilistic procedure that combines words, phrases and sentences, and performs adjustments for negations, modifiers and sentence connectives. This information is combined with corpus-based information by taking into account the uncertainty arising from the extent to which the text is “understood”.

Our methods were evaluated on seven datasets of different sizes, review lengths and writing styles. The results of our evaluation show that the combination of lexicon- and corpus-based information performs at least as well as state-of-the-art systems. The fact that this improvement is achieved with a small contribution from the lexicon indicates that there may be promise in increasing lexicon coverage and improving the domain specificity of lexicons. At the same time, the observation that NB+Lex (with a small lexicon), NB4000 and MCST exhibit similar performance for several datasets leads us to posit that pure n-gram based statistical systems have plateaued, thus reinforcing the point that additional factors must be brought to bear to achieve significant performance improvements.

The negative result that an NB classifier with feature selection achieves state-of-the-art performance indicates that careful baseline selection is warranted when evaluating new algorithms.

Finally, we studied the effect of three factors on the reliability of a sentiment-analysis algorithm: (1) number of bimodal sentences in a review; (2) probability of the most probable star rating; and (3) coverage provided by the lexicon and the NB classifier. Our results show that these factors may be used to predict regions of reliable sentiment-analysis performance, but further investigation is required regarding the interaction between coverage and the stylistic features of a review.
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Abstract

The Japanese language has absorbed large numbers of loanwords from many languages, in particular English. As well as using single loanwords, compound nouns, multiword expressions (MWEs), etc. constructed from loanwords can be found in use in very large quantities. In this paper we describe a system which has been developed to segment Japanese loanword MWEs and construct likely English translations. The system, which leverages the availability of large bilingual dictionaries of loanwords and English n-gram corpora, achieves high levels of accuracy in discriminating between single loanwords and MWEs, and in segmenting MWEs. It also generates useful translations of MWEs, and has the potential to being a major aid to lexicographers in this area.

1 Introduction

The work described in this paper is part of a broader project to identify unrecorded lexemes, including neologisms, in Japanese corpora. Since such lexemes include the range of lexical units capable of inclusion in Japanese monolingual and bilingual dictionaries, it is important to be able to identify and extract a range of such units, including compound nouns, collocations and other multiword expressions (MWEs: Sag et al. (2002; Baldwin and Kim (2009)).

Unlike some languages, where there is official opposition to the incorporation of foreign words, Japanese has assimilated a large number of such words, to the extent that they constitute a sizeable proportion of the lexicon. For example, over 10% of the entries and sub-entries in the major Kenkyūsha New Japanese-English Dictionary (5th ed.) (Toshiro et al., 2003) are wholly or partly made up of loanwords. In addition there are several published dictionaries consisting solely of such loanwords. Estimates of the number of loanwords and particularly MWEs incorporating loanwords in Japanese range into the hundreds of thousands. While a considerable number of loanwords have been taken from Portuguese, Dutch, French, etc., the overwhelming majority are from English.

Loanwords are taken into Japanese by adapting the source language pronunciation to conform to the relatively restricted set of syllabic phonemes used in Japanese. Thus “blog” becomes *burogu*, and “elastic” becomes *erasutikku*. When written, the syllables of the loanword are transcribed in the *katakana* syllabic script (ブログ, エラスティック), which in modern Japanese is primarily used for this purpose. This use of a specific script means possible loanwords are generally readily identifiable in text and can be extracted without complex morphological analysis.

The focus of this study is on multiword loanwords. This is because there are now large collections of basic Japanese loanwords along with their translations, and it appears that many new loanwords are formed by adopting or assembling MWEs using known loanwords. As evidence of this, we can cite the numbers of *katakana* sequences in the the Google Japanese n-gram corpus (Kudo and Kazawa, 2007). Of the 2.6 million 1-grams in that cor-
pus, approximately 1.6 million are in katakana or other characters used in loanwords.\footnote{In addition to katakana, loanwords use the \textasciitilde{(chōōN)} character for indicating lengthened vowels, and on rare occasions the \textampersand \textdagger and \textdaggerdbl syllable repetition characters.} Inspection of those 1-grams indicates that once the words that are in available dictionaries are removed, the majority of the more common members are MWEs which had not been segmented during the generation of the corpus. Moreover the $n$-gram corpus also contains 2.6 million 2-grams and 900,000 3-grams written in katakana. Even after allowing for the multiple-counting between the 1, 2 and 3-grams, and the imperfections in the segmentation of the katakana sequences, it is clear that the vast numbers of multiword loanwords in use are a fruitful area for investigation with a view to extraction and translation.

In the work presented in this paper we describe a system which has been developed to segment Japanese loanword MWEs and construct likely English translations, with the ultimate aim of being part of a toolkit to aid the lexicographer. The system builds on the availability of large collections of translated loanwords and a large English $n$-gram corpus, and in testing is performing with high levels of precision and recall.

2 Prior Work

There has not been a large amount of work published on the automatic and semi-automatic extraction and translation of Japanese loanwords. Much that has been reported has been in areas such as back-transliteration (Matsuo et al., 1996; Knight and Graehl, 1998; Bilac and Tanaka, 2004), or on extraction from parallel bilingual corpora (Brill et al., 2001). More recently work has been carried out exploring combinations of dictionaries and corpora (Nakazawa et al., 2005), although this lead does not seem to have been followed further.

Both Bilac and Tanaka (2004) and Nakazawa et al. (2005) address the issue of segmentation of MWEs. This is discussed in 3.1 below.

3 Role and Nature of Katakana Words in Japanese

As mentioned above, loan words in Japanese are currently written in the katakana script. This is an orthographical convention that has been applied relatively strictly since the late 1940s, when major script reforms were carried out. Prior to then loanwords were also written using the hiragana syllabary and on occasions kanji (Chinese characters).

The katakana script is not used exclusively for loanwords. Other usage includes:

\begin{itemize}
\item a. transcription of foreign person and place names and other named entities. Many Japanese companies use names which are transcribed in katakana. Chinese (and Korean) place names and person names, although they are usually available in kanji are often written in katakana transliterations;
\item b. the scientific names of plants, animals, etc.
\item c. onomatopoeic words and expressions, although these are often also written in hiragana;
\item d. occasionally for emphasis and in some contexts for slang words, in a similar fashion to the use of italics in English.
\end{itemize}

The proportion of katakana words that were not loanwords was measured by Brill et al. (2001) at about 13\%. (The impact and handling of these is discussed briefly at the end of Section 4.)

When considering the extraction of Japanese loan words from text, there are a number of issues which need to be addressed.

3.1 Segmentation

As mentioned above, many loanwords appear in the form of MWEs, and their correct analysis and handling often requires separation into their composite words. In Japanese there is a convention that loanword MWEs have a “middle-dot” punctuation character (\textperiodcentered) inserted between the components, however while this convention is usually followed in dictionaries, it is rarely applied elsewhere. Web search engines typically ignore this character when indexing, and a search for a very common MWE: トマトソース
tomatosōsu “tomato sauce”, reveals that it almost always appears as an undifferentiated string. Moreover, the situation is confused by the common use of the · character to separate items in lists, in a manner similar to a semi-colon in English. In practical terms, systems dealing with loanwords MWEs must be prepared to do their own segmentation.

One approach to segmentation is to utilize a Japanese morphological analysis system. These have traditionally been weak in the area of segmentation of loanwords, and tend to default to treating long katakana strings as 1-grams. In testing a list of loanwords and MWEs using the ChaSen system (Matsumoto et al., 2003), Bilac and Tanaka (2004) report a precision and recall of approximately 0.65 on the segmentation, with a tendency to under-segment being the main problem. Nakazawa et al. (2005) report a similar tendency with the JUMAN morphological analyzer (Kurohashi and Nagao, 1998). The problem was most likely due to the relatively poor representation of loanwords in the morpheme lexicons used by these systems. For example the IPADIC lexicon (Asahara and Matsumoto, 2003) used at that time only had about 20,000 words in katakana, and many of those were proper nouns.

In this study, we use the MeCab morphological analyzer (Kudo et al., 2004) with the recently-developed UniDic lexicon (Den et al., 2007), as discussed below.

As they were largely dealing with non-lexicalized words, Bilac and Tanaka (2004) used a dynamic programming model trained on a relatively small (13,000) list of katakana words, and reported a high precision in their segmentation. Nakazawa et al. (2005) used a larger lexicon in combination with the JUMAN analyzer and reported a similar high precision.

3.2 Non-English Words
A number of loanwords are taken from languages other than English. The JMdict dictionary (Breen, 2004) has approximately 44,000 loanwords, of which 4% are marked as coming from other languages. Inspection of a sample of the 22,000 entries in the Gakken A Dictionary of Katakana Words (Kabasawa and Satō, 2003) indicates a similar proportion. (In both dictionaries loanwords from languages other than English are marked with their source language.) This relatively small number is known to cause some problems with generating translations through transliterations based on English, but the overall impact is not very significant.

3.3 Pseudo-English Constructions
A number of katakana MWEs are constructions of two or more English words forming a term which does not occur in English. An example is バージョンアップ baijon’appu “version up”, meaning upgrading software, etc. These constructions are known in Japanese as 和製英語 wasei eigo “Japanese-made English”. Inspection of the JMdict and Gakken dictionaries indicate they make up approximately 2% of katakana terms, and while a nuisance are not considered to be a significant problem.

3.4 Orthographical Variants
Written Japanese has a relatively high incidence of multiple surface forms of words, and this particularly applies to loan words. Many result from different interpretations of the pronunciation of the source language term, e.g. the word for “diamond” is both ダイヤモンド daiyamondo and ダイアモンド daiamondo, with the two occurring in approximately equal proportions. (The JMdict dictionary records 10 variants for the word “vibraphone”, and 9 each for “whiskey” and “vodka”.) In some cases two different words have been formed from the one source word, e.g. the English word “truck” was borrowed twice to form トラック torakku meaning “truck, lorry” and トロッコ torokku meaning “trolley, rail car”. Having reasonably complete coverage of alternative surface forms is important in the present project.

4 Approach to Segmentation and MWE Translation
As our goal is the extraction and translation of loanword MWEs, we need to address the twin tasks of segmentation of the MWEs into their constituent source-language components, and generation of appropriate transla-
tions for the MWEs as a whole. While the back-transliteration approaches in previous studies have been quite successful, and have an important role in handling single-word loanwords, we decided to experiment with an alternative approach which builds on the large lexicon and n-gram corpus resources which are now available. This approach, which we have labelled “CLST” (Corpus-based Loanword Segmentation and Translation) builds upon a direction suggested in Nakazawa et al. (2005) in that it uses a large English n-gram corpus both to validate alternative segmentations and select candidate translations.

The three key resources used in CLST are:

a. a dictionary of katakana words which has been assembled from:
   i. the entries with katakana headwords or readings in the JMdict dictionary;
   ii. the entries with katakana headwords in the Kenkyūsha New Japanese-English Dictionary;
   iii. the katakana entries in the Eijiro dictionary database;
   iv. the katakana entries in a number of technical glossaries covering biomedical topics, engineering, finance, law, etc.
   v. the named-entities in katakana from the JMiner named-entity database.

This dictionary, which contains both base words and MWEs, includes short English translations which, where appropriate, have been split into identifiable senses. It contains a total of 270,000 entries.

b. a collection of 160,000 katakana words drawn from the headwords of the dictionary above. It has been formed by splitting the known MWEs into their components where this can be carried out reliably;

c. the Google English n-gram corpus. This contains 1-grams to 5-grams collected from the Web in 2006, along with frequency counts. In the present project we use a subset of the corpus consisting only of case-folded alphabetic tokens.

The process of segmenting an MWE and deriving a translation is as follows:

a. using the katakana words in (b) above, generate all possible segmentations of the MWE. A recursive algorithm is used for this. Table 1 shows the segments derived for the MWE ソーシャルブックマークサービス sōsharubukkumākusābisu “social bookmark service”.

b. for each possible segmentation of an MWE, assemble one or more possible glosses as follows:
   i. take each element in the segmented MWE, extract the first gloss in the dictionary and assemble a composite potential translation by simply concatenating the glosses. Where there are multiple senses, extract the first gloss from each and assemble all possible combinations. (The first gloss is being used as lexicographers typically place the most relevant and succinct translation first, and this has been observed to be often the most useful when building composite glosses.) As examples, for ソーシャル・ブックマーク・サービス the element サービス has two senses “service” and “goods or services without charge”, so the possible glosses were “social bookmark service” and “social bookmark goods or services without charge”. For ソーシャル・ブック・マーク・サービス the element マーク has senses of “mark”, “paying attention”,

<table>
<thead>
<tr>
<th>ソーシャル・ブックマーク・サービス</th>
</tr>
</thead>
<tbody>
<tr>
<td>ソーシャル・ブックマーク・サービス</td>
</tr>
<tr>
<td>ソーシャル・ブックマーク・サービス</td>
</tr>
<tr>
<td>ソーシャル・ブックマーク・サービス</td>
</tr>
<tr>
<td>ソーシャル・ブックマーク・サービス</td>
</tr>
<tr>
<td>ソーシャル・ブックマーク・サービス</td>
</tr>
<tr>
<td>ソーシャル・ブックマーク・サービス</td>
</tr>
<tr>
<td>ソーシャル・ブックマーク・サービス</td>
</tr>
</tbody>
</table>

Table 1: Segmentation Example
“markup” and “Mach”, so the potential glosses were “social book mark service”, “social book markup service”, “social book Mach service”, etc. A total of 48 potential translations were assembled for this MWE.

ii. where the senses are tagged as being affixes, also create combinations where the gloss is attached to the preceding or following gloss as appropriate.

iii. if the entire MWE is in the dictionary, extract its gloss as well.

It may seem unusual that a single sense is being sought for an MWE with polysemous elements. This comes about because in Japanese polysemous loanwords are almost always due to them being derived from multiple source words. For example ランプ ranpu has three senses reflecting that it results from the borrowing of three distinct English words: “lamp”, “ramp” and “rump”. On the other hand, MWEs containing ランプ, such as ハロゲンランプ harogenranpu “halogen lamp” or オンランプ onranpu “on-ramp” almost invariably are associated with one sense or another.

c. attempt to match the potential translations with the English n-grams, and where a match does exist, extract the frequency data. For the example above, only “social bookmark service”, which resulted from the ソーシャル・ブックマーク・サービス segmentation, was matched successfully;

d. where match(es) result, choose the one with the highest frequency as both the most likely segmentation of the MWE and the candidate translation.

The approach described above assumes that the term being analyzed is a MWE, when in fact it may well be a single word. In the case of as-yet unrecorded words we would expect that either no segmentation is accepted or that any possible segmentations have relatively low frequencies associated with the potential translations, and hence can be flagged for closer inspection. As some of the testing described below involves deciding whether a term is or is not a MWE, we have enabled the system to handle single terms as well by checking the unsegmented term against the dictionary and extracting n-gram frequency counts for the glosses. This enables the detection and rejection of possible spurious segmentations. As an example of this, the word ボールト bōruto “vault” occurs in one of the test files described in the following section. A possible segmentation (ポーセルト) was generated with potential translations of “bow root” and “baud root”. The first of these occurs in the English 2-grams with a frequency of 63, however “vault” itself has a very high frequency in the 1-grams so the segmentation would be rejected.

As pointed out above, a number of katakana words are not loanwords. For the most part these would not be handled by the CLST segmentation/translation process as they would not be reduced to a set of known segments, and would be typically reported as failures. The transliteration approaches in earlier studies also have problems with these words. Some of the non-loanwords, such as scientific names of plants, animals, etc. or words written in katakana for emphasis, can be detected and filtered prior to attempted processing simply by comparing the katakana form with the equivalent hiragana form found in dictionaries. Some of the occurrences of Chinese and Japanese names in text can be detected at extraction time, as such names are often written in forms such as “...金鍾泌(キムジョンピル)...”.

5 Evaluation
Evaluation of the CLST system was carried out in two stages: testing the segmentation using data used in previous studies to ensure it was discriminating between single loanwords and MWEs, and testing against a collection of MWEs to evaluate the quality of the translations proposed.

5.1 Segmentation
The initial tests of CLST were of the segmentation function and the identification of single words/MWEs. We were fortunate to be

---

5 Kim Jong-Pil, a former South Korean politician.
able to use the same data used by Bilac and Tanaka (2004), which consisted of 150 out-of-lexicon katakana terms from the EDR corpus (EDR, 1995) and 78 from the NTCIR-2 test collection (Kando et al., 2001). The terms were hand-marked as to whether they were single words or MWEs. Unfortunately we detected some problems with this marking, for example シェークスピア “Shakespeare” had been segmented (shake + spear) whereas ホールバーニング “hole burning” had been left as a single word. We considered it inappropriate to use this data without amending these terms. As a consequence of this we are not able to make a direct comparison with the results reported in Bilac and Tanaka (2004). Using the corrected data we analyzed the two datasets and report the results in Table 2. We include the results from analyzing the data using MeCab/UniDic as well for comparison. The precision and recall achieved was higher than that reported in Bilac and Tanaka (2004). As in Bilac and Tanaka (2004), we calculate the scores as follows: $N$ is the number of terms in the set, $c$ is the number of terms correctly segmented or identified as 1-grams, $e$ is the number of terms incorrectly segmented or identified, and $n = c + e$. Recall is calculated as $\frac{c}{N}$, precision as $\frac{c}{n}$, and the F-measure as $\frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$.

As can be seen our CLST approach has achieved a high degree of accuracy in identifying 1-grams and segmenting the MWEs. Although it was not part of the test, it also proposed the correct translations for almost all the MWEs. The less-than-perfect recall is entirely due to the few cases where either no segmentation was proposed, or where the proposed segmentation could not be validated with the English n-grams.

The performance of MeCab/UniDic is interesting, as it also has achieved a high level of accuracy. This is despite the UniDic lexicon only having approximately 55,000 katakana words, and the fact that it is operating outside the textual context for which it has been trained. Its main shortcoming is that it tends to over-segment, which is a contrast to the performance of ChaSen/IPADIC reported in Bilac and Tanaka (2004) where under-segmentation was the problem.

### 5.2 Translation

The second set of tests of CLST was directed at developing translations for MWEs. The initial translation tests were carried out on two sets of data, each containing 100 MWEs. The sets of data were obtained as follows:

a. the 100 highest-frequency MWEs were selected from the Google Japanese 2-grams. The list of potential MWEs had to be manually edited as the 2-grams contain a large number of over-segmented words, e.g. アイコン “icon” was split: アイコ, and オークション “auction” was split オークショ;

b. The katakana sequences were extracted from a large collection of articles from 1999 in the Mainichi Shimbun (a Japanese daily newspaper), and the 100 highest-frequency MWEs extracted.

After the data sets were processed by CLST the results were examined to determine if the segmentations had been carried out correctly, and to assess the quality of the proposed translations. The translations were graded into three groups: (1) acceptable as a dictionary gloss, (2) understandable, but in need of improvement, and (3) wrong or inadequate. An example of a translation graded as 2 is マイナスイオン “minus ion”, where “negative ion” would be better, and one graded as 3 is フリーマーケット “free market”, where the correct translation is “flea market”. For the most part the translations receiving a grading of 2 were the same as would have been produced by a back-transliteration system, and in many cases they were the wasei eigo constructions described above.

Some example segmentations, possible translations and gradings are in Table 3.
Table 3: Sample Segmentations and Translations

<table>
<thead>
<tr>
<th>MWE</th>
<th>Segmentation</th>
<th>Possible Translation</th>
<th>Frequency</th>
<th>Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>ログインヘルプ</td>
<td>ログイン・ヘルプ</td>
<td>login help</td>
<td>541097</td>
<td>1</td>
</tr>
<tr>
<td>ログインヘルプ</td>
<td>ログ・イン・ヘルプ</td>
<td>log in help</td>
<td>169972</td>
<td>-</td>
</tr>
<tr>
<td>キーワードランキング</td>
<td>キー・ワード・ランキング</td>
<td>keyword ranking</td>
<td>39818</td>
<td>1</td>
</tr>
<tr>
<td>キーワードランキング</td>
<td>キー・ワード・ランキング</td>
<td>key word ranking</td>
<td>74</td>
<td>-</td>
</tr>
<tr>
<td>キャリアアップ</td>
<td>キャリア・アップ</td>
<td>career up</td>
<td>13043</td>
<td>2</td>
</tr>
<tr>
<td>キャリアアップ</td>
<td>キャリア・アップ</td>
<td>carrier up</td>
<td>2552</td>
<td>-</td>
</tr>
<tr>
<td>キャリアアップ</td>
<td>キャリア・アップ</td>
<td>career close up</td>
<td>195</td>
<td>-</td>
</tr>
<tr>
<td>キャリアアップ</td>
<td>キャリア・アップ</td>
<td>career being over</td>
<td>188</td>
<td>-</td>
</tr>
<tr>
<td>キャリアアップ</td>
<td>キャリア・アップ</td>
<td>carrier increasing</td>
<td>54</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Results from Translation Tests

<table>
<thead>
<tr>
<th>Set</th>
<th>Failed Segmentations</th>
<th>Precision</th>
<th>Recall</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google</td>
<td>9</td>
<td>98.90</td>
<td>90.00</td>
<td>94.24</td>
</tr>
<tr>
<td>Mainichi (Set 1)</td>
<td>3</td>
<td>98.97</td>
<td>96.00</td>
<td>97.46</td>
</tr>
<tr>
<td>Mainichi (Set 2)</td>
<td>1</td>
<td>100.00</td>
<td>99.00</td>
<td>99.50</td>
</tr>
</tbody>
</table>

The assessments of the segmentation and the gradings of the translations are given in Table 4. The precision, recall and F measures have been calculated on the basis that a grade of 2 or better for a translation is a satisfactory outcome.

A brief analysis was conducted on samples of 25 MWEs from each test set to ascertain whether they were already in dictionaries, or the degree to which they were suitable for inclusion in a dictionary. The dictionaries used for this evaluation were the commercial Kenkyusha Online Dictionary Service⁶ which has eighteen Japanese, Japanese-English and English-Japanese dictionaries in its search tool, and the free WWWJDIC online dictionary⁷, which has the JMdict and JNedict dictionaries, as well as numerous glossaries.

Of the 50 MWEs sampled:

a. 34 (68%) were in dictionaries;
b. 11 (22%) were considered suitable for inclusion in a dictionary. In some cases the generated translation was not considered appropriate without some modification, i.e. it had been categorized as “2”;
c. 3 (6%) were proper names (e.g. hotels, software packages);
d. 2 (4%) were not considered suitable for inclusion in a dictionary as they were simple collocations such as メニューエリア menyūeria “menu area”.

As the tests described above were carried out on sets of frequently-occurring MWEs, it was considered appropriate that some further testing be carried out on less common loanword MWEs. Therefore an additional set of 100 lower-frequency MWEs which did not occur in the dictionaries mentioned above were extracted from the Mainichi Shimbun articles and were processed by the CLST system. Of these 100 MWEs:

a. 1 was not successfully segmented;
b. 83 of the derived translations were classified as “1” and 16 as “2”;
c. 8 were proper names.

The suitability of these MWEs for possible inclusion in a bilingual dictionary was also evaluated. In fact the overwhelming majority of the MWEs were relatively straightforward collocations, e.g. マラソンランナー marasonrannā “marathon runner” and ロックコンサート rokkukonsāto “rock concert”, and were deemed to be not really appropriate as dictionary entries. 5 terms were assessed as being dictionary candidates.
Several of these, e.g. ゴールドプラン gōru-
dopuran “gold plan” and エースストライカー ēsusutoraikā “ace striker” were category 2
translations, and their possible inclusion in
a dictionary would largely be because their
meanings are not readily apparent from the
component words, and an expanded gloss
would be required.

Some points which emerge from the analysis
of the results of the tests described above are:

a. to some extent, the Google n-gram test
data had a bias towards the types of
constructions favoured by Japanese web-
page designers, e.g. ショッピングトップ
shoppingutoppu “shopping top”, which
possibly inflated the proportion of trans-
lations being scored with a 2;

b. some of the problems leading to a failure
to segment the MWEs were due to the
way the English n-gram files were con-
structed. Words with apostrophes were
split, so that “men’s” was recorded as
a bigram: “men+’s”. This situation is
not currently handled in CLST, which
led to some of the segmentation failures,
e.g. with メンズアイテム menzuaitemu
“men’s item”;

6 Conclusion and Future Work

In this paper we have described the CLST
(Corpus-based Loanword Segmentation and
Translation) system which has been developed
to segment Japanese loanword MWEs and
construct likely English translations. The sys-
tem, which leverages the availability of large
bilingual dictionaries of loanwords and En-
GLISH n-gram corpora, is achieving high lev-
els of accuracy in discriminating between sin-
gle loanwords and MWEs, and in segmenting
MWEs. It is also generating useful transla-
tions of MWEs, and has the potential to be-
ing a major aide both to lexicography in this
area, and to translating.

The apparent success of an approach based
on a combination of large corpora and rela-
tively simple heuristics is consistent with the
conclusions reached in a number of earlier in-
vestigations (Banko and Brill, 2001; Lapata
and Keller, 2004).

Although the CLST system is performing at
a high level, there are a number of areas where
refinement and experimentation on possible
enhancements can be carried out. They in-
clude:

a. instead of using the “first-gloss” heuris-
tic, experiment with using all available
glosses. This would be at the price of in-
creased processing time, but may improve
the performance of the segmentation and
translation;

b. align the searching of the n-gram corpus
to cater for the manner in which words
with apostrophes, etc. are segmented. At
present this is not handled correctly;

c. tune the presentation of the glosses in
the dictionaries so that they will match bet-
ter with the contents of the n-gram cor-
pus. At present the dictionary used is
simply a concatenation of several sources,
and does not take into account such
things as the n-gram corpus having hy-
phenated words segmented;

d. extend the system by incorporating a
back-transliteration module such as that
reported in Bilac and Tanaka (2004).
This would cater for single loanwords and
thus provide more complete coverage.
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Abstract

Machine translation (MT) systems can only be improved if their performance can be reliably measured and compared. However, measurement of the quality of MT output is not straightforward, and, as we discuss in this paper, relies on correlation with inconsistent human judgments. Even when the question is captured via “is translation A better than translation B” pairwise comparisons, empirical evidence shows that inter-annotator consistency in such experiments is not particularly high; for intra-judge consistency – computed by showing the same judge the same pair of candidate translations twice – only low levels of agreement are achieved. In this paper we review current and past methodologies for human evaluation of translation quality, and explore the ramifications of current practices for automatic MT evaluation. Our goal is to document how the methodologies used for collecting human judgments of machine translation quality have evolved; as a result, we raise key questions in connection with the low levels of judgment agreement and the lack of mechanisms for longitudinal evaluation.

1 Introduction

Measurement is central to all scientific endeavor. In computing, we rely on impartial and scrutable evaluations of phenomena in order to determine the extent to which progress is being made in that discipline area. We then use those measurements to predict performance on unseen data. That is, we need accurate measurement to know that we have made progress, and we need those measurements to be predictive, so that we can have confidence that we will benefit from the improvements that have been attained. The particular focus of this paper is measurement of translation quality in the field of machine translation (MT).

In some areas of computing, measurement techniques are unambiguous, directly comparable between systems, and enduring over time. For example, a proposed new approach to text compression can be evaluated on a wide range of files, and the criteria to be measured in each case are straightforward: execution time for encoding and decoding; memory space used during encoding and decoding; and, of course, compressed file size. All of these facets are objective, in that, if the same file is compressed a second time on the same hardware, the same measurements (to within some predictable tolerance, in the case of execution speed) will result; and compressing the same file with the same technique on different hardware ten years later should still result in consistent measures of memory use and file size. To compare two approaches to text compression, therefore, the only real complexity is in assembling a collection of documents which is “representative” of utility in general or over some specific domain (for example, compression of micro-posts from a service such as Twitter). Beyond this, as long as the evaluation is carried out using a fixed computing environment (OS, hardware, and, ideally, programming environment), establishing the superiority of one method over another is clear-cut and predictivity is high.

In other areas of computing, the measurement
techniques used are, of necessity, more subjective, and predictivity is harder to achieve. Areas that often require subjective human judgments for evaluation are those where the work product is for human consumption, such as natural language processing (NLP) and information retrieval (IR). In IR, systems are measured with reference to subjective human relevance judgments over results for a sample set of topics; a recent longitudinal study has indicated that, despite a considerable volume of published work, there is serious question as to the extent to which actual long-term improvements in effectiveness have been attained (Armstrong et al., 2009). Moreover, while it is possible to achieve predictivity through the use of a fixed set of topics, a fixed document collection, and a static set of relevance judgments (often based on pooling (Voorhees and Harman, 2005)), the set of topics is often small and not necessarily representative of the universe of possible topics, which raises concerns about true predictivity.

The work of Armstrong et al. (2009) raises another important question, one that is relevant in all fields of computing: that any experimentation carried out today should, if at all possible, also lay the necessary groundwork to allow, ten years hence, a retrospective evaluation of “have we made quantifiable progress over the last decade?”

2 Automatic Measurement of MT

The automatic evaluation of MT system output has long been an objective of MT research, with several of the recommendations of the early ALPAC Report (ALPAC, 1966), for example, relating to evaluation:

1. Practical methods for evaluation of translations; . . . 3. Evaluation of quality and cost of various sources of translations;

In practical terms, improvements are often established through the use of an automatic measure that computes a similarity score between the candidate translation and one or more human-generated reference translations. However it is well-known that automatic measures are not necessarily a good substitute for human judgments of translation quality, primarily because:

- There are different valid ways of translating the same source input, and therefore comparison with a single or even multiple references risks ranking highly those translations that happen to be more reference-like compared to those that made different choices; and
- There are different ways to compute the syntactic similarity between a system output translation and reference translations, and given two possible system translations for a source input, different measures can disagree on which output is more similar to the set of reference translation.

Moreover, with any mechanical method of measurement, there is a tendency for researchers to work to improve their MT system’s ability to score highly rather than produce better translations.

To alleviate these concerns, direct human judgments of translation quality are also collected when possible. During the evaluation of MT shared tasks, for example, human judgments of MT outputs have been used to determine the ranking of participating systems. The same human judgments can also be used in the evaluation of automatic measures, by comparing the degree to which automatic scores (or ranks) of translations correlate with them. This aspect of MT measurement is discussed shortly.

One well-known example of an automatic metric is the BLEU (bilingual evaluation under study) score (Papineni et al., 2002). Computation of a BLEU score for a system, based on a set of candidate translations it has generated, requires only that sets of corresponding reference translations be made available, one per candidate. The ease – and repeatability – of such testing has meant that BLEU is popular as a translation effectiveness measure. But that popularity does not bestow any particular superiority, and, BLEU suffers from drawbacks (Callison-Burch et al., 2006). (As an aside, we note that in all such repeatable scoring arrangements, every subsequent experiment must be designed so that there is clear separation between training and test data, to avoid any risk of hill-climbing and hence over-fitting.)

3 Human Assessment in MT

The standard process by which researchers have tested automatic MT evaluation measures is through analysis of correlation with human judgments of MT quality, as depicted in Figure 1.
In this process, a suite of different MT systems are each given the same corpus of sentences to translate, across a variety of languages, and required to output a 1-best translation for each input in the required target language. Since the total number of translations in the resulting set is too large for exhaustive human assessment, a sample of translations is selected, and this process is labeled A in Figure 1. To increase the likelihood of a fair evaluation, translations are selected at random, with some number of translations repeated, to facilitate later measurement of consistency levels.

Label B in Figure 1 indicates the assessment of the sample of translations by human judges, where judges are required to examine translated sentences, perhaps several at a time, and assess their quality. It is this issue in particular that we are most concerned with: to consider different possibilities for acquiring human judgments of translation quality in order to facilitate more consistent assessments.

Once sufficient human judgments have been collected, they are used to decide a best-to-worst ranking of the participating machine translation systems, shown as $R_H$ in Figure 1. The process of computing that ranking is labeled C. The best approach to process C, that is, going from raw human judgments to a total-order rank, to some degree still remains an open research question (Bojar et al., 2011; Lopez, 2012; Callison-Burch et al., 2012), and is not considered further in this paper.

Once the suite of participating systems has been ordered, any existing or new automatic MT evaluation metric can be used to construct another ordered ranking of the same set. The ranking generated by the metric can then be compared with the ranking $R_H$ generated by the human assessment, using statistics such as Spearman’s coefficient, with a high correlation being interpreted as evidence that the metric is sound.

Since the validity of an automatic MT evaluation measure is assessed relative to human judgments, it is vital that the judgments acquired are reliable. In practice, however, human judgments, as evaluated by intra- and inter-annotator agreement, can be inconsistent with each other. For example, inter-annotator agreement for human assessment of translation quality, as measured using Cohen’s Kappa coefficient (Cohen, 1960), in recent WMT shared tasks are reported to be at as low levels as $k = 0.44$ (2010), $k = 0.38$ (2011) and $k = 0.28$ (2012), with intra-annotator agreement levels not faring much better: $k = 0.60$ (2010), $k = 0.56$ (2011) and $k = 0.46$ (2012) (Callison-Burch et al., 2010; Callison-Burch et al., 2011; Callison-Burch et al., 2012). This lack of coherence amongst human assessments then forces the question: are assessments of MT evalu-
ation metrics robust, if they are validated via low-quality human judgments of translation quality?

While one valid response to this question is that the automatic evaluation measures are no worse than human assessment, a more robust approach is to find ways of increasing the reliability of the human judgments we use as the yardstick for automatic metrics by endeavoring to find better ways of collecting and assessing translation quality. Considering just how important human assessment of translation quality is to empirical machine translation, although there is a significant amount of research into developing metrics that correlate with human judgments of translation quality, the underlying topic of finding ways of increasing the reliability of those judgments to date has received a limited amount of attention (Callison-Burch et al., 2007; Callison-Burch et al., 2008; Przybocki et al., 2009; Callison-Burch et al., 2009; Callison-Burch et al., 2010; Denkowski and Lavie, 2010).

4 Human Assessment of Quality

To really improve the consistency of the human judgments of translation quality, we may need to take a step back and ask ourselves what are we really asking human judges to do when we require them to assess translation quality? In the philosophy of science, the concept of translation quality would be considered a (hypothetical) construct. MacCorquodale and Meehl (1948) describe a construct as follows:

... constructs involve terms which are not wholly reducible to empirical terms; they refer to processes or entities that are not directly observed (although they need not be in principle unobservable); the mathematical expression of them cannot be formed simply by a suitable grouping of terms in a direct empirical equation; and the truth of the empirical laws involved is a necessary but not a sufficient condition for the truth of these conceptions.

Translation quality is an abstract notion that exists in theory and can be observed in practice but cannot be measured directly. Psychology often deals with the measurement of such abstract notions, and provides established methods of measurement and validation of those measurement techniques. Although “translation quality” is not a psychological construct as such, we believe these methods of measurement and validation could be used to develop more reliable and valid measures of translation quality.

Psychological constructs are measured indirectly, with the task of defining and measuring a construct known as operationalizing the construct. The task requires examination of the mutual or common-sense understanding of the construct to come up with a set of items that together can be used to indirectly measure it. In psychology, the term construct validity refers to the degree to which inferences can legitimately be made from the operationalizations in a study to the theoretical constructs on which those operationalizations were based.

Given some data, it is possible then to examine each pair of constructs within the semantic net, and evidence of convergence between theoretically similar constructs supports the inclusion of both constructs (Campbell and Fiske, 1959). To put it more simply, when two theoretically similar constructs that should (in theory) relate to one another do in fact highly correlate on the data, it is evidence to support their use. Similarly, when a lack of correlation is observed for a pair of constructs that theoretically should not relate to each, this also validates their use. This is just one example of a range of methods used in psychology to validate techniques used in the measurement of psychological constructs (see Trochim (1999) for a general introduction to construct validity).

5 Past and Current Methodologies

The ALPAC Report (ALPAC, 1966) was one of the earliest published attempts to perform cross-system MT evaluation, in determining whether progress had been made over the preceding decade. The (somewhat anecdotal) conclusion was that:

(t)he reader will find it instructive to compare the samples above with the results obtained on simple, selected, text 10 years earlier ... in that the earlier samples are more readable than the later ones.

The DARPA Machine Translation Initiative of the 1990s incorporated MT evaluation as a central tenet, and periodically evaluated the three MT
systems funded by the program (CANDIDE, PANGLOSS and LINGSTAT). It led to the proposal of adequacy and fluency as the primary means of human MT evaluation, in addition to human-assisted measurements. For instance, the DARPA initiative examined whether post-editing of MT system output was faster than simply translating the original from scratch (White et al., 1994). Adequacy is the degree to which the information in the source language string is preserved in the translation,\(^1\) while fluency is the determination of whether the translation is a well-formed utterance in the target language and fluent in context.

Subsequently, many of the large corporate machine translation systems used regression testing to establish whether changes or new modules had a positive impact on machine translation quality. Annotators were asked to select which of two randomly-ordered translations (one from each system) they preferred (Bond et al., 1995; Schwartz et al., 2003), and this was often performed over a reference set of translation pairs (Ikehara et al., 1994). While this methodology is capable of capturing longitudinal progress for a given MT system, it is prohibitively expensive and doesn’t scale well to multi-system comparison.

The annual workshop for statistical machine translation (WMT) has, over recent years, been the main forum for collection of human assessment of translation quality, despite this not being the main focus of the workshop (which is to provide a regular cross-system comparison over standardized datasets for a variety of language pairs by means of a shared translation task) (Koehn and Monz, 2006; Callison-Burch et al., 2007; Callison-Burch et al., 2008; Callison-Burch et al., 2009; Callison-Burch et al., 2010; Callison-Burch et al., 2011; Callison-Burch et al., 2012). Figure 2 shows the approaches used for human judgments of translation quality at the annual workshops.

To summarize, across the field of machine translation human judges have been asked to assess translation quality in a variety of ways:

- Single-item or two-items (for example, fluency and adequacy being a two-item assessment);
- Using different labels (for example, asking which translation is better or asking which is more adequate);
- Ordinal level scales (ranking a number of translations from best-to-worst) or interval-level scales (for example, interval-level fluency or adequacy judgments);
- Different lexical units (for example, whole sentences rather than sub-sentential constituents);
- Different numbers of points on interval-level scale;
- Displaying interval-level scale numbering to judges or not displaying it;
- Simultaneously judging fluency and adequacy items or separating the assessment of fluency and adequacy;
- Displaying a reference translation to the judge or not displaying it;
- Including the reference translation present among the set being judged or not including it;
- Displaying a preceding and following context of the judged translation or not displaying any surrounding context;
- Displaying session/overall participation meta-information to the judge (for example, the number of translations judged so far, the time taken so far, or the number of translations left to be judged) or not displaying session meta-information;
- Allowing judges to assess translations that may have originated with their own system versus holding out these translations;
- Including crowd-sourced judgments or not.

### 5.1 Pre 2007 Methodologies

A widely used methodology for human evaluation of MT output up to 2007 was to assess translations under the two items, fluency and adequacy, each on a five-point scale (Callison-Burch et al., 2007). Fluency and adequacy had originally been part of the US Government guidelines for assessment of manually produced translations and was adopted by DARPA for the evaluation of machine translation output, as the fact that these established criteria had originally been designed for the more general purpose of grading translators helped validate their use (White et al., 1994).

When WMT began in 2006 the fluency and adequacy measures were again adopted, as had also...
been used in LDC (2005), to assess output of shared task participating systems in the form of a two item interval-level scale. Too few human assessments were recorded in the first year to be able to estimate the reliability of human judgments (Koehn and Monz, 2006). In 2007, the workshop sought to better assess the reliability of human judgments in order to increase the reliability of results reported for the shared translation task. Reliability of human judgments was estimated by measuring levels of agreement as well as adding two new supplementary methods of human assessment. In addition to asking judges to measure the fluency and adequacy of translations, they were now also requested in a separate evaluation setup to rank translations of full sentences from best-to-worst (the method of assessment that has been sustained to the present), in addition to ranking translations of sub-sentential source syntactic constituents. Both of the new methods used a single item ordinal-level scale, as opposed to the original two item interval-level fluency and adequacy scales.

Highest levels of agreement were reported for the sub-sentential source syntactic constituent ranking method ($k_{inter} = 0.54$, $k_{intra} = 0.74$), followed by the full sentence ranking method ($k_{inter} = 0.37$, $k_{intra} = 0.62$), with the lowest agreement levels observed for two-item fluency ($k_{inter} = 0.28$, $k_{intra} = 0.54$) and adequacy ($k_{inter} = 0.31$, $k_{intra} = 0.54$) scales. Additional methods of human assessment were trialled in subsequent experimental rounds; but the only method still currently used is ranking of translations of full sentences.

When the WMT 2007 report is revisited, it is difficult to interpret reported differences in levels of agreement between the original fluency/adequacy method of assessment and the sentence ranking method. Given the limited resources available and huge amount of effort involved in carrying out a large-scale human evaluation of this kind, it is not surprising that instead of systematically investigating the effects of individual changes in method, several changes were made at once to quickly find a more consistent method of human assessment. In addition, the method of assessment of translation quality is required to facilitate speedy judgments in order to collect sufficient judgments within a short time frame for the overall results to be reliable, an inevitable trade-off between bulk and quality must be taken into account. However, some questions remain unanswered: to what degree was the increase in consistency caused by the change from a two item scale to a single item scale and to what degree was it caused by the change from an interval level scale to an ordinal level scale? For example, it is wholly possible that the increase in observed consistency resulted from the combined effect of a reduction in consistency (perhaps caused by the change from a two item scale to a single item scale) with a simultaneous increase in consistency (due to the change from an interval-level scale to an ordinal-level scale). We are not suggesting this is in fact what happened, just that an overall observed increase in consistency resulting from multiple changes to method cannot be interpreted as each individual alteration causing an increase in consistency. Although a more consistent method of human assessment was indeed found, we cannot be at all certain of the reasons behind the improvement.
A high correlation between fluency and adequacy across all language pairs included in the evaluation is also reported, presented as follows (Callison-Burch et al., 2007):

... in principle it seems that people have a hard time separating these two aspects (referring to fluency and adequacy) of translation. The high correlation between people’s fluency and adequacy scores ... indicates that the distinction might be false.

The observed high correlation between fluency and adequacy is interpreted as a negative. However, in the field of psychology according to construct validity, an observed high correlation between two items that in theory should relate to each other is interpreted as evidence of the measure in fact being valid (see Section 4), and there is no doubt that in theory the concepts of fluency and adequacy do relate to each other. Moreover, in general in psychology, a measure that employs more items as opposed to fewer (given the validity of those items), is regarded as better.

In addition, human judges were asked to assess fluency and adequacy at the same time, and this could have inflated the observed correlation. A fairer examination of the degree to which fluency and adequacy of translations correlate, would have judges assess the two criteria of translations on separate occasions, so that each judgment could be made independently of the other. Another advantage of judging fluency and adequacy separately might be to avoid revealing the reference translation to judges before they make their fluency assessment. A fluency judgment of translations without a reference translation would increase the objectivity of the assessment and avoid the possibility of a bias in favor of systems that produce reference-like translations.

Confusion around how well fluency and adequacy can be used to measure translation quality, to some degree may stem from the implicit relationship between the two notions. For instance, does the adequacy of a translation imply its fluency, and, if so, why would we want to assess translations under both these criteria? However, the argument for assessing adequacy on its own and dropping fluency, only stands for translations that are fully fluent. The fluency of a translation judged to be fully adequate can quite rightly be assumed. However, when the adequacy of a translation is less than perfect, very little can be assumed from an adequacy judgment about the fluency of the translation. Moving from a two-item fluency/adequacy scale to a single-item scale loses some information that could be useful for analyzing the kinds of errors present in translations.

### 5.2 Post 2007 Methodologies

Since 2007, the use of a single item scale for human assessment of translation quality has been common, as opposed to the more traditional two item fluency/adequacy scale, sometimes citing the high correlation reported in WMT 2007 as motivation for its non-use other times not (Przybocki et al., 2009; Denkowski and Lavie, 2010). For example, Przybocki et al. (2009) use (as part of their larger human evaluation) a single item (7-point) scale for assessing the quality of translations (with the scale labeled adequacy) and report inter-annotator agreement of $k = 0.25$, lower than those reported for the two item fluency/adequacy scales in WMT 2007. Although caution needs to be taken when directly comparing such agreement measurements, this again raises questions about the validity of methodologies used for human assessment of translation quality.

When we look at the trend in consistency levels for human assessments acquired during the three most recent WMT shared tasks, where the only surviving method of human assessment of translation quality is full sentence ranking (or translation ranking as it is also known), we unfortunately see ever-decreasing consistency levels. Agreement levels reported in the most recent 2012 WMT using translation ranking are lower than those reported in 2007 for the two item fluency and adequacy interval-level scales. Although caution needs again be taken when making direct comparisons, this may cause us to revisit our motivation for moving away from more traditional methods. In addition, due to the introduction of the new kind of shared task, quality estimation, the traditional ordinal-level scale has again resurfaced for human assessment of translation quality, although on this occasion in the guise of a 4-point scale (Callison-Burch et al., 2012). This causes us to pose the question is the route we have chosen in the search of more reliable human assessment of translation quality really going to lead to
an optimal method? Machine translation may benefit from a systematic investigation into which methods of human assessment of translation quality are in fact most reliable and result in most consistent judgments.

Planning for the future: Two major components of evaluation are not catered for by current approaches. The first is the value of longitudinal evaluation, the ability to measure how much improvement is occurring over time. Mechanisms that could be used include: capture of the output of systems that is not evaluated at the time; strategic re-use of evaluation data in different events; probably others. In the TREC context, a long-held belief that systems were measurably improving is not supported by longitudinal study, demonstrating the value of such mechanisms. In other contexts, longitudinal mechanisms allow meta studies that yield insights that would not otherwise be available.

Context for judgments: The other omitted component is sufficient consideration of what might be called “role”, the persona that the assessor is expected to adopt as they make their decisions. An MT system that is used to determine, for example, whether a statement in another language is factually correct may be very different from one that is used to translate news for a general audience. Without understanding of role, assessors can only be given very broad instructions, and may have varying interpretations of what is expected of them. The design of such instructions needs to be considered with extreme caution, however, as a seemingly unambiguous instruction inevitably has the potential to bias judgments in some unexpected way.

6 Open Questions

Our review of approaches to MT system evaluation illustrates that a range of questions need to be asked:

- What are the effects of context and specificity of task on human assessment of translation quality?
- Should we reconsider how conclusions are drawn from results by taking into account the degree to which automatic metrics correlate with human judgments as well as levels of consistency of those judgments? How do these factors effect the practical significance of a result?
- What can be done to enhance the reusability of previous experimental data? Can current regimes be adapted to testing of new systems that did not originally participate in particular experimental rounds?
- Is data being collected now that would allow retrospective evaluation in ten years, to know if the state of the art has changed? Similarly, is it possible to demonstrate with the evaluation data that MT systems today are better than they were ten years ago?

7 Summary

Regular competitive evaluation of systems in a common framework has become widespread in computing, in areas as diverse as message understanding and genome assembly. However, at core these evaluations are dependent on principled, robust measurement of systems and their ability to solve particular tasks. Our review has established that there are significant issues with current approaches to measurement in MT, and should provide the basis of development of new approaches that will allow researchers to be confident of the value of different MT technologies.
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Abstract

We perform a quantitative analysis of data in a corpus that specialises on summarisation for Evidence Based Medicine (EBM). The intent of the analysis is to discover possible directions for performing automatic evidence-based summarisation. Our analysis attempts to ascertain the extent to which good, evidence-based, multi-document summaries can be obtained from individual single-document summaries of the source texts. We define a set of scores, which we call coverage scores, to estimate the degree of information overlap between the multi-document summaries and source texts of various granularities. Based on our analysis, using several variants of the coverage scores, and the results of a simple task oriented evaluation, we argue that approaches for the automatic generation of evidence-based, bottom-line, multi-document summaries may benefit by utilising a two-step approach: in the first step, content-rich, single-document, query-focused summaries are generated; followed by a step to synthesise the information from the individual summaries.

1 Introduction

Automatic summarisation is the process of presenting the important information contained in a source text in a compressed format. Such approaches have important applications in domains where lexical resources are abundant and users face the problem of information overload. One such domain is the medical domain, with the largest online database (PubMed\(^1\)) containing over 21 million published medical articles. Thus, a standard clinical query on this database returns numerous results, which are extremely time-consuming to read and analyse manually. This is a major obstacle to the practice of Evidence Based Medicine (EBM), which requires practitioners to refer to relevant published medical research when attempting to answer clinical queries. Research has shown that practitioners require bottom-line evidence-based answers at point of care, but often fail to obtain them because of time constraints (Ely et al., 1999).

1.1 Motivation

Due to the problems associated with the practice of EBM, there is a strong motivation for automatic summarisation/question-answering (QA) systems that can aid practitioners. While automatic text summarisation research in other domains (e.g., news) has made significant advances, research in the medical domain is still at an early stage. This can be attributed to various factors: (i) the process of answer generation for EBM requires practitioners to combine their own expertise with medical evidence, and automatic systems are only capable of summarising content present in the source texts; (ii) the medical domain is very complex with a large number of domain specific terminologies and relationships between the terms that systems need to take into account when performing summarisation; and (iii) while there is an abundance of medical documents available electronically, specialised corpora for performing summarisation research in this domain are scarce.

1.2 Contribution

We study a corpus that specialises on the task of summarisation for EBM and quantitatively analyse the contents of human generated evidence-based summaries. We compare bottom-line evidence-based summaries to source texts and human-generated, query-focused, single-document summaries of the source texts. This enables us to determine if good single-document summaries contain sufficient content, from source texts, to be used for the generation of multi-document, bottom-line summaries. We also study single-document extractive summaries

\(^1\)http://www.ncbi.nlm.nih.gov/pubmed

generated by various summarisation systems and compare their performance relative to source texts and human generated summaries. In terms of content, our experiments reveal that there is no statistically significant difference between the source texts and the human-generated, single-document summaries, relative to the bottom-line summaries. This suggests that the generation of bottom-line summaries may be considered to be a two step summarisation process in which the first step is single-document summarisation, and the second step involves information synthesis from the summaries, as illustrated in Figure 1. In the figure, \( d \) represents a source document, \( s \) represents a summary of a source document, and \( b \) represents a bottom-line summary generated from multiple single-document summaries.

In addition to this analysis, we attempt to make estimations about the extent to which the core contents of the bottom-line summaries come from the source texts. Such an analysis is of paramount importance in this domain because, if only a small proportion of the summaries contain information from the source articles, we can assume that the summaries are almost entirely generated from specialised human knowledge, making it impossible to perform text-to-text summarisation automatically in this domain without intensive use of domain-specific knowledge. We conclude that there is sufficient overlap between the source texts and evidence-based summaries for the process to be automated. Our analysis is purely numerical and is based on various statistics computed from the available corpus.

The rest of the paper is organised as follows: Section 2 presents a brief overview of research work related to ours; Section 3 provides a description of the corpus we study; Section 4 details our analytical techniques; Section 5 presents the results we obtain, along with a discussion; and Section 6 concludes the paper and provides a brief discussion of our planned future work.

2 Related Work

2.1 Evidence Based Medicine

There is a good amount of published work on EBM practice, which is defined by Sackett et al. (1996) as “the conscientious, explicit, and judicious use of current best evidence in making decisions about the care of individual patients”. The goal of EBM is to improve the quality of patient care in the long run through the identification of practices that work, and the elimination of ineffective or harmful ones (Selvaraj et al., 2010). The necessity of searching for, appraising, and synthesising evidence makes EBM practice time-consuming. Research has shown that practitioners generally spend about 2 minutes to search for evidence (Ely et al., 2000). Consequently, practitioners often fail to provide evidence-based answers to clinical queries, particularly at point of care (Ely et al., 1999; Ely et al., 2002). The research findings strongly motivate the need for end-to-end medical text summarisation systems.

2.2 Summarisation for EBM

As already mentioned, the task of automatic text summarisation is particularly challenging for the medical domain because of the vast amount of domain-specific knowledge required (Lin and Demner-Fushman, 2007) and the highly complex domain-specific terminologies and semantic relationships (Athenikos and Han, 2009). Text processing systems in this domain generally use the Unified Medical Language System (UMLS), which is a repository of biomedical vocabularies developed by the US National Library of Medicine. It covers over 1 million biomedical concepts and terms from various vocabularies, semantic categories for the concepts and both hier-

\[ \text{http://www.nlm.nih.gov/research/umls/} \]
archival and non-hierarchical relationships among the concepts (Aronson, 2001). In the UMLS vocabulary, each medical concept is represented using a Concept Unique Identifier (CUI). Related concepts are grouped into generic categories called semantic types. Our analysis heavily relies on the CUIs and semantic types of medical terms.

There has been some progress in research for EBM text summarisation (i.e., query-focused summarisation of published medical texts) in recent years. Lin and Demner-Fushman (2007) showed the use of knowledge-based and statistical techniques in summary generation. Their summarisation system relies on the classification of text nuggets into various categories, including Outcome, and presents the sentences categorised as outcomes as the final summary. Niu et al. (2005, 2006) presented the EPoCare\(^3\) system. The summarisation component of this system performs sentence-level polarity classification to determine if a sentence presents a positive, negative or neutral outcome. Polarised sentences are extracted to be part of the final summary. Shi et al. (2007) presented the BioSquash system that performs query-focused, extractive summarisation through the generation of text graphs and the identification of important groups of concepts from the graphs to be included in the final summaries. More recently, Cao et al. (2011) proposed the AskHermes\(^4\) system that performs multi-document summarisation via key-word identification and clustering of information. The generated summaries are extracted, paragraph-like text segments. Sarker et al. (2012) showed the use of a specialised corpus to perform evidence-based summarisation. In their recent approach, the authors introduce target-sentence-specific, extractive, single-document summarisation, and use various statistics derived from the corpus to rank sentences for extraction. All these systems, however, have limitations. Inspired by this fact, our analyses attempt to test if automatic summarisation is in fact possible for EBM. We also attempt to identify possible summarisation approaches that are likely to be effective in this domain.

2.3 Evaluation and Analysis of Summarisation Systems

The most important research related to automatic evaluation of summarisation systems is perhaps that by Lin and Hovy (2003). The authors propose a set of metrics called Recall-Oriented Understudy for Gisting Evaluation (ROUGE) that have become very much the standard for automatic summary evaluation. The intent of the ROUGE measures is to find the similarity between automatically generated summaries and reference summaries and it has been shown that ROUGE scores of summaries have a high correlation with human evaluations. We incorporate some ROUGE statistics in our analysis.

ROUGE has also been used for analysis tasks in automatic text summarisation, such as the analysis of extractive summarisation provided by Ceylan et al. (2011). The authors use ROUGE to show that the combination of all possible extractive summaries follow a long-tailed gaussian distribution, causing most summarisation systems to achieve scores that are generally close to the mean and making it difficult for systems to achieve very high scores. This analysis of extractive summaries has opened a new direction for relative comparison of summarisation systems and the approach has been used in recent work (Sarker et al., 2012). Another recent analysis work on text summarisation, similar to the one we present here, is that by Louis and Nenkova (2011), who show that human-generated summaries generally contain a large proportion of generic content along with specific content. From the perspective of our research, this means that some of the disagreement between different summarisers, in terms of content, may be attributed to dissimilar generic (stylistic) content that are not contained in the source documents, rather than dissimilar query-specific content.

3 Data

3.1 Corpus

The corpus we study (Mollá-Aliod and Santiago-Martinez, 2011) was created from the Journal of Family Practice\(^5\) (JFP). The ‘Clinical Inquiries’ section of the JFP contains clinical queries and evidence-based answers from real-life EBM practice, and the corpus was built from the information in this section. The corpus consists of a set

\(^3\)http://www.cs.toronto.edu/km/epocare/index.html
\(^4\)http://www.askhermes.org/
\(^5\)www.jfponline.com
of records, \( R = \{ r_1 ... r_m \} \). Each record, \( r_i \), contains one clinical query, \( q_i \), so that we have a set of questions \( Q = \{ q_1 ... q_m \} \). Each \( r_i \) has associated with it a set of one or more bottom-line answers to the query, \( A_i = \{ a_{i1} ... a_{in} \} \). For each bottom-line answer of \( r_i \), \( a_{ij} \), there exists a set of human-authored detailed justifications (single-document summaries) \( L_{ij} = \{ l_{ij1} ... l_{ijo} \} \). Each detailed justification in turn \( l_{ijk} \) is associated with at least one source document \( d_{ijk} \). Thus, the corpus has a set of source documents, which we denote as \( D = \{ d_{ij1} ... d_{ijo} \} \).

For the work described in this paper, we use the sets \( A \), \( L \) and \( D \) from the corpus. Figure 2 visually illustrates a sample record from the corpus with two bottom-line summaries associated with the query. We analyse a total of 1,279 bottom-line summaries, associated with 456 queries, along with source texts and human summaries.

4 Methods

4.1 Coverage Analysis

Our first analytical experiments attempt to estimate the extent to which information in the set of bottom-line summaries, \( A \), are contained in the source documents, \( D_a \), associated with each summary \((a)\). This gives us a measure of the extent to which extra information are added to the final summaries by the authors of the JFP articles from which the corpus has been built. For this, we define a set of scores, which we call coverage scores. The greater the score, the better is the bottom-line summary coverage. Consider a bottom-line summary \( a \), which contains a set of \( m \) terms, and the associated source documents, \( D_a \). The first variant of the coverage scores that we use is a term-based measure and is given by the following equation:

\[
Coverage(a, D_a) = \frac{|a \cap D_a|}{m}
\]  

where \( |a \cap D_a| \) represents the number of terms common to a summary and the associated source texts. We first preprocess the text by removing stop words and punctuations, lowering all terms and stemming the terms using the Porter stemmer (Porter, 1980). Term tokenisation is performed using the word tokenizer of the nltk tool box. Such a term-level coverage measurement, however, often fails to identify matches in the case of medical concepts that may be represented by multiple distinct terms. An example of this is the term high blood pressure. In our corpus, this term has various other representations including hypertension and hbp.

4.1.1 Incorporation of CUIs and Semantic Types

To address the problem of distinct lexical representations of the same concepts, we identify the semantic types and CUIs of all the terms in the corpus and incorporate this information in our coverage computation. Using CUIs in the computation reduces the dependence on direct string matching because distinct terms representing the same medical concept have the same CUI. For example, all the different variants of the term high blood pressure have the same CUI (C0020538). However, it is also possible for terms with different CUIs to have the same underlying meaning in our corpus. For example, the terms [African] women (CUI: C0043210) and African Americans (CUI:C008575) have different CUIs but have been used to represent the same population group. The two terms have the same UMLS semantic type: popg (population group) and this information may be used to match the two terms in our experiments.

---

\(^6\)nltk.org
We use the MetaMap\textsuperscript{7} tool to automatically identify the CUIs and semantic types for all the text in our corpus.

We introduce two more variants of the coverage scores. In our first variation, we use individual terms and CUIs; and in the second variation we use terms, CUIs and semantic types. We apply a sequence of functions that, given $a$ and $D_a$, along with the CUIs and semantic types of the terms in $a$ and $D_a$, compute $a \cap D_a$ utilising all the available information (i.e., terms, CUIs, semantic types). Term-based matching is first performed and the terms in $a$ that are exactly matched by terms in $D_a$ are collected. Next, for the unmatched terms in $a$, CUI matching is performed with the CUIs of $D_a$. This ensures that different lexical versions of the same concept are detected correctly. All the matched terms are added to the covered terms collection. In our first variant, this value is used for $|a \cap D_a|$ in equation 1. For the second variant, for terms that are still uncovered after CUI matching, semantic type matching is performed and the terms in $a$ with matching semantic types are added to the covered terms collection before computing the coverage score.

A problem with the use of semantic types in coverage score computation is that they are too generic and often produce incorrect matches. For example, the terms *pneumonia* and *heart failure* are two completely distinct concepts but have the same semantic type (*dsyn*). The use of semantic types, therefore, leads to incorrect matches, resulting in high coverage scores. We still use semantic types along with terms and CUIs in our experiments because their coverage scores give an idea of the coverage upper limits.

### 4.1.2 Concept Coverage

In an attempt to reduce the number of non-medical terms in our coverage score computation, we introduce a fourth variant which we call Concept Coverage (CC). We noticed that often non-medical terms such as entities, numbers etc. are the primary causes of mismatch among different terms. This coverage score only takes into account the concepts (CUIs) in $a$ and $D_a$. Referring to equation 1, $m$ in this case represents the number of unique CUIs in $a$, while $|a \cap D_a|$ is computed as a combination of direct CUI matches and similarity measures among unmatched CUIs. That is, besides considering direct matches between CUIs, we also consider similarities among concepts when performing this calculation. This is important because often bottom-line summaries contain generic terms representing the more specific concepts in the source texts (e.g., the generic term *anti-depressant* in the bottom-line summary to represent *paroxetine, amitriptyline* and so on). The concept similarity between two concepts gives a measure of their semantic relatedness or how close two concepts are within a specific domain or ontology (Budanitsky and Hirst, 2006).

In our concept coverage computation, each CUI in $a$ receives a score of 1.0 if it has an exact match with the CUIs in $D_a$. For each unmatched CUI in $a$, its concept similarity value with each unmatched concept in $D_a$ is computed and the maximum similarity value is chosen as the score for that concept. To compute the similarity between two concepts, we use the similarity measure proposed by Jiang and Conrath (1997). The authors apply a corpus-based method that works in conjunction with lexical taxonomies to calculate semantic similarities between terms, and the approach has been shown to agree well with human judgements. We use the implementation provided by McInnes et al. (2009), and scale the scores so that they fall within the range $[0.0,1.0)$, with 0.0 indicating no match and 0.99 representing near perfect match (theoretically). The direct match score or maximum similarity score of each CUI in $a$ are added and divided by $m$ to give the final concept coverage score.

### 4.1.3 Comparison of Coverage Scores

Our intent is to determine the extent to which the contents of the bottom-line summaries in the corpus are contained in source texts of different granularities. This gives us an estimate of the information loss that occurs when source text is compressed by various compression factors. More specifically, in our experiments, $a$ (in equation 1) is always the bottom-line summary, while for $D_a$, we use:

- i all the text from all the article abstracts associated with $a$ (FullAbs),
- ii all the text from all the human-generated, single-document summaries (from $L$) (HS),
- iii all the text from all the ideal three-sentence

\textsuperscript{7}http://metamap.nlm.nih.gov/
extractive summaries associated with a (IdealSum),

iv all the text from all the single document, three-sentence extractive summaries, produced by a state of the art summarisation system (Sarker et al., 2012), associated with a, and

v all the text from random three sentence extractive single document summaries associated with a (Random).

The IdealSum summaries are three-sentence, single-document, extractive summaries that have the highest ROUGE-L $f$-scores (Lin and Hovy, 2003; Lin, 2004) when compared with the human generated single document summaries (i)\(^8\). Using these five different sets enables us to estimate the degradation, if any, in coverage scores as the source text is compressed. Table 1 presents the coverage scores for these five data sets along with the concept coverage scores for (i) and (ii)\(^9\).

For each data set, we also compute their ROUGE-L recall scores (after stemming and stop word removal) with the bottom-line summaries, and compare these scores. This enables us to compare the voerage of these data sets using another metric. Table 2 shows the recall scores along with the 95% confidence intervals.

### 4.2 Task Oriented Evaluation

To establish some estimates about the performances of these variants of the source texts, we performed simple task oriented evaluations. The evaluations required annotation of the data, which is extremely time-consuming. Therefore, we used a subset of the corpus for this task. We manually identified 33 questions from the corpus that focus on ‘drug treatments for diseases/syndromes’. All the questions are of the generic form: ‘What is the best drug treatment for disease X?’ Given a question, the task for the system is to identify drug candidates for the disease from the source texts.

From the bottom-line summaries for each of the 33 questions, we manually collected the list of all mentioned drug interventions. Using these, we measured a system’s performance by computing its recall for the drug interventions. Our intent, in fact, is not to evaluate the performances of different systems. Instead, it is to evaluate the performances of different source texts on the same task. To extract drug candidates from text, the system relies fully on the MetaMap system’s annotation of the data set. All terms identified as drugs or chemicals\(^10\) are extracted by the system and returned as a list. Recall and precision for each type of source text is computed from this list of drug names.

Using this technique we evaluate the performance of the five previously mentioned source texts. The recall for the FullAbs set acts as the upper limit and this evaluation enables us to determine how much information is lost when the source texts are summarised either manually or automatically. The performance of the Random data set indicates the lower limit. The results of this experiment are presented in the next section.

### 5 Results and Discussion

Table 1 shows that, when terms and CUIs are used, the source texts cover approximately 65% of the summary texts, and incorporation of se-

Table 1: Coverage scores for the five data sets with the bottom-line summaries. T = Terms, C = CUIs, ST = Semantic Types, and CC = Concept Coverage.

<table>
<thead>
<tr>
<th>System</th>
<th>T</th>
<th>T &amp; C</th>
<th>T, C &amp; ST</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FullAbs</td>
<td>0.596</td>
<td>0.643</td>
<td>0.782</td>
<td>0.659</td>
</tr>
<tr>
<td>HS</td>
<td>0.595</td>
<td>0.630</td>
<td>0.737</td>
<td>0.644</td>
</tr>
<tr>
<td>IdealSum</td>
<td>0.468</td>
<td>0.511</td>
<td>0.654</td>
<td>..</td>
</tr>
<tr>
<td>Sarker et al.</td>
<td>0.502</td>
<td>0.546</td>
<td>0.683</td>
<td>..</td>
</tr>
<tr>
<td>Random</td>
<td>0.403</td>
<td>0.451</td>
<td>0.594</td>
<td>..</td>
</tr>
</tbody>
</table>

Table 2: ROUGE-1 recall scores and 95% confidence intervals for the five data sets with the bottom-line summaries.

<table>
<thead>
<tr>
<th>System</th>
<th>Recall</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>FullAbs</td>
<td>0.418</td>
<td>0.40 - 0.44</td>
</tr>
<tr>
<td>HS</td>
<td>0.405</td>
<td>0.39 - 0.42</td>
</tr>
<tr>
<td>IdealSum</td>
<td>0.284</td>
<td>0.27 - 0.30</td>
</tr>
<tr>
<td>Sarker et al.</td>
<td>0.318</td>
<td>0.30 - 0.34</td>
</tr>
<tr>
<td>Random</td>
<td>0.229</td>
<td>0.21 - 0.24</td>
</tr>
</tbody>
</table>

\(^8\)These summaries were produced by generating all three-sentence combinations for each source text, and then computing the ROUGE-L $f$-score for each combination.

\(^9\)We only compute the concept coverage scores for these two sets because of the extremely long running time of our similarity measurement algorithm.

\(^10\)The semantic types included in these two categories are: aapp, antb, hops, horm, non, orch, phsu, strd, vita, bacs, carb, eico, elii, enzy, imft, inch, lipd nsba, opco. A list of the current UMLS semantic types can be found at: www.nlm.nih.gov/research/umls/
Semantic types take the coverage score to close to 80%. The concept coverage scores are similar to the term and CUI overlap scores. Analysis of the uncovered components reveal a number of reasons behind coverage mismatches. First of all, as already mentioned earlier in this paper, authors often prefer using generalised medical terms in the bottom-line summaries while the source texts contain more specific terms (e.g., antibiotics vs penicillin). Incorporating semantic types ensures coverage in such cases, but also leads to false matches. Secondly, MetaMap has a relatively low word sense disambiguation accuracy (Plaza et al., 2011) and often fails to disambiguate terms correctly, causing variants of the same term to have different CUIs, and often different semantic types. Thirdly, a large portion of the uncovered components consists of text that improves the qualitative aspects of the summaries and do not represent important content. Considering the analysis presented by Louis and Nenkova (2011), it is no surprise that the texts of all granularities contain a significant amount of generic information, which may be added or lost during summarisation.

Interestingly, Table 1 reveals that the human generated single-document summaries have almost identical coverage scores to full source articles. Figure 3 shows the distributions of the concept coverage scores for the two sets, and it can be seen that the distributions are very similar. The coverage scores obtained by the two summarisation systems (IdealSum and Sarker et al.) also have high coverage scores compared to the Random summaries.

Table 2 shows that the ROUGE-L recall scores are also very similar for the HS and FullAbs data sets and lie within each other’s 95% confidence intervals, indicating that there is no statistically significant difference between the contents of the HS and FullAbs sets.

To verify if the difference in the coverage scores between the HS and FullAbs sets are statistically significant, we perform statistical significance tests for the two pairs of coverage scores. Due to the paired nature of the data, we perform the Wilcoxon rank sum test with the null hypothesis that the coverage scores for the two sets are the same ($\mu_0 = 0$). Table 3 shows the $z$ and p-values for the tests performed for the term, term and CUI and concept coverage scores for the HS and FullAbs sets. In all cases $p > 0.05$, meaning that we cannot reject the null hypothesis. Therefore, the difference in the two sets of coverage scores are not statistically significant. This adds further evidence to the hypothesis that single document summaries may contain sufficient content for bottom-line summary generation. This, in turn, strengthens our claim that the generation of bottom-line summaries by humans may be considered to be a two step process, in which the first step involves summarising individual documents, based on the information needs of queries, and the second step synthesises information from the individual summaries.

The compression factors (CF) in Table 4 show the relative compression rates required for the various source texts to generate the bottom-line summaries. It can be seen that generating bottom-line summaries from original source texts require approximately 5 times more compression compared to the generation from single document summaries, suggesting that the single document

<table>
<thead>
<tr>
<th>T</th>
<th>T &amp; C</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z$</td>
<td>-1.5</td>
<td>-1.27</td>
</tr>
<tr>
<td>p-value (2-tail)</td>
<td>0.13</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 3: $z$ and p-values for Wilcoxon rank sum tests.
System Recall (%) Precision (%) CF
---
FullAbs 77 41 0.05
HS 75 68 0.26
IdealSum 66 48 0.20
Sarker et al. 68 45 0.15
Random 52 35 0.21

Table 4: Task oriented evaluation results and summary compression factors (CF) for the five sets of source texts.

summaries contain important information from the source texts in a much compressed manner. Thus, for a summarisation system that focuses on generating bottom-line summaries, it is perhaps better to use single document summaries as input rather than whole source texts, as the information in the source texts are generally very noisy. Considering the balance between coverage scores and compression factors of IdealSum and Sarker et al., such content-rich automatic summaries may prove to be better inputs for the generation of bottom-line summaries than original texts.

Table 4 also presents the drug name recall and precision values for the five source text sets from the task-oriented evaluation. The relative recall-based performances of the different source text sets closely resemble their coverage scores. The performance of the HS summaries is almost identical to the FullAbs system, and the systems IdealSum and Sarker et al. are close behind. Primary reasons for drops in recall are the use of generic terms in bottom-line summaries, as already discussed, and errors made by MetaMap. For the former problem, automatic summarisation systems such as IdealSum and Sarker et al. suffer the most, as the articles in the FullAbs set generally contain the generic terms (e.g., antibiotic) and also the specific terms (e.g., penicillin). However, the compressed versions of the source texts, in the IdealSum and Sarker et al. sets, only the specific terms tend to occur. Importantly, the low precision score for the FullAbs set illustrates the high amount of noise present. The precision scores for the HS set and the two summarisation systems are higher than the FullAbs set, indicating that selective compression of the source text may help to efficiently remove noise.

6 Conclusions and Future Work

We performed analyses on a corpus that is specialised for automatic evidence-based summarisation. Our intent was to analyse the extent to which: (i) information in the bottom-line summaries are directly contained in the source texts; and, (ii) good, evidence-based, multi-document summaries can be obtained from individual single-document summaries of the source texts. We applied various statistics from the corpus to ascertain the difference in content among source texts and summaries of the source texts.

Our analyses show that human summarisers rely significantly on information from published research when generating bottom-line evidence-based summaries. This is demonstrated by the coverage scores presented in the previous section and the manual analysis following it. This indicates that, content-wise, it is possible to generate summaries for EBM automatically in a text-to-text manner. Our experiments also show that human-generated single-document summaries contain approximately the same relevant information as the source texts but in a much more compressed format. This suggests that, for generating bottom-line summaries, it might be a good idea to apply a two-step summarisation. The first step involves single-document, query-focused summarisation. The second step, which is dependent on the output of the first step, performs further summarisation of the already compressed source texts to generate bottom-line answers. For such an approach, it is essential that the first step produces content-rich, high precision summaries. With the advent of new, efficient, single-document summarisation systems in this domain, a multi-step summarisation system has the potential of producing very good results.

Future work will focus on performing more comprehensive task-oriented experiments using these different datasets to evaluate their usefulness in the summarisation task. We will also attempt to develop a two-step summarisation system and compare its performance with other state of the art summarisation systems in this domain.
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Abstract

We investigated methods for the discovery of clichés from song lyrics. Trigrams and rhyme features were extracted from a collection of lyrics and ranked using term-weighting techniques such as tf-idf. These attributes were also examined over both time and genre. We present an application to produce a cliché score for lyrics based on these findings and show that number one hits are substantially more clichéd than the average published song.

1 Credits

2 Introduction

Song lyrics can be inspiring, moving, energetic and heart wrenching pieces of modern poetry. Other times, we find lyrics to be boring and uninspired, or clichéd. Some lyricists may aim to write truly original lyrics, while others are after a number one on the charts. The authors of The Manual (Drummond and Cauty, 1988), who have several hits to their credit, state that to succeed in achieving a number one hit one needs to “stick to the clichés” because “they deal with the emotional topics we all feel”.

Despite dictionary definitions, it isn’t easy to pinpoint what is cliché and what isn’t. Dillon (2006) explains that linguists tend to prefer the term idiom or fixed expression. He also points out the subjective nature of the decision as to whether a phrase is a cliché, illustrating this with some frequently used phrases that are not considered clichéd, and other phrases such as ‘armed to the teeth’ that are, despite their relative infrequent appearance within corpora.

There is also a temporal component to whether something is cliché, since an expression would not be considered cliché on its first use, but only after widespread adoption. For song lyrics, clichés can arise due to the perceived need to make rhymes. Some words have limited possibilities for rhyme, and so using exact rhyme makes cliché more likely. Early songwriters believed that a good song must have perfect rhyme in its lyrics. However, recent thought is that alternatives, such as assonance and additive or subtractive rhymes, are valid alternatives in order to avoid clichéd writing (Pattison, 1991).

In this paper we use an information retrieval approach to defining what is clichéd in song lyrics, by using human judgements. We use statistical measures to build ranked lists of clichéd trigrams and rhymes, then combine these results to produce an overall cliché score for a song’s lyrics. A simple count of the occurrences of terms in song lyrics, ranked according to frequency is likely to produce generic common phrases rather than lyric-specific terms. Therefore we investigated means of detecting typical rhymes and phrases in lyrics using a term-weighting technique. We examined trends in these attributes over musical genre and time. Using our results, we developed a cliché score for song lyrics.

The remainder of this paper is structured as follows: first, we discuss related work, then describe the data collection and preparation process. Next, our rhyme and collocation
techniques and results are shown. Finally, we present our application for cliché scoring.

3 Related Work

There are several areas of research that are relevant to our topic, such as other studies of lyrics, analysis of text, and work on rhyme. However, we have not found any work specifically on identifying clichés in either songs or other works.

Song lyrics have previously been studied for a variety of applications, including determining artist similarity (Logan et al., 2005), genre classification (Mayer et al., 2008) and topic detection (Kleedorfer et al., 2008). Whissell (1996) combined traditional stylometric measures with a technique for emotional description in order to successfully differentiate between lyrics written by Beatles Paul McCartney and John Lennon. In addition, several studies have recently appeared for retrieving songs based on misheard lyrics (Ring and Uittenbogerd, 2009; Xu et al., 2009; Hirjee and Brown, 2010b).

Rhyme in poetry has been studied statistically for many years (for example a study of Shakespeare and Swinburne (Skinner, 1941)). More recently Hirjee and Brown (2009) (Hirjee, 2010) introduced a probabilistic scoring model to identify rhymes in song lyrics based on prior study of the complex rhyme strategies found in Hip-Hop. They define a normal or ‘perfect’ rhyme as ‘two syllables that share the same nucleus (vowel) and coda (ending consonants). They found this method more accurate than rule-based methods and developed a Rhyme Analyzer application based upon their model (Hirjee and Brown, 2010a).

In our work, we considered the use of collocation extraction for finding words that frequently appear together in lyrics. Smadja (1993) described several techniques for collocation extraction and implemented these in the Xtract tool. The precision of this tool is tested on a corpus of stock market reports and found to be 80% accurate. Lin (1998) defined a method for retrieving two word collocations using a broad coverage parser and applied this to compute word similarities. Word n-grams have been used elsewhere as features for authorship attribution of text (Pillay and Solorio, 2011; Koppel et al., 2009), and source code (Burrows et al., 2009).

4 Experiments

Our aim was to detect and measure clichés in song lyrics. In normal text, clichés are likely to be stock phrases, such as “par for the course”. Frequently used phrases can be found by looking at n-grams or collocated terms in text. The second source of cliché in song lyrics arises from rhyme pairs. Due to the typical subject matter of pop songs, and the tendency toward perfect rhyme use, particular rhyme pairs are likely to be common.

Our approach was to obtain a large collection of song lyrics, observe the effect of different formulations for ranking rhyme pairs and collocated terms, then create a cliché measure for songs based on the most promising ranking formulae. These were to be evaluated with human judgements.

4.1 Lyrics Collection

The collection was composed of a subset of lyrics gathered from online lyrics database LyricWiki\(^1\) using a web crawler. Song title and artist meta-data were also retrieved. All lyrics were converted to lower case and punctuation removed. Digits between one and ten were replaced with their written equivalent. Duplicate lyrics were found to be a problem, for example the song ‘A-OK’ by ‘Face to Face’ was submitted three times under different names as ‘A.O.K’, ‘A-Ok’ and ‘AOK’. Variations between lyrics included case, punc-

---

\(^1\)http://lyrics.wikia.com
4.2 Genre distribution

Using collected meta-data, we were able to query music statistics website last.fm\(^2\) to determine the genre of each artist. We considered the top three genre tags for each and performed a broad general categorisation of each. This was done by checking if the artist was tagged as one of our pre-defined genres. If not, we checked the tags against a list of subgenres; for example ‘thrash metal’ was classified as ‘metal’ and ‘house’ fit into ‘electronic’ music. This resulted in the genre distribution shown in Table 1.

4.3 Lyric Attributes

In order to find typical rhymes and phrases, we applied the term-weighting scheme \(\text{tf-idf}\) (Salton and Buckley, 1988) to our collection. As a bag-of-words approach, tf-idf considers terms with no regard to the order in which they appear in a document. The objective of this scheme was to highlight those terms that occur more frequently in a given document, but less often in the remainder of the corpus.

The term frequency \(tf\) for a document is given by the number of times the term appears in the document. The number of documents in the corpus containing the term determines document frequency, \(df\). With the corpus size denoted \(D\), we calculate a term \(t\)’s weight by \(\text{tf}(t) \times \ln(D/df(t))\).

4.4 Rhyme Pairs

We modified Hirjee and Brown’s ‘Rhyme Analyzer’ software in order to gather a set of all rhymes from our LyricWiki dataset. The pairs were then sorted by frequency, with reversed pairs, such as to/do and do/to, being combined. To lower the ranking of pairs that are likely to occur in ordinary text rather than in songs, we used tf-idf values calculated for rhyme pairs extracted from a corpus consisting of eighty-two Project Gutenberg\(^3\) texts. The size of this corpus was approximately the same as the lyric collection. Note that most of the corpus was ordinary prose.

Table 2 shows that tf-idf has increased the rank of rhyme pairs such as ‘right night’ and introduced new ones like ‘heart apart’ and ‘night light’. While not occurring as frequently in the lyrics collection, these pairs are given a greater weight due to their less frequent appearance in the Gutenberg texts. Note also, that the “rhyme pairs” found in the Gutenberg texts are not what one would normally think of as rhymes in poetry or songs, even though they have some similarity. This is due to the nature of the rhyme analyser in use, in that it identifies rhymes regardless of where in a line they occur, and also includes other commonly used rhyme-like devices, such as partial rhymes (for example, “pretty” and “little” (Pattison, 1991)). The benefit of using the Gutenberg text in this way is that spurious rhymes of high frequency in normal text can easily be filtered out. The technique may also make a rhyme analyser more robust, but that is not our purpose in this paper.

The results of grouping the lyrics by genre and performing tf-idf weighting are shown in Table 3.

---

\(^{2}\)http://www.last.fm

\(^{3}\)http://www.gutenberg.org
Table 3: Genre specific top ten rhyme pairs ranked by tf-idf.

<table>
<thead>
<tr>
<th>Rock</th>
<th>Hip-Hop</th>
<th>Electronic</th>
<th>Punk</th>
<th>Metal</th>
<th>Pop</th>
<th>Alternative</th>
<th>Folk</th>
</tr>
</thead>
<tbody>
<tr>
<td>day away</td>
<td>way day</td>
<td>stay away</td>
<td>da na</td>
<td>night light</td>
<td>shu la</td>
<td>shu la</td>
<td>la da</td>
</tr>
<tr>
<td>way day</td>
<td>way say</td>
<td>day away</td>
<td>da na</td>
<td>la da</td>
<td>way say</td>
<td>way say</td>
<td>la da</td>
</tr>
<tr>
<td>say away</td>
<td>right night</td>
<td>control soul</td>
<td>say away</td>
<td>say away</td>
<td>feel real</td>
<td>feel real</td>
<td>insane brain</td>
</tr>
<tr>
<td>night light</td>
<td>good hood</td>
<td>way way</td>
<td>day way</td>
<td>day away</td>
<td>real feel</td>
<td>say ok</td>
<td>alright tonight</td>
</tr>
<tr>
<td>away day</td>
<td>away day</td>
<td>way say</td>
<td>way say</td>
<td>day away</td>
<td>near fear</td>
<td>said head</td>
<td>little pretty</td>
</tr>
<tr>
<td>night right</td>
<td>feel real</td>
<td>getting better</td>
<td>play day</td>
<td>say away</td>
<td>say ok</td>
<td>write tonight</td>
<td>hand stand</td>
</tr>
<tr>
<td>way day</td>
<td>way day</td>
<td>way say</td>
<td>way say</td>
<td>say away</td>
<td>oh know</td>
<td>know oh</td>
<td>hand stand</td>
</tr>
<tr>
<td>stay away</td>
<td>dead head</td>
<td>say away</td>
<td>head dead</td>
<td>head dead</td>
<td>say day</td>
<td>way say</td>
<td>wave brave</td>
</tr>
<tr>
<td>night right</td>
<td>feel real</td>
<td>say away</td>
<td>head dead</td>
<td>soul control</td>
<td>la da</td>
<td>la da</td>
<td>stride fried</td>
</tr>
<tr>
<td>way away</td>
<td>little bit</td>
<td>heart start</td>
<td>high sky</td>
<td>eyes lies</td>
<td>shu na</td>
<td>right night</td>
<td>head dead</td>
</tr>
<tr>
<td>oh know</td>
<td>say play</td>
<td>light night</td>
<td>bird head</td>
<td>real feel</td>
<td></td>
<td></td>
<td>sunday monday</td>
</tr>
<tr>
<td>da la</td>
<td>pretty little</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>radio na</td>
</tr>
</tbody>
</table>

4.5 Collocations

All possible trigrams were extracted from the LyricWiki collection and Gutenberg texts. Again, tf-idf was used to rank the trigrams, with a second list removing trigrams containing terms from the NLTK list of English stopwords (Bird et al., 2009) and repeated syllables such as ‘la’. Table 4 provides a comparison of these techniques with raw frequency weighting. Similar attempts using techniques such as Pointwise Mutual Information, Student’s t-test, the Chi-Squared Test and Likelihood Ratio (Manning and Schütze, 1999) did not yield promising ranked lists and are not included in this paper.

From Table 4, we can see that the difference between frequency and tf-idf in the top fifteen are both positional changes and the introduction of new terms. For example, ‘i love you’ is ranked fifth by frequency, but fifteenth using tf-idf. Also note how phrases such as ‘its time to’ and ‘i just wanna’ rank higher using tf-idf. This shows the influence of the Gutenberg texts - common English phrasing is penalised and lyric-centric terminology emphasised.

Interestingly, the filtered tf-idf scores ‘ll cool j’ the highest. This is the name of a rapper, whose name appears in 136 songs within our collection. Hirjee’s work involving hip-hop lyrics found that rappers have a tendency to ‘name-drop in their lyrics, including their own names, nicknames, and record label and group names’ (Hirjee, 2010). Examining these lyrics, we determined that many of these occurrences can be attributed to this practice, while others are annotations in the lyrics showing the parts performed by LL Cool J which we did not remove prior to experimentation.

Substituting document frequency for term frequency in the lyric collection, as in Table 6, decreases the weight of trigrams that occur repeatedly in fewer songs. As a result, this ‘df-idf’ should increase the quality of the ranked list. We see that the syllable repetition is largely absent from the top ranking terms and among other positional changes, the phrase ‘rock n roll’ drops from second place to thirteenth.

Several interesting trends are present in Table 5, which shows df-idf ranked trigrams by genre. Firstly, Hip-hop shows a tendency to use coarse language more frequently and genre-specific phrasing like ‘in the club’ and ‘in the hood’. Repeated terms as in ‘oh oh oh’ and ‘yeah yeah yeah’ were more prevalent in pop and rock music. Such vocal hooks may be attempts to create catchy lyrics to sing along to. Love appears to be a common theme in pop music, with phrases like ‘you and me’, ‘yours the one’ and of course, ‘i love you’ ranking high. This terminology is shared by the other genres to a lesser extent, except in the cases of hip-hop, punk and metal, where it seems largely absent. The term ‘words music by’ within the metal category is the result of author attribution annotations within the lyrics.

4.6 Time

There is a temporal component to clichés. There was probably a time when the lines “I’m begging you please, I’m down on my
Table 4: Top fifteen trigrams, ranked by term frequency and tf-idf.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Frequency</th>
<th>Frequency (filtered)</th>
<th>tf-idf</th>
<th>tf-idf (filtered)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>la la la</td>
<td>ll cool j</td>
<td>la la la</td>
<td>ll cool j</td>
</tr>
<tr>
<td>2</td>
<td>i dont know</td>
<td>one two three</td>
<td>na na na</td>
<td>rock n roll</td>
</tr>
<tr>
<td>3</td>
<td>i want to</td>
<td>dont even know</td>
<td>yeah yeah yeah</td>
<td>cant get enough</td>
</tr>
<tr>
<td>4</td>
<td>na na na</td>
<td>rock n roll</td>
<td>i dont wanna</td>
<td>feel like im</td>
</tr>
<tr>
<td>5</td>
<td>i love you</td>
<td>cant get enough</td>
<td>oh oh oh</td>
<td>yeah oh yeah</td>
</tr>
<tr>
<td>6</td>
<td>i know you</td>
<td>theres nothing left</td>
<td>its time to</td>
<td>oh yeah oh</td>
</tr>
<tr>
<td>7</td>
<td>oh oh oh</td>
<td>feel like im</td>
<td>i wanna be</td>
<td>im gonna make</td>
</tr>
<tr>
<td>8</td>
<td>i got a</td>
<td>yeah oh yeah</td>
<td>i just wanna</td>
<td>theres nothing left</td>
</tr>
<tr>
<td>9</td>
<td>i dont want</td>
<td>cant live without</td>
<td>i just cant</td>
<td>dont wanna see</td>
</tr>
<tr>
<td>10</td>
<td>yeah yeah yeah</td>
<td>youll never know</td>
<td>give a f**k</td>
<td>cant live without</td>
</tr>
<tr>
<td>11</td>
<td>i dont wanna</td>
<td>two three four</td>
<td>dont give a</td>
<td>youll never know</td>
</tr>
<tr>
<td>12</td>
<td>up in the</td>
<td>oh yeah oh</td>
<td>du du du</td>
<td>let em know</td>
</tr>
<tr>
<td>13</td>
<td>i want you</td>
<td>im gonna make</td>
<td>i need to</td>
<td>im gonna get</td>
</tr>
<tr>
<td>14</td>
<td>i know that</td>
<td>never thought id</td>
<td>i need you</td>
<td>dont look back</td>
</tr>
<tr>
<td>15</td>
<td>you know i</td>
<td>dont wanna see</td>
<td>i love you</td>
<td>dont even know</td>
</tr>
</tbody>
</table>

Table 5: Top ten trigrams ranked by df-idf, grouped by genre. Terms that only occur in one genre’s top 15 ranked list are emphasised.

Table 8: Top ten rhyme pairs ranked by tf-idf, five year period. Terms that only occur in one genre’s top 15 ranked list are emphasised.

As shown in Table 7 our collection has a significant inclination towards music of the last twenty years, with over half in the last decade. It is suspected that this is again due to the nature of the source database — the users are likely to be younger and submitting lyrics they are more familiar with. Also, the distribution peak corresponds to the Web era, in which it has been easier to share lyrics electronically.

The lyrics were divided into 5 year periods

knees”, or the trigram “end of time” sounded fresh to the sophisticated audience. Fashions and habits in language also change over time. In this section we examine the rhyme pairs and trigrams across four time periods.

We queried the MusicBrainz4 database using song title and artist in order to determine the first year of release for each song. This method was able to identify 22,419 songs, or 59% of our collection. Given the considerable size of MusicBrainz (10,761,729 tracks and 618,224 artists on 30th March 2011), this relatively low success rate can likely be attributed to incorrect or partial meta-data retrieved from LyricWiki rather than incompleteness of the database.

As shown in Table 7 our collection has a significant inclination towards music of the last twenty years, with over half in the last decade. It is suspected that this is again due to the nature of the source database — the users are likely to be younger and submitting lyrics they are more familiar with. Also, the distribution peak corresponds to the Web era, in which it has been easier to share lyrics electronically.

The lyrics were divided into 5 year periods.

4http://musicbrainz.org
from 1990 to 2010 and 2000 random songs selected from each. Rhyme pairs and trigrams were then found with the aforementioned methods, as shown in Tables 8 and 9.

4.7 Cliché Scores for Songs

We tested several cliché measures that combined the two components of our approach, being rhyme pairs and trigrams. We used precomputed tf-idf scores based on the Gutenberg collection for rhyme pairs and df-idf trigram weights. In this model, \( R \) and \( C \) are the sets of scored rhymes and trigrams respectively. The rhyme pairs and trigrams found in the given lyrics are represented by \( r \) and \( c \). The length of the song lyrics in lines is denoted \( L \), and \( |R| \) denotes the number of rhyme pairs in the collection.

Our ground truth was based on human judgements. One coauthor prepared a list of ten songs, five of which were considered to be clichéd, and five less typical. The list was subjectively ranked by each coauthor from most to least clichéd. Spearman’s rank-order correlation coefficient was used to compare each author’s rankings of the songs. Two authors had a correlation of 0.79. The third author’s rankings had correlations of -0.2 and -0.5 with each of the other authors, leading to a suspicion that the list was numbered in the opposite order. When reversed the correlations were very weak (0.09 and -0.1 respectively). We chose to work with an average of the two more highly correlated sets of judgements.

We report on results for the formulae shown below.

\[
\frac{\sum R(r) + \sum C(c)}{L} \quad (1)
\]

\[
\frac{\sum (R(r)+1)}{|R|+1} + \sum C(c) \quad (2)
\]

\[
\frac{(\sum (R(r)+1)}{|R|+1} + \sum C(c)) \times \ln(L+1) \quad (3)
\]

\[
\frac{(\sum (R(r)+1)}{|R|+1} \times \sum C(c)) \times \ln(L+1) \quad (4)
\]

The lyrics were then ranked according to each equation.

An average rank list was prepared, and as the rankings of the third coauthor were an outlier, they were not included. Kendall’s Tau and Spearman’s rho were then used to compare this list to the equation rankings. These were chosen as they are useful for measuring correlation between two ordered datasets.

In order to test the accuracy of the application, we randomly selected ten songs from our collection and again subjectively ranked them from most to least clichéd.

4.8 Results

Table 10 shows that the third equation produces the ranked list that best correlates with the coauthor-generated rankings. Table 11 shows the rankings obtained applying the
Table 10: Correlation measure results for training list using Kendall’s tau ($\tau$) and Spearman’s rho ($\rho$).

<table>
<thead>
<tr>
<th></th>
<th>Eq. 1</th>
<th>Eq. 2</th>
<th>Eq. 3</th>
<th>Eq. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>0.4222</td>
<td>0.0892</td>
<td>0.5555</td>
<td>0.0253</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.5640</td>
<td>0.0897</td>
<td>0.6969</td>
<td>0.0251</td>
</tr>
</tbody>
</table>

Table 12: Correlation measure results for random list, using Kendall’s tau ($\tau$) and Spearman’s rho ($\rho$).

<table>
<thead>
<tr>
<th></th>
<th>Ex. 1</th>
<th>Ex. 2</th>
<th>Ex. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>0.333</td>
<td>0.180</td>
<td>0.333</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.466</td>
<td>0.174</td>
<td>0.479</td>
</tr>
</tbody>
</table>

same formula to the test data. Table 12 shows the correlations obtained when compared to each author’s ranked list. The results show a drop to about 50% of the values obtained using the training set.

4.9 Discussion

The third equation showed the greatest correlation with human ranking of songs by cliché. It suggests that log normalisation according to song length applied to the trigram score component in isolation, with the rhyme score normalised by the number of rhymes. Dividing the summed score by the length of the song (Equation 1) performed relatively poorly. It is possible that introducing a scaling factor into Equation 3 to modify the relative weights of the rhyme and trigram components may yield better results. Oddly, the somewhat less principled formulation, Equation 2, with its doubled normalisation of the rhyming component outperformed Equation 1. Perhaps this suggests that trigrams should dominate the formula.

The different expectations of what clichéd lyrics are resulted in three distinct lists. However, there are some common rankings, for example it was unanimous that *Walkin’ on the Sidewalks* by Queens of the Stone Age was the least clichéd song. In this case, the application ranks did not correlate as well with the experimental lists as the training set. Our judgements about how clichéd a song is are generally based on what we have heard before. The application has a similar limitation in that it ranks according to the scores from our lyric collection. The discrepancy between the ranked lists may be due to this difference in lyrical exposure, or more simply, a suboptimal scoring equation.

The list of songs was also more difficult to rank, as the songs in it probably didn’t differ greatly in clichédness compared to the hand-selected set. For example, using Equation 3, the range of scores for the training set was 12.2 for *Carry*, and 5084 for *Just a Dream*, whereas, the test set had a range from 26.76 to 932.

Another difficulty when making the human judgements was the risk of judging on quality rather than lyric clichédness. While a poor quality lyric may be clichéd, the two attributes do not necessarily always go together.

Our results suggest that there are limitations in how closely human judges agree on how clichéd songs are relative to each other, which may mean that only a fairly coarse cliché measure is possible. Perhaps the use of expert judges, such as professional lyricists or songwriting educators, may result in greater convergence of opinion.

5 How Clichéd Are Number One Hits?

Building on this result, we compared the scores of popular music from 1990-2010 with our collection. A set of 286 number one hits as determined by the Billboard Hot 100 from this time period were retrieved and scored using the aforementioned method. We compared the distribution of scores with those from the LyricWiki collection over the same era. The score distribution is shown in Figure 1, and suggests that number one hits are more clichéd than other songs on average. There are several possible explanations for this result: it may be that number one
Table 11: Expected and application rankings for ten randomly selected songs.

<table>
<thead>
<tr>
<th>Ex. 1</th>
<th>Ex. 2</th>
<th>Ex. 3</th>
<th>Score</th>
<th>Song Title - Artist</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>6</td>
<td>931.99</td>
<td>Fools Get Wise - B.B. King</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>1</td>
<td>876.10</td>
<td>Strange - R.E.M</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>7</td>
<td>837.14</td>
<td>Lonely Days - M.E.S.T.</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4</td>
<td>625.93</td>
<td>Thief Of Always - Jaci Velasquez</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>9</td>
<td>372.41</td>
<td>Almost Independence Day - Van Morrison</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>3</td>
<td>343.87</td>
<td>Impossible - UB40</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>2</td>
<td>299.51</td>
<td>Try Me - Val Emmich</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>8</td>
<td>134.05</td>
<td>One Too Many - Baby Animals</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>5</td>
<td>131.38</td>
<td>Aries - Galahad</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>26.76</td>
<td>Walkin’ On The Sidewalks - Queens of the Stone Age</td>
</tr>
</tbody>
</table>

Figure 1: Boxplots showing the quartiles of lyric scores for the lyric collection from the 1990-2010 era, and the corresponding set of number one hits from the era.

hits are indeed more typical than other songs, or perhaps that a song that reaches number one influences other lyricists who then create works in a similar style. Earlier attempts to compare number one hits with the full collection of lyrics revealed an increase in cliché score over time for hit songs. We believe that this was not so much due to an increase in cliché in pop over time but that the language in the lyrics of popular music changes over time, as happens with all natural language.

6 Conclusion

We have explored the use of tf-idf weighting to find typical phrases and rhyme pairs in song lyrics. These attributes have been extracted with varying degrees of success, dependent on sample size. The use of a background model of text worked well in removing ordinary language from the results, and the technique may go towards improving rhyme detection software.

An application was developed that estimates how clichéd given song lyrics are. However, while results were reasonable for distinguishing very clichéd songs from songs that are fairly free from cliché, it was less successful with songs that are not at the extremes.

Our method of obtaining human judgements was not ideal, consisting of two rankings of ten songs by the research team involved in the project. For our future work we hope to obtain independent judgements, possibly of smaller snippets of songs to make the task easier. As it is unclear how consistent people are in judging the clichédness of songs, we expect to collect a larger set of judgements per lyric.

There were several instances where annotations in the lyrics influenced our results. Future work would benefit from a larger, more accurately transcribed collection. This could be achieved using Multiple Sequence Alignment as in Knees et al. (2005). Extending the model beyond trigrams may also yield interesting results.

A comparison of number one hits with a larger collection of lyrics from the same time period revealed that the typical number one hit is more clichéd, on average. While we have examined the relationship between our cliché score and song popularity, it is important to note that there is not necessarily a connection between these factors and writing quality, but this may also be an interesting area to explore.
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Abstract

We describe the in-class evaluation of two versions of a tutorial dialogue system with 338 volunteers from a first-year undergraduate health-sciences class. One version uses supervised machine-learning techniques to classify student free-text responses; the other requires students to select their preferred response from a series of options (menu-based). Our results indicate that both the free-text and menu-based tutors produced significant gains on immediate post-test scores compared to a control group. In addition, there was no significant difference in performance between students in the free-text and menu-based conditions. We note specific analysis work still to do as part of this research and speculate briefly on the potential for using tutorial dialogue systems in real class settings.

1 Introduction

In large undergraduate classes (1500-1800 students), it is time-consuming, costly and seldom practical to provide students with feedback on their conceptions other than by computer-based marking of formative assessments. Typical examples of this include Learning Management System (LMS) based multiple-choice quizzes or similar. Most computer-assisted assessment involves students being able to recognise a correct response rather than recall and independently generate an answer. In the context of the first-year undergraduate health sciences course that we studied, currently all computer-assisted assessment takes this form. In 2008, the coordinator of a first year undergraduate health sciences class asked us about ways in which technologies might assist students to practice writing short-answer questions. As a result of this request, we wanted to investigate whether students answering questions with free-text or multiple-choice(menu-based) selections in a tutorial dialogue setting would result in performance gains on student test scores and whether there would be any difference in performance between students who generated free-text answers and those who selected their preferred answer from a number of options. In the next section we begin with a brief literature review from the fields of both Education and Cognitive Science. Next, we briefly describe the design and features of our tutorial dialogue system. The experimental design, and results are described in subsequent sections and we conclude with a discussion of our key findings.

2 Background

This study is situated at the boundaries between at least three established fields of inquiry: educational assessment research; psychological research, in particular the study of memory, recognition and recall; and finally intelligent tutoring systems (ITS) and natural language processing (NLP) research.

Since the 1920s the positive benefits on student performance of answering practice, or formative assessment, questions have been demonstrated in classroom studies (Frederiksen, 1984). Similar positive effects have been demonstrated in psychology laboratory studies since the 1970s. (McDaniel et al., 2007) Large meta-analytic educational studies looking at the impact of practice tests on student outcomes indicate that on average, the provision of practice assessments during a course of study does confer a clear advan-
tage, although the effect of increasing practice-test frequency is less clear. (Crooks, 1988). More recently, the role for computer-based assessment has been reviewed and Gipps (2005) writing in Studies in Higher Education has noted that,

the provision of feedback to the learner, both motivational (evaluative) and substantive (descriptive), is crucially important to support learning. The developments in automated diagnostic feedback in short answer and multiple-choice tests are therefore potentially very valuable. If feedback from assessment could be automated, while maintaining quality in assessment, it could certainly be a powerful learning tool.

She goes on to say that use of computer-marking for anything other than MCQ-style questions, while showing some promise, is seldom used in practice in higher education institutions.

Recent research from the Cognitive Science and ITS domain, for example Chi (2009) and Van-Lehn (2011), suggests that tutor behaviour, human or machine, which encourages or promotes constructive or interactive behaviour by the student is likely to yield greater learning gains than passive or active behaviour. It also suggests that opportunities for extended interactive dialogue between teacher and student in a given domain are likely to produce the largest gains.

On the basis of this considerable body of research we felt that an opportunity to practice answering questions with formative feedback, in this case in a tutorial dialogue setting, should produce learning gains over and above those expected from working with existing study resources and formative tests. We were also interested to test whether there is a difference in performance between students who generate free-text responses and those who select an answer from a series of options in the course of a tutorial dialogue. There is some literature which specifically explores this, however the number of studies is limited and the results are inconclusive. Gay (1980) found that in retention tests students who practiced answering short-answer (SA) or free-text questions performed as well as or better than students who practiced MCQs but this effect was also dependent on the mode of retention testing. Specifically, retention test results where the test was conducted using SA were better for both MCQ-practice and SA-practice, whereas there was no difference between the two practice groups where the retention test mode was MCQ. In 1984, reviewing the education and psychology literature at the time, Frederiksen (1984) concluded that,

testing increases retention of the material tested and that the effects are quite specific to what was tested. There is some evidence that short-answer or completion tests may be more conducive to long-term retention.

In a related area in his comprehensive review of classroom evaluation practice, Crooks (1988) suggested,

there is no strong evidence...to support widespread adoption of any one [question] item format or style of task. Instead, the basis for selecting item formats should be their suitability for testing the skills and content that are to be evaluated.

Support for this view is found in a meta-analysis of 67 empirical studies which investigated the construct equivalence of MCQ and constructed-response (SA) questions (Rodriguez, 2003). Where the content or stem of the MCQ and short-answer questions were the same Rodriguez found a very high correlation between the different formats. In other words, where the questions relate to the same content they will measure the same trait in the student. However, even if the same traits are measured by performance on questions in different formats, this says nothing about whether using practice questions in different formats results in differential learning gains for the students on subsequent retention tests.

The closest studies to our current work examined the impact on student performance of constructing or generating free-text descriptions vs. selecting descriptions from a series of options in a Geometry Tutor (Aleven et al., 2004) and an Algebra Tutor (Corbett et al., 2006). The results from both these studies suggest that there is little difference between the two formats especially on immediate post-test but that the free-text option may yield some advantage for long-term retention and some benefit for performance in subsequent short-answer questions. These results are
consistent with the much earlier educational review conducted by Frederiksen (1984).

In real-class settings, there is considerable time and effort involved in developing and implementing tutors which can provide immediate feedback on student short-answer responses and in particular, natural language dialogue systems (for example, Murray (1999)). This means that it is crucially important to understand what the potential benefits of these systems could be for both students and teachers.

The tutor we describe in the next section is substantially different from the Geometry and Algebra Tutors. Unlike these systems, it is not a formal step-based tutor; that is, it is not asking students to explain specific steps in a problem-solving process and providing feedback at each step. Our Dialogue Tutor simply engages students in a conversation, much like an online chat-session, where the Tutor poses questions which are directly related to students’ current area of study about the human cardiovascular system and the student either types in their response or selects a response from a series of options. Nevertheless, in common with other ITS, our tutor does provide immediate formative feedback to the student and offers a series of options for proceeding depending on the student response.

3 Natural Language Tutor Design

3.1 Tutorial dialogue design

The structure of the tutorial dialogue is determined entirely by the dialogue script. We wanted to use a finite-state model for the dialogue since this permits an organic authoring process and imposes no theoretical limit to how deep or broad the dialogue becomes. The script structure is based on Core and Allen’s (1997) dialogue coding scheme and has been described previously (McDonald et al., 2011).

The current study utilises a single-initiative directed dialogue; however the opportunity for limited mixed-initiative is incorporated into the system design through classifying question contributions at any stage of the dialogue and searching for possible answers within the dialogue script.

Design of the tutorial dialogue began with the development of an initial script covering the curriculum on cardiovascular homeostasis. This was developed in close consultation with course teaching staff and was written by a medical graduate using lecture notes, laboratory manuals and self-directed learning material from the course itself. The initial script was refined through a series of pilot interactions with student and staff volunteers and released to the first year undergraduate class on a voluntary basis at the beginning of their module on the human cardiovascular system. The default position in this early script was to provide the correct answer and move on unless confidence was high that an appropriate match had been made, using minimum-edit distance between student response and model answers. A handful of dialogues were interrupted because of system-related problems but the majority that terminated before completion did so because the students simply ended their session. Feedback from course tutors and comments from the students supported our intuition that poor system ‘understanding’ of student dialogue contributions was a key reason for the fall-off in use. Nevertheless, student perceptions of this early tutorial were broadly positive and it served its purpose in capturing a reasonable quantity of student responses (between 127-242 responses to 50 tutorial questions) for the next stage of tutorial dialogue development.

The next step in dialogue development involved building classifiers for each dialogue contribution from the student corpus and revising the script depending on the nature of student responses. We followed the XML schema of the NPSChat corpus provided with the NLTK (Bird, 2006) in marking-up the corpus. The classes used are specific to each dialogue contribution although three generic classes are used throughout the dialogue where context-specific classification fails: question, dont-know and dont-understand. A flow diagram of the classification process is illustrated in Figure 1: There is a classifier for each dialogue contribution (DC-Classifier). A-D represent possible classes for student input. If classifier confidence falls below a certain threshold for assigning input to one of the possible classes then the unclassified input is passed on to a series of generic binary classifiers: Question, Dont-know and Dont-understand which identify whether the input string is likely to be a question (Q) or some variation on ‘I don’t know’ (DK) or ‘I don’t understand the question’ (DU). If the input remains unclassified after each of these generic classifiers has been tried, the dialogue moves to the next de-
fault node in the script (Default).

Figure 1: Classifier flow diagram.

For each dialogue context a training set was created from the corpus. Typically the first 100 student responses for each tutor question were classified by a human marker. This training set was divided into 5 folds and a Maximum Entropy classifier trained on 4/5 folds using simple bag of words as the featureset and then tested on the remaining fold. A 5-way cross-validation was carried out and accuracies for each of the 5 test sets calculated. The average accuracy across the 5 test sets and standard deviation was also recorded. This process was repeated using different combinations of featuresets (for example, bag of words, word length, first word, with/without stemming, with/without stopwords etc) until the highest accuracy and least variability in test set results was achieved. (The mean accuracy on test data across all 62 classifiers built for each dialogue context in the complete dialogue was 0.93. The minimum was 0.73, maximum was 1.00 and the first quartile was 0.89)

Tutor questions with multi-part answers, for example, ‘Can you think of three main factors

which affect cardiac contractility?’, lent themselves to chaining together a series of binary classifiers, using the NLTK MultiBinary Classifier wrapper, rather than including all possible classes of response within a single classifier. This is the best approach given the relatively small amount of training data compared to the large number of possible classes of response. For example, in the question given above, three possible factors to list gives a total of eight possible classes of answer. For some combinations there are only very small, but nevertheless important training sets, and this leads to poor classifier performance overall. Training three binary classifiers which identify each of the factors sought as either present or not and then writing a function which returns a list of the factors found by all three binary classifiers for a given input effectively increases the amount of training data per factor. While this approach yielded some improvement, the class imbalance problem (Refer to, for example, Japkowicz(2000)) was still evident for some combinations.

The classifier is evaluated with previously unseen data and scored relative to a human marker. The entropy of the probability distribution (E) is calculated for each unseen response and this is used to determine appropriate thresholds for classification. For example, if E is close to zero the classifier confidence is generally very high. E > 1 indicates low confidence and less difference between the class rankings. An appropriate entropy threshold (e) for each classifier is determined by the script designer. This is really a subjective judgement and is made based on the classifier performance as well as the dialogue script context and the likely impact of a false negative or false positive classification. (The mean accuracy on unseen test data across all 62 classifiers with manually set entropy thresholds was 0.95. The minimum was 0.70, maximum was 1.00 and the first quartile was 0.93) There is the potential to automate this process however this will require a method to assess the cost of false positive and false negative classification for each dialogue context.

Finally the classifier is serialised, along with its associated featureset parameters and e value and saved for use in the dialogue system itself.
3.2 Dialogue system architecture

The dialogue system is written in Python and utilises several NLTK libraries, Peter Norvig’s ‘toy’ spell checker, and the Asyncore and Asynchat libraries to manage multiple simultaneous client connections. The server can readily communicate with any web-application front end using XML-formatted messages and we have built a java-based web application through which multiple clients can connect to the tutorial server. Figure 2 provides an overview of our system architecture.

![Figure 2: Architecture of Dialogue System.](image)

Each client connection to the system creates an instance of the dialogue manager which sends tutor contributions to the client according to the preloaded script and receives student contributions which are then classified and determine the next tutor contribution. The dialogue manager design has been described previously (McDonald et al., 2011).

3.3 Free-text and menu based versions

A small addition to the dialogue script and the addition of a switch to the dialogue manager code allowed us to create two systems for the price of one. The free-text entry system uses the classifiers to categorise student responses and the menu-based system simply presents students with possible options added to the script from which they can select. The addition of `<menu>` tags to each dialogue context in the script is shown in the following example:

```
<contribution-node id="check-hr" parent-node="start" default="true">
  <backward class="yes">
    <acknowledge/>
  </backward>

  <forward>
    <assert>We’re going to talk about what blood pressure is....</assert>

    <info-request value="How would you check what someone’s HR is?" define="You could take their pulse."/>

    <menu>
      <item value="correct">Count the pulse.</item>
      <item value="simpler">With a blood pressure cuff and stethoscope.</item>
      <item value="simpler">Use an ECG.</item>
      <item value="incomplete">Pulse.</item>
      <item value="dont-know">I don’t know.</item>
    </menu>

  </forward>
</contribution-node>
```

Note that the menu options, like the classifier training data, are derived directly from student responses to the question. There are three things to note from this. Firstly, the menu-based options tend to have a slightly different flavour to conventional multiple-choice questions (MCQs) designed by teachers. For example, the incomplete response, ‘Pulse’ would probably not be included in a conventional MCQ. It is here because this was a common response from students responding with free-text and resulted in a scripted reminder to students that short-answers do require complete descriptions or explanations. Secondly, ‘I don’t know’ is unlikely to be found in a teacher designed MCQ; however in this context it is useful and leads to scripted remedial action as it would if the student had typed in text with a similar meaning. Finally, two different options result in the same script action, labelled ‘simpler’, being taken. This reflects the free-text student data for this question. Both are acknowledged as possible ways to check someone’s heart-rate, in either...
case, the student is prompted to think of a simpler method.

4 Experimental Design

Students from the 1st year Health Sciences course (N=1500) were asked to volunteer for the experiment. The first year Health Sciences course is a prerequisite for all professional health science programmes, such as Medicine, Dentistry, Pharmacy, . . . . Entry into these programmes is highly competitive and is dependent, amongst other things, on students achieving excellent grades in their 1st year courses. The only incentive offered to students was that taking part in the study would give them an opportunity to practice and develop their understanding of the cardiovascular section of the course by answering a series of questions related to the lectures they had received during the preceding two weeks. Students were told that different styles of questions, short-answer and MCQ, might be used in different combinations and that not all students would receive the same style of questions. They were also told to allow 20-40 minutes to complete the questions. They could answer the questions by logging in to an online system at anytime during a three-week period which ran concurrently with their normal laboratory and self-paced study sessions on the cardiovascular system.

All student responses in the experiment were anonymised and appropriate ethics approval was obtained.

Students who logged into the system were randomly assigned to one of three conditions: A free-text condition where they completed a pre-test, then the free-text version of the tutorial dialogue, and concluded with an immediate post-test; a menu-based condition where they completed a pre-test, then the multi-choice version of the tutorial dialogue, followed by an immediate post-test, and a control condition where they simply completed pre- and post-tests.

The pre- and post-tests in each case consisted of equal numbers of MCQ and short-answers (3+3 for the pre-test and 7+7 for the post-test). The pre-test directly reflected material taught in the lectures students had just received and the post-test reflected material explicitly covered in the tutorial dialogues.

All student interactions with the system in each experimental condition were recorded and logged to a database. At the end of the experimental period only completed sessions (i.e. pre-test, post-test and tutorial condition completed) were included for analysis. The principal investigator marked all pre- and post-test short-answer questions and MCQs were scored automatically. One member of the teaching staff for the course also marked a sample of short-answer questions to check for inter-rater reliability.

Given the findings from the literature reported in Section 2, the hypotheses we wanted to test were: A. Any intervention results in better post-test performance than none; B. Free-text input results in better post-test performance overall than MCQ, because there is something special about students recalling and constructing their own response; C. Free-text tutorials lead to increased performance on short-answer questions; and D. MCQ tutorials lead to increased performance on MCQ questions.

Delayed post-tests are still to be completed and will involve correlation with short-answer and MCQ student results on the cardiovascular section of the final examination.

We describe our early results and analysis of the immediate post-test data in the next section.

5 Results

720 students logged into the experimental system during the 3 week period in which it was available. Of these, 578 students completed the session through to the end of the post-test and these were relatively evenly distributed across the three conditions suggesting that there are no sampling bias effects across conditions. We report here the results from the first 338 of the 578 completed tutorials/tests. Short-answer sections of both pre- and post-tests were checked for inter-rater reliability. A Cohen’s kappa of 0.93 (p=0) confirmed very high agreement between 2 markers on pre- and post-test questions for a sample of 30 students.

Table 1 summarises the descriptive statistics for the three experimental conditions. Across all three conditions students performed well in the pre-test with a mean normalised score of 0.83. In the post-test, which was inherently harder, student scores dropped across all three conditions but the mean scores were higher in both the tutorial conditions compared to the control (0.75 and 0.77 c.f. 0.69).
The dependent variable to test our first hypothesis was taken as the difference between pre- and post-test performance for each student with the pre-test result serving as a common baseline in each case. The differences between pre- and post-test scores were normally distributed which allowed us to use parametric tests to see if there were differences between the means in each condition. A between subjects Anova gave an F value of 4.95 and a post-hoc Tukey multiple comparison of means at 95% confidence level showed a significant difference when compared with the control for both the free-text tutorial condition \((p=0.03)\) and the menu-based tutorial condition \((p=0.01)\).

However, there was no support for our second hypothesis that free-text input results in better post-test performance overall than menu-based input; comparison between the mean scores for free-text condition and menu-based condition was not significant \((p=0.94)\). Given this result it was also clear that there was no demonstrated benefit for free-text tutorials improving scores on free-text questions in the post-test nor multiple-choice questions improving post-test performance on the MCQs.

We discuss the implications of these early results in the final section and also outline our plan for further detailed analysis of the data obtained.

### 6 Discussion

Several striking initial feature is the much higher tutorial completion rate (80%) for this system compared with the original tutorial system (23%) which was fielded in order to collect student responses ((McDonald et al., 2011)) as discussed in Section 3. Formal evaluation of the free-text version classifier performance is currently underway and will be reported separately but the overall higher completion rate and only slightly lower numbers completing the dialogue tutorial (29% of the 578 completions) compared with the multiple-choice tutorial (34% of the 578 completions) is suggestive of a considerable improvement.

On average, students performed better in the pre-test than they did in the post-test. This was expected: the pre-test was designed to measure the degree to which students had comprehended key points from the lectures they had just attended, while the post-test was designed to be more challenging. It is worth noting that in real in-class settings it is not uncommon for students to perform well in initial tests and subsequently perform less well as they work to make sense and meaning of the subject under study (see for example, Cree and Macaulay (2000)). However in this specific context, given that the pre-test was designed to measure the degree to which students had comprehended key points from the lectures they had just attended it is not too surprising that they did uniformly well in the pre-test. The post-test was designed to be more challenging and required an ability to demonstrate understanding as well as the ability to manipulate key cardiovascular variables and understand whether and how these relate to each other. These skills and abilities are developed through experience in the laboratory teaching sessions and with self-directed study materials; they are also directly covered in each of the tutorial conditions. Certainly the results confirmed that students in each condition started at a similar level and support our hypothesis that post-test performance is significantly improved through exposure to either tutorial condition when compared to the control condition.

In a practical sense it is important to see not only whether there are actual differences in performance but also whether these differences are large enough to be worth the additional effort for both teaching staff and students. Effect sizes are commonly reported in the educational literature and we believe it is worth doing so here. The standardised effect size is relatively small in each tutorial condition (0.17-0.22). Hattie (2008) and

<table>
<thead>
<tr>
<th></th>
<th>Control n=119</th>
<th>Free-text n=101</th>
<th>Menu-based n=118</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-test</strong></td>
<td>mean 0.83</td>
<td>mean 0.83</td>
<td>mean 0.84</td>
</tr>
<tr>
<td></td>
<td>sd 0.15</td>
<td>sd 0.14</td>
<td>sd 0.14</td>
</tr>
<tr>
<td><strong>Post-test</strong></td>
<td>mean 0.69</td>
<td>mean 0.75</td>
<td>mean 0.77</td>
</tr>
<tr>
<td></td>
<td>sd 0.19</td>
<td>sd 0.16</td>
<td>sd 0.17</td>
</tr>
</tbody>
</table>

Table 1: Descriptive Statistics
many others make the point that in general an effect size larger than 0.40 is suggestive of an intervention worth pursuing but that this also depends on local context. In the context of this study, for the ‘price’ of a single relatively brief intervention, an average effect size increase of between 6 to 8 percentage points on the immediate post-test suggests that engagement with either tutorial, particularly in a high stakes course, where every percentage point counts, does produce a gain worth having. With such a brief one-off intervention it would be surprising indeed to have found much larger effect sizes.

Examination of the variability of pre- and post-test results in each of the three conditions shows a highly consistent distribution of marks in all three conditions on the pre-test but a wider variation in results in the post-test control group (sd=0.19) than in either of the tutorial groups (sd=0.16 in menu-based condition and sd=0.17 in free-text condition). Again, given that the post-test was specifically testing material taught in the tutorial this is perhaps not surprising. You would hope that in any teaching situation student marks would start to converge in a positive direction! Nevertheless, once the complete set of student results is marked we will investigate this further. Of particular interest is to see whether poorer performing students benefit more from the tutorial than others.

Finally, the lack of difference between the two tutorial conditions, free-text and menu-based, was consistent with indications from existing literature. However, we found no advantage for free-text entry over menu-based choice overall, nor indeed did either condition confer any advantage in performance when post-testing was in the same mode. However, given previous research results we are keen to explore this further. In particular we want to examine specific questions from the post-test and see whether there is a difference between conditions on questions which required simple recall and those which required further analysis or description by the student. We also intend to look at several other factors: whether the average length of written responses to the tutorial in the free-text condition has any bearing on performance in either condition, time on task relative to performance and the stage at which the student logged in to the experimental system. (For example, did the group which took the tutorial later, once they had more laboratory work and self-study time under their belts, perform better in either condition than those who took the tutorial earlier?)

Additional work still to do includes correlating these experimental results with student performance on relevant questions in the final course examination (short-answer and MCQ); this will effectively provide delayed post-test data. Also, we will be gathering student feedback on their experience and perceptions of the tutorial systems via a course evaluation questionnaire.

Developing a deeper understanding of the potential role of natural language tutorial dialogue systems in improving student performance has been the focus of this paper. Nevertheless a striking side-effect from undertaking this research has been realising the role dialogue systems like this may be able to play in providing feedback to teachers on the conceptions held by students in large classes about the material they are being taught. The range and depth of large numbers of student free-text responses provide important clues about student conceptions. The ability to describe these conceptions is invaluable for teaching (Marton and Saljo, 1976). The facility to do this in an automated or semi-automated way for large classes, presumably, is even more so. Teaching staff who have had some involvement in the project have commented on the usefulness of being able to see student responses to questions grouped into categories: this grouping provides a powerful way for teachers to gauge the range of responses which they receive to their questions.
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Abstract

Large corpora are crucial resources for building many statistical language technology systems, and the Web is a readily-available source of vast amounts of linguistic data from which to construct such corpora. Nevertheless, little research has considered how to best build corpora from the Web. In this study we consider the importance of language identification in Web corpus construction. Beginning with a Web crawl consisting of documents identified as English using a standard language identification tool, we build corpora of varying sizes both with, and without, further filtering of non-English documents with a state-of-the-art language identifier. We show that the perplexity of a standard English corpus is lower under a language model trained from a Web corpus built with this extra language identification step, demonstrating the importance of state-of-the-art language identification in Web corpus construction.

1 The need for large corpora

Corpora are essential resources for building language technology (LT) systems for a variety of applications. For example, frequency estimates for $n$-grams — which can be used to build a language model, a key component of many contemporary LT systems — are typically derived from corpora. Furthermore, bigger corpora are typically better. Banko and Brill (2001) show that for a classification task central to many LT problems, performance increases as a variety of models are trained on increasingly large corpora.

The Web is a source of vast amounts of linguistic data, and the need for large corpora has motivated a wide range of research into techniques for building corpora of various types from the Web (e.g., Baroni and Bernardini, 2004; Ferraresi et al., 2008; Kilgarriff et al., 2010; Murphy and Stemle, 2011). In stark contrast to manual corpus construction, such automatic methods enable large corpora to be built quickly and inexpensively. Moreover, large Web crawls have recently been produced which are readily-available to the LT community (e.g., ClueWeb09\(^1\) and CommonCrawl\(^2\)) and can easily be exploited to build corpora much larger than those currently available (and indeed Pomikálek et al. (2012) have already done so); based on the findings of Banko and Brill, such corpora could be exploited to improve LT systems.

Despite the importance of large Web corpora, the issue of how to best derive a corpus from a Web crawl remains an open question. Once a large collection of documents is obtained (from, e.g., either a Web crawl or the results of issuing queries to a commercial search engine) they must be post-processed to remove non-linguistic document portions, for example, boilerplate text such as menus; filter unwanted content such as documents in languages other than that intended for the corpus, and spam; and finally remove duplicate or near-duplicate documents or document portions to produce a corpus. Furthermore, this document post-processing can potentially have a tremendous impact on corpus quality (Kilgarriff, 2007). For example, if texts in languages other than the target language(s) are not reliably identified and removed, $n$-gram frequency estimates for the target language will be less accurate than they would otherwise be, potentially having a negative
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\(^1\)http://lemurproject.org/clueweb09/
\(^2\)http://commoncrawl.org/
impact on LT systems trained on such a corpus. Similar problems are encountered with the presence of boilerplate text, and duplicate or near-duplicate documents or text segments.

Although document post-processing is clearly important to corpus construction, little work has studied it directly, with the notable exception of CleanEval (Baroni et al., 2008), a shared task on cleaning webpages by removing boilerplate and markup. Liu and Curran (2006) and Versley and Panchenko (2012) compare Web corpora with standard corpora in task-based evaluations, but do not specifically consider the impact of document post-processing. Web corpus construction projects have tended to rely on readily-available tools, or simple heuristics, to accomplish this post-processing. This is not a criticism of these projects — their goals were to build useful language resources, not specifically to study the impact of document post-processing on corpora. Nevertheless, because of the immediate opportunities for improving LT by building larger Web corpora, and the importance of post-processing on the quality of the resulting corpora, there appear to be potential opportunities to improve LT by improving Web corpus construction methods.

In this paper we consider the importance of language identification — which has already been shown to benefit other LT tasks (e.g., Alex et al., 2007) — in Web corpus construction. We build corpora of varying sizes from a readily-available Web crawl (the English portion of ClueWeb09) using a standard corpus construction methodology. This dataset contains only documents classified as English according to a commonly-used language identification tool (TEXT CAT).3 We then produce versions of these corpora from which non-English documents according to a state-of-the-art language identification tool (langid.py, Lui and Baldwin, 2012) are filtered. In this preliminary work, we measure the impact of language identification in a task-based evaluation. Specifically, we train language models on the Web corpora, and demonstrate that, for corpora built from equal amounts of crawl data, the perplexity of a standard (manually-constructed) corpus is lower under a language model trained on a corpus filtered using langid.py, than a model trained on a corpus without this filtering.

2 Materials and methods

This section describes the language identification tools, corpus construction methods, and language modelling approach used in this study.

2.1 Language identification

The initial language identification for ClueWeb09 was performed using TEXTCAT, an implementation of the language identification method of Cavnar and Trenkle (1994),4 which is based on the relative frequencies of byte n-grams. The reported language identification precision is over 99.7% across all 10 languages in ClueWeb09. However, the method of Cavnar and Trenkle has been shown to perform poorly when applied to test data outside the domain of the training data (Lui and Baldwin, 2011), as was the case for ClueWeb09 where the training data was drawn from newswire and European parliament corpora. langid.py is an implementation of the method described in Lui and Baldwin (2011), which improves on the method of Cavnar and Trenkle (1994) in a number of ways; both classifiers are based on relative frequencies of byte n-grams, but langid.py uses a Naive Bayes classifier and cross-domain feature selection, allowing it to ignore non-linguistic content such as HTML, without the need to explicitly model such content. Lui and Baldwin (2012) show that langid.py significantly and systematically outperforms TEXTCAT on a number of domains, and we therefore use it in this study.

2.2 Corpora

We build corpora from subsets of the English portion of ClueWeb09, a Web crawl consisting of roughly 500 million webpages crawled from January–February 2009 that has been used in a number of shared tasks (e.g., Clarke et al., 2011). We build corpora of two types: corpora based on subsets of all documents in this crawl (which include only documents classified as English by TEXTCAT, but a small proportion of non-English documents according to langid.py) and corpora based on subsets of only those documents identified as English using langid.py.

Similar to Ferraresi et al. (2008), we select
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3 http://odur.let.rug.nl/vannoord/TextCat/

4 http://boston.iti.cs.cmu.edu/clueweb09/wiki/tiki-index.php?page=Language+Identification+for+ClueWeb09
documents of MIME type text/html with size between 5K and 200K bytes. Also following Ferraresi et al. we extract the textual portions of the selected HTML documents using the body text extraction algorithm (BTE, Finn et al., 2001) which heuristically removes removes boilerplate based on the frequency of HTML tags. We use Pomikálek’s (2011) implementation of BTE. We remove duplicate and near-duplicate paragraphs using onion (Pomikálek, 2011) — the same tool used by Pomikálek et al. (2012) — with its default settings. In this configuration onion makes a single pass through a corpus, and eliminates any paragraph which shares more than 50% of its 7-grams with the portion of the corpus analysed so far. Finally we tokenise and sentence split our corpora using tools provided by the Stanford Natural Language Processing Group.  

ClueWeb09 is broken into a number of files, each containing approximately 100M of compressed crawl data; we apply the above method to build corpora from the first 1, 5, 10, 50, and 100 files in English ClueWeb09. The sizes, in tokens, of the resulting corpora are shown in Table 1.

2.3 Language modelling

We construct language models using SRILM (Stolcke, 2002), a commonly-used, off-the-shelf toolkit for building and applying statistical language models. For each corpus built from ClueWeb09, we build an open-vocabulary language model using the default settings of SRILM, which correspond to an order 3 language model with Good-Turing smoothing. All language models were built using the make-big-lm script provided with SRILM.

We evaluate our language models by measuring the perplexity of the written portion of the British National Corpus (BNC, Burnard, 2000), a corpus of roughly 87 million words of British English from the late twentieth century, spanning a variety of genres and topics. Perplexity is a standard evaluation metric for language models, with lower perplexity indicating the model better fits the test data. Perplexities were calculated using the ngram program from SRILM, and are normalized counting all input tokens, including end-of-sentence tags.

3 Experimental setup and results

We train language models on each corpus derived from ClueWeb09, and then measure the perplexity of the written portion of the BNC (as described in Section 2.3). Results are shown in Table 1.

We begin by noting that for all corpus sizes considered with the exception of the smallest, the perplexity of the BNC is lower under a language model from the corpus filtered using langid.py than under a language model trained on a corpus built from the same original data but without this extra language identification step. This suggests that state-of-the-art language identification can indeed enable the construction of better corpora — at least for training language models for the BNC.

To assess whether the observed differences are significant, for each corpus size (i.e., number of ClueWeb09 files) we measure the perplexity of each BNC document under the language model from the corpus with, and without document filtering using langid.py. For a given corpus size this then gives us independent paired measurements, which we compare using a Wilcoxon rank sum test. For each corpus size the difference with and without langid.py filtering is highly significant ($p < 10^{-23}$ in each case).

Further analysing the case of the smallest cor-
pus size considered, the perplexity is quite high in both cases, suggesting that the language model is under-fitting due to insufficient training data. It seems that in such cases — which correspond to corpora far smaller than one would typically build from a Web crawl — there is little to be gained from improved language identification (at least for the task of building trigram language models considered here).

With the exception of the smallest corpus, as corpus size increases, the absolute reduction in perplexity with and without langid.py decreases. In future work we plan to build much larger corpora to further examine this trend.

In addition to the BNC, we considered a number of other corpora for evaluation, including the Brown Corpus (Francis and Kucera, 1964) and a sample of texts provided with NLTK (Bird et al., 2009) from Project Gutenberg,8 and found the results to be consistent with those on the BNC.

4 Discussion

In addition to demonstrating the importance of language identification in Web corpus construction, the results in Table 1 confirm Banko and Brill’s (2001) findings about corpus size; in particular, for corpora built using the same method (i.e., with or without langid.py) bigger is better. However, for each corpus size (i.e., each number of files from ClueWeb09) the corpus filtered with langid.py is roughly 5% smaller — and yet produces a better language model — than the corresponding corpus not filtered in this way. Furthermore, because of their smaller size, the corpora filtered with langid.py have lower storage and processing costs.

Based on these findings, it appears we can improve corpora in two ways: by getting more data, and by better processing the data we have. Although it is certainly possible to build a larger Web crawl than ClueWeb09, doing so comes at a substantial cost in terms of bandwidth, processing, and storage (although Suchomel and Pomikálek (2012) have recently considered how to more-efficiently crawl the Web for linguistic data). Resources which are readily-available at relatively-low cost (such as ClueWeb09) are likely to serve as the basis for many corpus construction efforts, and it is therefore important to determine how to best exploit such a fixed resource in building corpora.

The largest language-filtered corpus built in this study consists of roughly 1.5B tokens. Although we eventually intend to build much larger corpora, this corpus size is on par with that of the ukWaC (Ferraresi et al., 2008) — a corpus that has been widely used in computational linguistics and as the basis for lexicographical analysis (e.g., Atkins, 2010). Our findings are therefore helpful in that they demonstrate the possibility for improving Web corpora of a size already shown to be of practical use. Nevertheless, in future work we intend to explore the impact of language identification on much larger corpora by building corpora from roughly an order of magnitude more data.

In an effort to better understand the differences between the language identifiers, we examined 100 documents from English ClueWeb09 classified as non-English by langid.py. We found that 33 were entirely non-English, 30 contained some text in English as well as another language, 27 were in fact English, and 10 contained no linguistic content. The prevalence of multilingual documents suggests that language identification at the sub-document (e.g., paragraph) level, or language identification methods capable of detecting mixtures of languages could lead to further improvements.

5 Conclusions

In this paper we have considered the impact of language identification on corpus construction, and shown that state-of-the art language identification leads to better language models. The ultimate goal of this research is to determine how to best derive a linguistic corpus from a Web crawl. In future work, we intend to consider other aspects of the corpus construction process, including webpage cleaning (e.g., removing boilerplate text) and deduplication. In this preliminary study we only considered language modelling for evaluation; in the future, we plan to carry out a more-comprehensive evaluation, including classification and rankings tasks (e.g., Banko and Brill, 2001; Liu and Curran, 2006; Versley and Panchenko, 2012) in addition to language modelling. To encourage further research on this problem, code to replicate the corpora created for, and experiments carried out in, this paper will be made publicly available upon publication.

8http://www.gutenberg.org/
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Abstract

“ONZE Miner”, an open-source tool for storing and automatically annotating Transcriber transcripts, has been redeveloped to use “annotation graphs” as its data model. The annotation graph framework provides the new software, “LaBB-CAT”, greater flexibility for automatic and manual annotation of corpus data at various independent levels of granularity, and allows more sophisticated annotation structures, opening up new possibilities for corpus mining and conversion between tool formats.

1 Introduction

“ONZE Miner” (Fromont & Hay 2008) was a browser-based, searchable database tool for time-aligned transcripts of speech produced using Transcriber, a transcription and annotation tool developed by Barras et al. (2000). It has been used for a variety of research projects in various universities and labs, primarily for sociophonetic research.

ONZE Miner’s original data structure was designed to closely mirror that of Transcriber, so transcripts are divided into topic-tagged sections, which contain speaker turns, divided up into utterance lines containing text and other ‘event’ annotations such as noises, comments, etc. In order to allow automatic annotation of lexical data from CELEX (Baayen et al., 1995), and to facilitate storage for forced-alignments produced by the Hidden Markov Model Toolkit, HTK (Young et al. 2006), lines were tokenized into words that were stored as separately annotatable units, which could be further divided into segments for storage of phones produced by HTK.

For researchers with large collections of recordings and Transcriber transcripts, ONZE Miner was very useful for mining corpus data, but it had certain limitations related to its data structures, which are explained below.

1.1 Other Formats

Many corpora exist, or are being produced, using tools other than Transcriber. For example the Buckeye corpus (Pitt et al. 2007) includes aligned transcription files in the Xwaves (Hawkins 2008) format, and transcriptions for various other corpora are available as Praat (Boersma & Weenink 2005) textgrids.

For ONZE Miner, support for these was only available via conversion from these formats to Transcriber files before importing the data. The problem was that, in many cases, the data was not structured in a way that was compatible with the Transcriber model. For example, some formats include much finer-grained synchronisation than is typically available with Transcriber.

Simultaneous speech also presented problems for data conversion. In Transcriber, overlapping speech is modelled using a 'simultaneous speech' turn – i.e. a single turn that has multiple speakers attached to it, and multiple corresponding transcriptions. For example, if a second speaker started their turn before a first speaker finished theirs, this would be modelled as three turns:

1. a turn containing words spoken while only the first speaker is speaking,
2. a ‘simultaneous speech’ turn containing words spoken by both speakers, during the time that they are both speaking, and
3. a turn containing words spoken by the only second speaker, once the first speaker is no longer talking.
However, when researchers transcribe using other tools, they often treat cases like this as being two turns that overlap:

1. a turn containing words spoken by the first speaker, from the time they start talking to the time they stop, and
2. a turn containing words spoken by the second speaker, from the time they start talking to the time they stop, this turn having a start time earlier than the end time of the previous turn.

For ONZE Miner, the only option when importing non-Transcriber data was to convert this second model to the first model (i.e. break the two turns into three), which would have involved an inevitable loss of accuracy when trying to create the middle 'simultaneous speech' turn.

1.2 Different Annotation Granularities

Transcriber has facility for topic-tagging sections of transcripts, and for marking named entities, but beyond this, little facility for independent annotation of multiple words.

This meant that ONZE Miner couldn't be used to store annotations for multiple, independent, and possibly overlapping sets of such annotations. As a result, it was impossible to simultaneously have, for example, topic tags and speaker attitude tags dividing up the transcript in different ways, and also impossible to make more finely-grained multi-word annotations, e.g. phrasal verbs, genitive phrase constructions, syntactic parses, etc.

1.3 Development of a New Data Structure

As a result of these limitations, we decided to develop a new system, using ONZE Miner as a basis, keeping all of ONZE Miner's features and interfaces, but introducing new capabilities. The new system, LaBB-CAT (Language, Brain and Behaviour – Corpus Analysis Tool), adopts a different underlying data model, "annotation graphs", which is described in section 2. How annotation graphs solve the above problems, and introduces new possibilities, is discussed in section 3.

2 Annotation Graphs and LaBB-CAT

Bird and Liberman (1999 a&b) proposed a framework for modelling linguistic annotations, which seemed to provide potential solutions for the limitations faced by ONZE Miner. A new annotation storage tool was developed, called LaBB-CAT, which would maintain ONZE Miner's general way of working with recordings, transcripts, annotation, and search via web browser, but use a new data model based on annotation graphs.

2.1 Annotation Graphs

Bird and Liberman proposed a model for linguistic data which they claimed could encompass a wide variety of types of linguistic annotation. The commonality that Bird & Liberman saw between all approaches to linguistic annotation is that annotations are always:

1. some kind of contentful label, and
2. each label is usually 'anchored' to some portion of a 'source' (e.g. the recording).

They model this using digraphs, which consist of nodes that are joined by directional arcs. In their model:

1. labels are arcs, and
2. anchors are nodes.

In order to be specifically useful for linguistic annotation, there are some extra features to the model:

Arcs can have:
- a 'label' which represents the 'content' of the annotation (e.g. the orthography, the part of speech, the phonemic transcription, etc.)
- a 'type' which categorises the label (e.g. as being an 'orthography', or a 'part of speech', or a 'phonemic transcription', etc.)
- an optional 'class' which provides a mechanism for linking distal annotations by membership to an equivalence class.

In addition, nodes can have an 'offset' which represents the temporal position of the anchor (e.g. number of seconds since the beginning of the recording), but the offset is optional, so that annotations having no precise position in time can be represented.

By virtue of being a digraph, every arc has a start and end node, meaning that every annotation has a start point and an end point. However, these may have the same offset, to represent annotations of instants rather than intervals in time.

Annotations may share anchors, thereby reflecting a logical relationship between two annotations and conversely, two annotations may use two different anchors that have the same offset, thereby reflecting the lack of logical
relationship between the annotations despite coincidence in time.

### 2.2 LaBB-CAT Implementation

The relational database schema we designed for LaBB-CAT is not dissimilar to that proposed for annotation graphs by Ma et al. (2002), but with some changes to enhance performance and meet specific needs for the time-aligned transcription data and annotations already stored using ONZE Miner.

In particular, both anchors (nodes) and annotations (arcs) carry a 'status' field that allows automatic annotations and alignments to be distinguished from manual ones. This is used, for example, to prevent HTK forced-alignment from overwriting alignments that have already been hand-corrected.

In addition, annotation records are kept in separate layer tables instead of a single table, and have a number of extra fields that allow, for example, a word's turn annotation to be immediately identified, without having to traverse the graph structure to find it (thus avoiding a constraint that the graph be connected between words and turns to make such a traversal possible).

These departures boost the performance of LaBB-CAT, both for searching and automatic annotation. However, they impose on the data an 'ontology' that isn't formally present in Bird & Liberman's original proposal. Essentially LaBB-CAT assumes that there are speaker turns, words, and sub-word segments.

In Bird & Liberman's definition anchor offsets are optional. In contrast, LaBB-CAT anchors are always given an offset. Where an accurate offset is not known, the offsets are computed by linear interpolation. These anchors are marked as having 'default' offsets using their status field, so they can be easily identified if required for data export, but having an approximate offset has two advantages:

- The anchors can always be sorted in relation to surrounding anchors, to help internal operations like displaying the transcript to the user.
- It provides research assistants a starting point to work with if they need to do manual alignment from scratch.

### 3 Advantages of Annotation Graphs

Having implemented essentially an annotation graph store, LaBB-CAT overcomes the limitations of ONZE Miner described is section 1, and supports a number of new possibilities for annotation creation and refinement.

#### 3.1 Importing Data

Bird & Liberman's aim was to facilitate linguistic data exchange, and they demonstrated how annotation graphs could be used to model data from a number of linguistic tools.

LaBB-CAT modules can be implemented that convert data from the original format directly into LaBB-CAT’s annotation graph structure, thereby escaping from any requirement that data be first convertible to a Transcriber file. We have already implemented converters for Transcriber files, Praat textgrids, Xwaves files as used by the Buckeye corpus, and ELAN (Sloetjes & Wittenburg, 2008) annotation files.

Simultaneous speech presented a particular problem for ONZE Miner’s Transcriber-centric model. However with annotation graphs, either of the approaches to simultaneous-speech described in section 1.1 can be accommodated.

#### 3.2 Exporting Data

Annotation graphs also allow for conversion of annotation data to a wider variety of formats.

As has already been expressed in the results from 2007 Multimodal Annotation Tools Workshops (Schmidt et al. 2008), and by the TILR2 Working Group 1 (Chochran et al. 2007), this is sometimes necessarily a lossy process, as different tools have different priorities, ontologies, and ways of structuring data (e.g. handling of simultaneous speech, as described in section 1.1). Thus not all of the information that was present in one file format when imported into LaBB-CAT will necessarily still be present when it’s exported to a different format.

#### 3.3 Round tripping

A further possibility that is suggested by import/export of data in various formats is that of re-importing data that has been exported and then refined. We have already implemented such round-trip data conversion, using algorithms that allow an annotation graph (or partial graph) to be merged into another:

1. A full Transcriber transcript is uploaded into LaBB-CAT, where an annotation graph is constructed.
2. Then a single utterance from the graph may be exported to Praat as a textgrid.
3. Edits are made in Praat to add, edit,
re-align annotations.

4. The resulting textgrid can then be re-imported into LaBB-CAT, where it is converted into a graph fragment, which is compared to the full annotation graph stored in the database. The change deltas are then identified, validated, and saved to the database.

This is the kind of scenario presented by the TILR Working Group 1 as being a solution to the inevitable loss of information during conversion mentioned in section 3.2. They call this a “process-based” architecture for providing interoperability between different software tools.

With increased convertibility of LaBB-CAT annotation graphs from/to other formats, it's hoped that similar export/import interfaces can be developed involving other tools, using the annotation graph model as the pivot for annotation refinement. Information loss due to format conversion needn't always be a problem, as the central annotation store retains what gets lost in translation during export, and can thus use it to reconcile changes introduced during re-import, without loss of information.

3.4 Annotation Granularity and Structure

As annotation graphs don't include the compulsory definition of a single set of 'sections' with topic tags, any number of new layers can be created in LaBB-CAT and populated with independent sets of tags for annotating stretches of speech. These might contain annotations over long sections of transcript, or annotate only a few words at a time, or parts of words, e.g. stress-marked syllable annotations computed by combining HTK-produced phones within words and syllabification data from CELEX.

3.5 Syntactic Parses

In ONZE Miner, tree structures could not be modelled, so it was not possible to use readily available parsers like the Stanford Parser (Klein & Manning 2003) to provide syntactic parse annotations over utterances.

For annotation graphs, Bird and Liberman presented a possible technique for modelling trees using annotation graphs¹, where phrases can have their own bounding annotations, together marking the syntactic constituents of utterances.

We have taken this approach in LaBB-CAT, where a layer can be defined as containing trees. A newly created 'Stanford Parser' module can be configured to populate the layer with syntactic parses computed over words from another layer. These are represented in the annotation graph as arcs linking nodes, like all other annotations. We have also implemented an editor that allows these constructions to be viewed and edited using a tree layout more familiar to linguists.

4 Future Work

We have not yet implemented converters for some other commonly-used tools like Transana (Mavrikisa & Gernaniou 2011), Emu (Bombien et al. 2006), etc. While there will undoubtedly be some nuances to each of these cases, Bird & Liberman have shown that there should be no obstacle in principle to their representation as annotation graphs. Current and future work thus involves identifying tools and formats, both for import and export of data, making LaBB-CAT not only useful to a wider variety of researchers, but also making the data stored by it more shareable.

In addition there are many more possibilities for automatic annotation; lexical databases other than CELEX, other computations that may be useful, e.g. training classifiers for automated topic tagging, etc.

5 Conclusion

While ONZE Miner enabled several options for automatic and manual annotation of linguistic data, the adoption of an annotation graph framework for LaBB-CAT opens up new possible levels of granularity and sophistication for annotation and search.

The challenges that remain to be addressed reflect this new set of possibilities and the increasing diversity of domains in which LaBB-CAT can be of use as an annotation data store.
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Abstract

One of the potentially most relevant pieces of metadata for filtering studies in environmental science is the geographic region in which the study took place (the “study region”). In this paper, we apply support vector machines to the automatic classification of study region in a dataset of titles and abstracts from environmental science literature, using features including frequency distributions of resolved toponyms and a bag of word unigrams. We found that we can determine the study region with high accuracy, with the strongest classifier achieving an accuracy of 0.892 combining toponym resolution from DBpedia and GeoNames with the bag-of-toponyms features.

1 Introduction

One of the potentially most relevant pieces of metadata for filtering studies in environmental science is the region in which the study took place, as users making queries are often looking for studies performed in a specific area. However, bibliographic databases do not systematically include information on study location. The Eco Evidence database, a compendium of literature citations and linked evidence items that is used for evidence synthesis in companion software (Webb et al., 2011), is one such system for which location information is very helpful. However, the manual annotation of such metadata over large quantities of literature is a tedious and time-consuming task.

One possible solution to this issue is to have this information automatically extracted with the aid of natural language processing (NLP) techniques. The abstracts of studies, which are commonly available in bibliographic databases, frequently contain geographic references of various granularities. If identified and resolved, these toponyms provide the potential to make a strong estimation of the overall location of the study. In these experiments, we evaluate the performance of various NLP techniques for automatic classification of the study region in environmental science literature abstracts.

Beyond the aim of being able to quickly assemble a collection of literature from a given area, our motivation in applying NLP to automatically extract information from environmental science literature is driven by our interest in moving towards an evidence-based model of decision-making in the environmental sciences (Sutherland et al., 2004). Similar to evidence-based medicine (Sackett et al., 1996), such a model relies heavily on systematic literature reviews as a means of synthesizing evidence from the literature. The Eco Evidence database (Webb et al., in press) is a compendium of literature citations and linked evidence items that is used for systematic review and evidence synthesis in companion software (Webb et al., 2011). The database is in active use in a number of research projects currently, and evidence therein has also formed the basis of several published systematic reviews (Webb et al., 2012). However, all evidence in the database is currently manually annotated.

2 Background Work

Our motivation in applying NLP to automatically extract information from environmental science literature is driven by our interest in moving towards an evidence-based model of decision-making in the environmental sciences (Sutherland et al., 2004), similar to evidence-based medicine (Sackett et al., 1996). Our work is directly motivated by the possibility of streamlining the population of the Eco Evidence database by auto-
matically extracting location information, but has wider potential application to other bibliographic databases where there is a geospatial dimension to the data.

Comparable work in the biomedical domain has focused on the automatic extraction of Medical Subject Headings (MeSH) terms in abstracts (Gaudinat and Boyer, 2002), labeling documents based on specific terms in the abstract which are to be resolved to more general categories.

The unique opportunities and challenges specific to retrieving geospatial information have been well documented, particularly in the context of geospatial information retrieval where queries and documents have a geospatial dimension (Santos and Chaves, 2006). Aside from finding locations in the text, the disambiguation of what exact location a term in a text is referring to presents a unique challenge in itself, and a variety of approaches have been suggested and demonstrated for this task (Overell and Rüger, 2006).

The methodology described in this work is based on a standard approach to geographic information retrieval, which was demonstrated by Stokes et al. (2008) in their study of the performance of individual components of a geographic IR system. In particular, the named entity recognition and toponym resolution (TR) components are the basis for all the main classifiers in this study.

3 Method

3.1 Dataset

The dataset for these experiments consists of the titles and abstracts for 4158 environmental science studies recorded in the Eco Evidence database. One such sample abstract (Fu et al., 2004) can be read below:

Title: Hydro-climatic trends of the Yellow River basin for the last 50 years

Abstract: Kendall’s test was used to analyze the hydro-climatic trends of the Yellow River over the last half century. The results show that: ...

Study regions for these papers have been manually annotated, providing a gold standard for purposes of training and evaluation. The study region can be chosen from ten different options: Europe, Australia, Africa, Antarctica, Asia, North America, South America, Oceania, Multiple and Other. The dataset is not evenly distributed: North America is the most commonly annotated study region, covering 41.5% of the studies, while other classes such as Antarctica and Other were extreme minorities. Oceania represents all countries contained in Australasia, Melanesia, Micronesia and Polynesia, with the exclusion of Australia (which, as a continent, has its own category). ‘Multiple’ refers to studies done across multiple regions, and ‘Other’ is used for studies where no particular region is evident or relevant to a work (i.e. a literature review). These two labels present difficulty for methods based on toponym resolution, as studies with toponyms from multiple regions or none at all are often still considered to be located in one continent. However, Multiple and Other are minority labels, comprising only 3.5% and 0.2% of the dataset respectively.

3.2 Named Entity Recognition

The first component of our system involves extracting references to locations contained in the abstract, a task which we approach using named entity recognition (NER). NER is an NLP task in which we seek to automatically extract ‘named entities’, which refer to any term in a body of text that represents the name of a thing considered an instance of one of a predefined set of categories.

Our first experiments focused on evaluating the performance of the off-the-shelf 3-class model of the Stanford NER system (Finkel et al., 2005) in detecting relevant named entities in the titles and abstracts. The NER system classifies identified entities as people, locations or organizations. For our task, only named entities that are locations are relevant, thus only these entities are extracted and evaluated.

3.3 Toponym Resolution

Once the named entities tagged as locations for each abstract were collected, we experimented with resolving each location to its corresponding continent using two different databases of geospatial entities. Two methods were employed for each database: (1) observing only the top result to resolve the location; and (2) returning the frequency distribution of the top-five results.

In each classifier where tags were resolved to continents, we experimented with using each sys-
tem separately as well as in combination, simply combining together the results from the two databases.

### 3.3.1 DBpedia

First, we resolve toponyms with DBpedia (http://www.dbpedia.org), a database of structured content extracted from Wikipedia. If the page retrieved for a given toponym has geographic coordinates available, these are extracted and checked against a set of non-overlapping bounding boxes, which were manually constructed by setting one or more ranges of longitude and latitude for each possible label except ‘Multiple’ and ‘Other’. If the extracted coordinates are within the range of one of the bounding boxes, the corresponding label is applied to the term.

For terms with multiple meanings, DBpedia will contain a disambiguation page. For the top-result TR approach, in the event that coordinates are unavailable for the first possibility on the disambiguation page, no resolution is recorded for the term. For the top-5 approach, we continue to look for results until all disambiguations have been exhausted or five resolutions have been found.

### 3.3.2 GeoNames

Second, we resolve toponyms with GeoNames (http://www.geonames.org), a gazetteer which collects data from a wide variety of sources. A query was done for each toponym using the GeoNames search function, which directly provides a ranked list of results with continent codes.

### 3.4 Majority Vote

As a baseline, we use only the retrieved continents from either DBpedia, GeoNames or both, and determine the final classification by a simple majority vote. When there is a tie in the top number of resolutions, the continent that appears most frequently in the training data is chosen. If the classifier is unable to resolve any toponyms for a given instance, the majority class label in the training data (which is consistently North America, across all folds of cross-validation) is used as a backoff.

### 3.5 SVM Classification

All our supervised classifiers are based on support vector machines (SVMs), using LibSVM (Chang and Lin, 2011). With SVMs, instances are represented as points in $n$-dimensional space, with each dimension representing a different feature, and the classification of test instances is done based on which side of a binary dividing hyperplane the instance falls on. In all our experiments, we use a linear kernel, and all other LibSVM parameters are set to the default. The SVM method is adapted to the multi-class task in LibSVM using the “one-against-one” method, in which binary classification is used between each two candidate labels and the label for which the instance is classified to the highest number of times it is selected. In this section, the features used to construct the vectors are described.

#### 3.5.1 Continent Resolutions

The continent-level results from DBpedia and/or GeoNames were represented as frequency distributions over the number of results for each continent returned for a given instance. When both DBpedia and GeoNames are used, the counts are accumulated into a single frequency distribution.

#### 3.5.2 Bag of Words Features

We used a bag-of-words model in two forms. The first only considered the toponyms as tokens, creating features of a count for each toponym over the full dataset. The second type applied the standard bag-of-words model over all words found in the abstracts.

### 3.6 Evaluation

In order to establish an upper bound for the task, the first author manually performed the study region classification task over 290 randomly-sampled abstracts classified. The accuracy for this “oracle” method was 0.969. In all of cases where the manual annotation was incorrect, there was insufficient data in the abstract to reasonably deter-

<table>
<thead>
<tr>
<th>Classifier</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority class</td>
<td>0.415</td>
</tr>
<tr>
<td>Oracle</td>
<td>0.969</td>
</tr>
<tr>
<td>Bag-of-Toponyms (BoT)</td>
<td>0.834</td>
</tr>
<tr>
<td>Bag-of-Words (BoW)</td>
<td>0.729</td>
</tr>
<tr>
<td>BoT + BoW</td>
<td>0.773</td>
</tr>
</tbody>
</table>

Table 1: Accuracy for classifiers w/o toponym resolution.
Table 2: Accuracy for DBpedia/GeoNames classifiers (“1R” = top-1 toponym resolution; “MR” = multiple resolutions)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority Vote</td>
<td>0.802</td>
<td>0.830</td>
<td>0.875</td>
<td>0.788</td>
<td>0.822</td>
<td>0.851</td>
</tr>
<tr>
<td>SVM</td>
<td>0.829</td>
<td>0.832</td>
<td>0.877</td>
<td>0.813</td>
<td>0.843</td>
<td>0.862</td>
</tr>
<tr>
<td>SVM + BoT</td>
<td>0.879</td>
<td>0.877</td>
<td>0.892</td>
<td>0.873</td>
<td>0.879</td>
<td>0.887</td>
</tr>
<tr>
<td>SVM + BoW</td>
<td>0.855</td>
<td>0.862</td>
<td>0.889</td>
<td>0.846</td>
<td>0.868</td>
<td>0.884</td>
</tr>
<tr>
<td>SVM + BoT + BoW</td>
<td>0.862</td>
<td>0.868</td>
<td>0.891</td>
<td>0.854</td>
<td>0.873</td>
<td>0.886</td>
</tr>
</tbody>
</table>

4 Results

First, we evaluated the token-level accuracy of the NER system over our dataset, to determine its performance in the domain of environmental science. 30 abstracts were selected randomly, and all named entity locations were manually identified. Based on these annotations, the off-the-shelf results for the Stanford NER were a respectable 0.875 precision, 0.778 recall, and 0.824 F-score. One of the most common causes of false positive was species names. The knock-on effect of incorrect or missed tags should be considered as one source of error in the overall classification task.

Table 2 shows the results of the classifiers featuring toponym resolution. Overall, the DBpedia and GeoNames classifiers performed at a similar level, with most GeoNames classifiers slightly outperforming their DBpedia counterparts. When the resolutions from DBpedia and GeoNames were combined, accuracy increased for all classifiers. Combining the results basically doubles the confidence of continents where there is agreement between the databases, which can be particularly helpful given the sparsity of tagged locations for each abstract. Including the top-5 results (“MR” in Table 2) consistently decreased the accuracy, suggesting that noise in incorporating additional possible disambiguations outweighs any gains in capturing ambiguity.

Supervised learning is clearly beneficial to the task, as the majority-vote classifier is consistently outperformed by the SVM classifiers, particularly when bag-of-toponyms and/or bag-of-words features are included. The bag-of-toponyms consistently outperforms the unfiltered bag-of-words, especially when isolated from TR frequency features (shown in Table 2), indicating that including other lexical information provides insufficient additional relevance to outweigh the noise, and that explicitly incorporating geospatial features boosts accuracy. Ultimately, the best-performing classifier utilised the top result from both DBpedia and GeoNames, using the bag-of-toponyms and top-result frequency features, achieving an accuracy of 0.892, well above the accuracy of both the majority class baseline at 0.415 and the simple bag-of-words classifier at 0.729, and only slightly below the human-based upper bound of 0.969. The difference between this best-performing SVM classifier and the majority vote classifier of the same toponym resolution approach was found to be statistically significant (p = .001) using randomization tests (Yeh, 2000).

5 Conclusion and Future Work

We have demonstrated that NLP approaches paired with toponym resolution are highly successful at identifying the study region from the abstracts of publications within the environmental science domain, with our best classifier achieving an accuracy of 0.892, compared to a human-based upper bound of 0.969.

Possible future work could include weighting of different toponym granularities, exploiting geo-spatial relationships between identified toponyms, and domain-adapting a NER for the environmental sciences.
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ALTA Shared Task papers
Abstract
The ALTA shared task ran for the third time in 2012, with the aim of bringing research students together to work on the same task and data set, and compare their methods in a current research problem. The task was based on a recent study to build classifiers for automatically labeling sentences to a pre-defined set of categories, in the domain of Evidence Based Medicine (EBM). The partaking groups demonstrated strong skills this year, outperforming our proposed benchmark systems. In this overview paper we explain the process of building the benchmark classifiers and data set, and present the submitted systems and their performance.

1 Introduction
Medical research articles are one of the main sources for finding answers to clinical queries, and medical practitioners are advised to base their decisions on the available medical literature. Using the literature for the purpose of medical decision making is known as Evidence Based Medicine (EBM).

According to the EBM guidelines, users are suggested to formulate queries which follow structured settings, and one of the most used systems is known as PICO: Population (P) (i.e., participants in a study); Intervention (I); Comparison (C) (if appropriate); and Outcome (O) (of an Intervention). This system allows for a better classification of articles, and improved search. However curating this kind of information manually is unfeasible, due to the large amount of publications being created on daily basis.

The goal of the ALTA 2012 shared task was to build automatic sentence classifiers to map the content of biomedical abstracts into a set of pre-defined categories. The development of this kind of technology would speed up the curation process, and this has been explored in recent work (Chung, 2009; Kim et al., 2011). One of the aims of this task was to determine whether participants could develop systems that can improve over the state of the art.

2 Dataset
Different variations and extensions of the PICO classification have been proposed and the schema used for this competition is PIBOSO (Kim et al., 2011), which removes the Comparison tag, and adds three new tags: Background, Study Design and Other. Thus, the tag-set is defined as follows:

- Population: The group of individual persons, objects, or items comprising the study’s sample, or from which the sample was taken for statistical measurement;
- Intervention: The act of interfering with a condition to modify it or with a process to change its course (includes prevention);
- Background: Material that informs and may place the current study in perspective, e.g. work that preceded the current; information about disease prevalence; etc;
- Outcome: The sentence(s) that best summarise(s) the consequences of an intervention;
- Study Design: The type of study that is described in the abstract;
Table 1: Statistics of the dataset. “% per label” refers to the percentage of sentences that contain the given label (the sum is higher than 100% because of multilabel sentences).

- **Other**: Any sentence not falling into one of the other categories and presumed to provide little help with clinical decision making, i.e. non-key or irrelevant sentences.

We rely on the data manually annotated at sentence level by (Kim et al., 2011), which consists of 1,000 abstracts from diverse topics. Topics of the abstracts refer to various queries relating to traumatic brain injury, spinal cord injury, and diagnosis of sleep apnoea. Over three hundred abstracts are originally structured, that is, they contain rhetorical roles or headings such as Background, Method, etc. For the competition, however, we do not separate abstracts based on their structuring, rather we leave them interspersed in the training and test data. Nonetheless, we provide participants with the headings extracted from the structured abstracts to be used as a set of structural features.

In order to build classifiers, 800 annotated training abstracts were provided, and the goal was to automatically annotate 200 test abstracts with the relevant labels. Table 1 shows the exact number of sentences and the percentages of the frequency of labels across the data set. We relied on “Kaggle in Class” to manage the submissions and rankings1, and randomly divided the test data into “public” and “private” evaluation; the former was used to provide preliminary evaluations during the competition, and the latter to define the final classification of systems.

We provided two benchmark systems at the beginning of the competition. The first system is a simple frequency-based approach, and the second system is a variant of the state-of-the-art system presented by (Kim et al., 2011), using a machine learning algorithm for predictions.

### 2.1 Naive Baseline

For the naive baseline we merely rely on the most frequent label occurring in the training data, given the position of a sentence. For instance, for the first four sentences in the abstract the most frequent label is Background, for the fifth it is Other, etc.

### 2.2 Conditional Random Field (CRF) Benchmark

CRFs (Lafferty et al., 2001) were designed to label sequential data, and we chose this approach because it has shown success in sentence-level classification (Hirohata et al., 2008; Chung, 2009; Kim et al., 2011). Thus we tried to replicate the classifier used by (Kim et al., 2011). However our systems differ in the selection of features used for training. We use lexical and structural features:

1. **Lexical features**: bag of words and Part Of Speech (POS) tags for the lexical features; and

2. **Structural features**: position of the sentences and the rhetorical headings from the structured abstracts. If a heading $h_1$ covered three lines in the abstract, all the three lines will be labeled as $h_1$.

We used NLTK (Bird et al., 2009) to produce a list of POS tags and for the CRF classifier we utilized the Mallet (McCallum, 2002) open source software.

Upon completion of the challenge we learned that our input to the CRF Benchmark did not have a separation between abstracts, causing Mallet to underperform. We rectified the training representation and obtained the accurate score which we refer to as CRF_corrected.

### 3 Evaluation

Previous work has relied on F-score for evaluating this task, but we decided to choose the receiver operating characteristic (ROC) curves and corresponding area under curve (AUC) value as

---

the main metric. ROC curves plot the fraction of true positives out of the positives (TPR = true positive rate) vs. the fraction of false positives out of the negatives (FPR = false positive rate), at various threshold settings. The AUC score is the area under this plot, and the main benefit of this metric is that it allows us to compare classification outputs that assign probability distributions to labels, instead of a binary decision. We also provide F-scores for a better comparison with the existing literature.

Table 2 shows the team names and the categories. There were two categories: "student" and "open". Members of the "student" category were exclusively students at any level: undergraduate or postgraduate. None of the members of the "student" category can hold a PhD in a relevant area. Members of the "open" category included those who could not participate in the "student" category. The winner of the student category and winner overall was Marco Lui from NICTA and the University of Melbourne, followed by Team A_MQ (Abeed Sarker) from Macquarie University and Team System_Ict (Spandana Gella and Duong Thanh Long) from the University of Melbourne. The top participants of the open category were Team Macquarie_Test (Diego Mollá, one of the task organisers) from Macquarie University, and Team DPMCNA (Daniel McNamara) from Australia National University and Kaggle. The description of the systems is provided in Section 4.

Table 3 shows the final scores obtained by the 8 participating systems and benchmarks. We present in Table 5 the ranking of systems according to their F-scores, and the p-value when comparing each system with the one immediately below it in the table. The p-values illustrate different clusters of performance, and they show that team “Marco Lui” significantly improves the CRF_corrected state-of-the-art benchmark, and that team “A_MQ” and CRF_corrected perform at the same level.

Table 4 shows the F-scores separately for each class; the best scoring system is superior for most of the 6 classes. We observed that the ranking of the participants as measured by the official AUC score was the same for the top participants, but the ranking at the bottom of the list of participants differed. The Outcome and Intervention labels have the highest and lowest scores, respectively, which mostly correlates to the amount of available training instances for each.

4 Description of Systems

The top participants in the task kindly provided a short description of their architectures, which is given in the Appendix. All these submissions relied on Machine Learning (ML) methods, namely Support Vector Machines (SVM), Stacked Logistic Regression, Maximum Entropy, Random Forests, and CRF. Only one of the top participants

<table>
<thead>
<tr>
<th>Student Category</th>
<th>Open Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marco Lui</td>
<td>Macquarie Test</td>
</tr>
<tr>
<td>A_MQ</td>
<td>DPMCNA</td>
</tr>
<tr>
<td>System_Ict</td>
<td>Dalibor</td>
</tr>
<tr>
<td></td>
<td>Starling</td>
</tr>
<tr>
<td></td>
<td>Mix</td>
</tr>
</tbody>
</table>

Table 2: Team names and categories.

<table>
<thead>
<tr>
<th>System</th>
<th>Private Test</th>
<th>Public Test</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marco Lui</td>
<td>0.96</td>
<td>0.97</td>
<td>0.82</td>
</tr>
<tr>
<td>A_MQ</td>
<td>0.95</td>
<td>0.96</td>
<td>0.80</td>
</tr>
<tr>
<td>Macquarie Test</td>
<td>0.94</td>
<td>0.94</td>
<td>0.78</td>
</tr>
<tr>
<td>DPMCNA</td>
<td>0.92</td>
<td>0.93</td>
<td>0.71</td>
</tr>
<tr>
<td>System_Ict</td>
<td>0.92</td>
<td>0.93</td>
<td>0.73</td>
</tr>
<tr>
<td>Dalibor</td>
<td>0.86</td>
<td>0.92</td>
<td>0.73</td>
</tr>
<tr>
<td>Starling</td>
<td>0.86</td>
<td>0.87</td>
<td>0.78</td>
</tr>
<tr>
<td>Mix</td>
<td>0.83</td>
<td>0.84</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Table 3: AUC and F-scores for public and private tests. The best results per column are given in bold.

2The p-value gives the probability of obtaining such an F-score difference between the compared systems assuming that the null hypothesis (that the systems are not significantly different from each other) holds.
Table 4: F-scores across each individual label class and the aggregate. The best results per column are given in bold.

<table>
<thead>
<tr>
<th>System</th>
<th>Population</th>
<th>Intervention</th>
<th>Background</th>
<th>Outcome</th>
<th>Study Design</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marco Lui</td>
<td>0.58</td>
<td>0.34</td>
<td>0.80</td>
<td>0.89</td>
<td>0.59</td>
<td>0.85</td>
</tr>
<tr>
<td>A_MQ</td>
<td>0.51</td>
<td>0.35</td>
<td>0.78</td>
<td>0.86</td>
<td>0.58</td>
<td>0.84</td>
</tr>
<tr>
<td>Macquarie Test</td>
<td>0.56</td>
<td>0.34</td>
<td>0.75</td>
<td>0.84</td>
<td>0.52</td>
<td>0.80</td>
</tr>
<tr>
<td>Starling</td>
<td>0.32</td>
<td>0.20</td>
<td>0.80</td>
<td>0.87</td>
<td>0.00</td>
<td>0.82</td>
</tr>
<tr>
<td>DPMCNA</td>
<td>0.28</td>
<td>0.12</td>
<td>0.70</td>
<td>0.78</td>
<td>0.48</td>
<td>0.73</td>
</tr>
<tr>
<td>Mix</td>
<td>0.45</td>
<td>0.19</td>
<td>0.68</td>
<td>0.82</td>
<td>0.40</td>
<td>0.81</td>
</tr>
<tr>
<td>System_Ict</td>
<td>0.30</td>
<td>0.15</td>
<td>0.68</td>
<td>0.84</td>
<td>0.35</td>
<td>0.83</td>
</tr>
<tr>
<td>Dalibor</td>
<td>0.30</td>
<td>0.15</td>
<td>0.68</td>
<td>0.84</td>
<td>0.40</td>
<td>0.83</td>
</tr>
<tr>
<td>Naive</td>
<td>0.00</td>
<td>0.00</td>
<td>0.59</td>
<td>0.68</td>
<td>0.00</td>
<td>0.15</td>
</tr>
<tr>
<td>CRF_official</td>
<td>0.33</td>
<td>0.22</td>
<td>0.55</td>
<td>0.78</td>
<td>0.67</td>
<td>0.81</td>
</tr>
<tr>
<td>CRF_corrected</td>
<td>0.58</td>
<td>0.18</td>
<td>0.80</td>
<td>0.86</td>
<td>0.68</td>
<td>0.83</td>
</tr>
<tr>
<td>Aggregate</td>
<td>0.38</td>
<td>0.21</td>
<td>0.71</td>
<td>0.83</td>
<td>0.42</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Table 5: Ranking of systems according to F-score, and pairwise statistical significance test between the target row and the one immediately below. The horizontal lines cluster systems according to statistically significant differences.

<table>
<thead>
<tr>
<th>System</th>
<th>F-score</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marco Lui</td>
<td>0.82</td>
<td>0.0012</td>
</tr>
<tr>
<td>CRF_corrected</td>
<td>0.80</td>
<td>0.482</td>
</tr>
<tr>
<td>A_MQ</td>
<td>0.80</td>
<td>0.03</td>
</tr>
<tr>
<td>Starling</td>
<td>0.78</td>
<td>0.3615</td>
</tr>
<tr>
<td>Macquarie Test</td>
<td>0.78</td>
<td>0.0001</td>
</tr>
<tr>
<td>Mix</td>
<td>0.74</td>
<td>0.1646</td>
</tr>
<tr>
<td>System_Ict</td>
<td>0.73</td>
<td>0.5028</td>
</tr>
<tr>
<td>Dalibor</td>
<td>0.73</td>
<td>0.0041</td>
</tr>
<tr>
<td>DPMCNA</td>
<td>0.71</td>
<td>0</td>
</tr>
<tr>
<td>Naive</td>
<td>0.55</td>
<td>-</td>
</tr>
</tbody>
</table>

5 Conclusions

The third shared task aimed at fostering research on classifying medical sentences into the predefined PIBOSO category to aid the practice of EBM. Participants from Australia and world-wide competed on this task and the winning team obtained better results than state of the art where the difference was shown to be statistically significant. The best performing technique was attributed to the usage of the meta-learner feature stacking approach using three different sets of features.

We will endeavor to identify such important research problems and provide a forum for research students to provide their effective solutions in the forthcoming shared tasks.
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Appendix: Description of the top systems

The following text is by the team competitors who kindly agreed to send us their system descriptions.

Team Marco (Marco Lui)

A full description of this system is given in (Lui, 2012). We used a stacked logistic regression classifier with a variety of feature sets to attain the highest result. The stacking was carried out using a 10-fold cross-validation on the training data, generating a pseudo-distribution over class labels for each training instance for each feature set. These distribution vectors were concatenated to generate the full feature vector for each instance, which was used to train another logistic regression classifier. The test data was projected into the stacked vector space by logistic regression classifiers trained on each feature set over the entire training collection. No sequential learning algorithms were used; the sequential information is captured entirely in the features. The feature sets we used are an elaboration of the lexical, semantic, structural and sequential features described by Kim et al (Kim et al., 2011). The key differences are: (1) we used part-of-speech (POS) features differently. Instead of POS-tagging individual terms, we represented a document as a sequence of POS-tags (as opposed to a sequence of words), and generated features based on POS-tag n-grams, (2) we added features to describe sentence length, both in absolute (number of bytes) and relative (bytes in sentence / bytes in abstract) terms, (3) we expanded the range of dependency features to cover bag-of-words (BOW) of not just preceding but also subsequent sentences, (4) we considered the distribution of preceding and subsequent POS-tag n-grams, (5) we considered the distribution of preceding and subsequent headings. We also did not investigate some of the techniques of Kim et al, including: (1) we did not use any external resources (e.g. MetaMap) to introduce additional semantic information, (2) we did not use rhetorical roles of headings for structural information, (3) we did not use any direct dependency features.

Team A_MQ (Abeed Sarker)

In our approach, we divide the multi-class classification problem to several binary classification problems, and apply SVMs as the machine learning algorithm. Overall, we use six classifiers, one for each of the six PIBOSO categories. Each sentence, therefore, is classified by each of the six classifiers to indicate whether it belongs to a specific category or not. An advantage of using binary classifiers is that we can customise the features to each classification task. This means that if there are features that are particularly useful for identifying a specific class, we can use those features for the classification task involving that class, and leave them out if they are not useful for other classes. We use RBF kernels for each of our SVM classifiers, and optimise the parameters using 10-fold cross validations over the training data for each class. We use the MetaMap tool box to identify medical concepts (CUIs) and semantic types for all the medical terms in each sentence. We use the MedPost/SKR parts of speech tagger to annotate each word, and further pre-process the text by lowercasing, stemming and removing stopwords. For features, we use n-grams, sen-
tence positions (absolute and relative), sentence lengths, section headings (if available), CUIs and semantic types for each medical concept, and previous sentence n-grams. For the outcome classification task, we use a class-specific feature called ‘cue-word-count’. We use a set of key-words that have been shown to occur frequently with sentences representing outcomes, and, for each sentence, we use the number of occurrences of those key-words as a feature. Our experiments, on the training data, showed that such a class-specific feature can improve classifier performance for the associated class.

**Team Macquarie Test (Diego Molla)**

A full description of this system is given in (Molla, 2012). The system is the result of a series of experiments where we tested the impact of using cluster-based features for the task of sentence classification in medical texts. The rationale is that, presumably, different types of medical texts will have specific types of distributions of sentence types. But since we don’t know the document types, we cluster the documents according to their distribution of sentence types and use the resulting clusters as the document types. We first trained a classifier to obtain a first prediction of the sentence types. Then the documents were clustered based on the distribution of sentence types. The resulting cluster information, plus additional features, were used to train the final set of classifiers. Since a sentence may have multiple labels we used binary classifiers, one per sentence type. At the classification stage, the sentences were classified using the first set of classifiers. Then their documents were assigned the closest cluster, and this information was fed to the second set of classifiers. The submission with best results used Maxent classifiers, all classifiers used uni-gram features plus the normalised sentence position, and the second classifiers used, in addition, the cluster information. The number of clusters was 4.

**Team DPMCNA (Daniel McNamara)**

We got all of the rows in the training set with a 1 in the prediction column and treated each row as a series of predictors and a class label corresponding to sentence type (‘background’, ‘population’, etc.) We performed pre-processing of the training and test sets using stemming, and removing case, punctuation and extra white space. We then calculated the training set mutual information of each 1-gram with respect to the class labels, recording the top 1000 features. For each sentence, we converted it into a feature vector where the entries were the frequencies of the top features, plus an entry for the sentence number. We then trained a Random Forest (using R’s randomForest package with the default settings) using these features and class labels. We used the Random Forest to predict class probabilities for each test response variable. Note that We ignored the multi-label nature of the problem considering most sentences only had a single label.

**Team System Ict (Spandana Gella, Duong Thanh Long)**

A full description of this system is given in (Gella and Long, 2012). Our top 5 sentence classifiers use Support Vector Machine (SVM) and Conditional Random Fields (CRFs) for learning algorithm. For SVM we have used libsvm 1 package and for CRF we used CRF++ 2 package. We used 10-fold cross validation to tweak and test the best suitable hyper parameters for our methods. We have observed that our systems performed very well when we do cross validation on train data but suffered over fitting. To avoid this we used train plus labelled test data with one of the best performing systems as our new training data. We observed that this has improved our results by approximately 3%. We trained our classifiers with different set of features which include lexical, structural and sequential features. Lexical features include collocational information, lemmatized bag-of-words features, part-of-speech information (we have used MedPost part-of-speech tagger) and dependency relations. Structural features include position of the sentence in the abstract, normalised sentence position, reverse sentence position, number of content words in the sentence, abstract section headings with and without modification as mentioned in (Kim et al., 2011). Sequential features were implemented the same way as in (Kim et al., 2011) with the direct and indirect features. After having the pool of features from the above defined features, we perform feature selection to ensure that we always have the most informative features. We used the information gain algorithm from R system3 to do feature selection.
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Abstract

In this paper, we propose an automatic sentence classification model that can map sentences of a given biomedical abstract into set of pre-defined categories which are used for Evidence Based Medicine (EBM). In our model we explored the use of various lexical, structural and sequential features and worked with Conditional Random Fields (CRF) for classification. Results obtained with our proposed method show improvement with respect to current state-of-the-art systems. We have participated in the ALTA shared task 2012 and our best performing model is ranked among top 5 systems.

1 Introduction

Evidence Based Medicine (EBM) or Evidence based practice is “systematically locating, appraising, and using contemporaneous research findings as the basis for clinical decisions” (Rosenberg and Donald, 1995). Considering the huge amounts of literature and millions of clinical articles currently available and continuously being added to databases like PubMed¹, automating the information access or searching scientific evidence for EBM is a crucial task. Currently evidence based practitioners use the PICO criterion which was proposed by Armstrong (1999) to construct queries and search information in EBM tasks. The PICO concepts or tag-sets are: Population (P), Intervention (I), Background (B), Outcome (O), Study Design (SD) and Other (Oth). This information could be used in constructing queries or searching relevant articles in the EBM task. A clear description of the PIBOSO tag-set is available in (Kim et al., 2011), who proposed the tag-set. Our system is based on the CRF algorithm which was earlier used by Kim et al. (2011) for a similar task and proven to be useful.

The major contribution of this paper is that we use a simple and large set of features such as lexical, structural and sequential features and show major improvements on the task of sentence classification over earlier attempts. Our classification techniques have shown clear improvement over existing state-of-the-art systems especially for unstructured abstracts.

The paper is organised as follows: We present our related work in Section 2, describe the dataset for training and evaluation in Section 3, and our method and experimental setup in Section 4. We present the analysis of our results in Section 5 and conclude in Section 6.

2 Related work

The first attempt to classify abstract sentences based on the PIBOSO schema is made by Kim et al. (2011). They used the Conditional Random Field (CRF) classifier for learning, and their feature set included lexical features (unigram and bigram with part-of-speech), semantic features (using metathesaurus), structural features (sentence positional features) and sequential features (features from previous sentences). They found out that the best features are unigrams, sentence po-

¹http://en.wikipedia.org/wiki/PubMed
sitional attributes, and sequential information. Using this best configuration of features and the same data set as in our experiment, they did 10 fold cross validation. The best microaverage F-score for each class or label for both Structured (S) and Unstructured (U) data are summarised in Table 3.

The other attempt of same 6 way PIBOSO classification on the same dataset is presented by (Verbeke et al., 2012). In this method, the input sentences are pre-processed with a named-entity tagger and dependency parser. They used a statistical relational learning approach in which features are constructed declaratively using intentional relation. Unlike us and Kim et al. (2011) they have used SVM-HMM\(^2\) for learning. Similar to Kim et al. (2011) they did 10 fold cross validation and the best microaverage F-score of their system is also summarised in Table 3.

### 3 Dataset

To build the EBM classifier we used the 800 expert annotated training abstracts and 200 test abstracts which were given as part of the shared task. Kim et al(2011) annotated this data using abstracts retrieved from MEDLINE. Both the training and test abstracts have two types of abstracts, structured (S) and unstructured (S). In structured abstracts sentences are organised (and labelled) in an orderly fashion such as Aim, Method, Results, Conclusions and Other whereas these labels are absent in unstructured abstracts.

Please note that the way we categorised an abstract as structed or unstructured might be a bit different from previous approaches by Kim et al. (2011) and Verbeke et al. 2012. If the first sentence in an abstract is a sentence ordering label then we considered the abstract as structured or else unstructured. There are 1000 abstracts containing 11616 sentences in total. Statistics of the dataset used are presented in Table 1 and Table 2.

### 4 System Description

In this section we present the details of our feature set, the training (classification) algorithm, the tools used and assumptions made in executing the experiments.

#### 4.1 Features

We have trained our classifier with different set of features which include lexical features, structural features, sequential features and dependency features \(^3\).

- Lexical features include lemmatized bag-of-words, their part-of-speech, collocational information, the number of content words, verbs and nouns in the sentence (we have used the MedPost (Smith et al., 2004) part-of-speech tagger).
- Structural features include position of the sentence in the abstract, normalised sentence position, reverse sentence position (Kim et al., 2011).
- Sequential features include previous sentence label, similar to Kim et al. (2011).

Additionally, for structured abstracts, we use the sentence ordering labels as features: Heading, Aim, Method, Results, Conclusions and Other. These are provided in the data. Since unstructured abstracts do not have these ordering labels, we automatically annotate the training and testing data with ordering labels using simple heuristics. In the unstructured training data, sentences are classified into an ordering label based on its PIBOSO label: Background $\rightarrow$ Aim, (Population or Intervention or Study Design) $\rightarrow$ Method, Outcome $\rightarrow$ Results and Other $\rightarrow$ Other. In the unstructured testing data, we have divided sentences into four equal groups based on their position and mapped

\(^3\)We have tried using dependency relations as features but found they did not improve the results. The reason for this could be data sparsity.
them to Aim, Method, Results and Conclusions in this order. Using sentence ordering labels for unstructured abstracts is the main difference compared to earlier methods (Kim et al., 2011; Verbeke et al., 2012).

We tried 6 combinations of features which will be discussed in Results section.

<table>
<thead>
<tr>
<th>Class</th>
<th>Kim et al.</th>
<th>Verbeke et al.</th>
<th>Our System</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>U</td>
<td>S</td>
</tr>
<tr>
<td>Background</td>
<td>81.8</td>
<td>68.46</td>
<td>86.19</td>
</tr>
<tr>
<td>Intervention</td>
<td>20.25</td>
<td>12.68</td>
<td>26.05</td>
</tr>
<tr>
<td>Outcome</td>
<td>92.32</td>
<td>72.94</td>
<td>77.69</td>
</tr>
<tr>
<td>Population</td>
<td>56.25</td>
<td>39.8</td>
<td>35.62</td>
</tr>
<tr>
<td>Study Design</td>
<td>43.95</td>
<td>4.40</td>
<td>45.5</td>
</tr>
<tr>
<td>Other</td>
<td>69.98</td>
<td>24.28</td>
<td>87.98</td>
</tr>
<tr>
<td>Overall</td>
<td>80.9</td>
<td>66.9</td>
<td>84.29</td>
</tr>
</tbody>
</table>

Table 3: F-score per class for structured (S) and unstructured (U) abstracts (bold states improvement over other systems)

### 4.2 Algorithm

Our sentence classifier uses CRF learning algorithm\(^4\). We have also executed few experiments using SVM and observed CRF performed better over this dataset with our choice of features. Due to space constraints in this paper we are not comparing CRF versus SVM results.

For feature selection, we used Fselector\(^5\) package from R-system\(^6\). From the pool of features, we select the "meaningful" features based on the selecting criteria. We have tested several criteria including (1) information gain (2) oneR (3) chi-square test (4) spearman test. Among them, information gain outperformed the others. We select the 700 best features from our pool of features based on information gain score.

Other technique we used for this shared task is "bootstraping". Our system performed very well on training data but did not perform well on test data, perhaps it suffered over-fitting. To overcome this, we ran our current best model on test data (without using gold-standard labels) and then merge the result with train data to get the new train. In that way, under ROC evaluation, we improved our final scores by 3%. In addition, we also pre-process the data. Since the heading such as "AIM, OUTCOME, INTRODUCTION etc." are always classified as "other" in train data, when we find sentence which has less than 20 characters and all in upper case (our notion of heading), we directly classify it as "other" in test data.

### 5 Results

<table>
<thead>
<tr>
<th>Features</th>
<th>B</th>
<th>I</th>
<th>O</th>
<th>P</th>
<th>SD</th>
<th>Oth</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW</td>
<td>9.1</td>
<td>3.2</td>
<td>68.8</td>
<td>2.9</td>
<td>0</td>
<td>31.7</td>
<td>38.4</td>
</tr>
<tr>
<td>+lexical</td>
<td>18.2</td>
<td>7.0</td>
<td>71.6</td>
<td>11.1</td>
<td>0</td>
<td>65.2</td>
<td>55.3</td>
</tr>
<tr>
<td>+struct</td>
<td>60.7</td>
<td>8.3</td>
<td>87.7</td>
<td>17.1</td>
<td>0.6</td>
<td>57.4</td>
<td>62.2</td>
</tr>
<tr>
<td>+ordering</td>
<td>93.7</td>
<td>23.7</td>
<td>96.6</td>
<td>41.0</td>
<td>1.3</td>
<td>80.9</td>
<td>80.8</td>
</tr>
<tr>
<td>All</td>
<td>95.2</td>
<td>23.7</td>
<td>95.2</td>
<td>42.1</td>
<td>0.6</td>
<td>83.7</td>
<td>81.7</td>
</tr>
<tr>
<td>All+seq</td>
<td>95.5</td>
<td>23.7</td>
<td>94.9</td>
<td>44.2</td>
<td>0.6</td>
<td>82.9</td>
<td>81.4</td>
</tr>
</tbody>
</table>

Table 4: Analysis of structured abstracts: microaverage f-score, best performance per column is given in bold

<table>
<thead>
<tr>
<th>Features</th>
<th>B</th>
<th>I</th>
<th>O</th>
<th>P</th>
<th>SD</th>
<th>Oth</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW</td>
<td>13.0</td>
<td>0.7</td>
<td>79.1</td>
<td>1.8</td>
<td>0</td>
<td>14.3</td>
<td>38</td>
</tr>
<tr>
<td>+lexical</td>
<td>34.2</td>
<td>1.5</td>
<td>68.0</td>
<td>2.2</td>
<td>0</td>
<td>13.3</td>
<td>40</td>
</tr>
<tr>
<td>+struct</td>
<td>58.1</td>
<td>5.0</td>
<td>72.1</td>
<td>12.3</td>
<td>1.2</td>
<td>26.9</td>
<td>52.6</td>
</tr>
<tr>
<td>+ordering</td>
<td>93.7</td>
<td>40.2</td>
<td>99.2</td>
<td>52.4</td>
<td>1.2</td>
<td>96.6</td>
<td>88.0</td>
</tr>
<tr>
<td>All</td>
<td>95.0</td>
<td>50.7</td>
<td>99.0</td>
<td>60.3</td>
<td>3.5</td>
<td>91.7</td>
<td>89.2</td>
</tr>
<tr>
<td>All+seq</td>
<td>94.9</td>
<td>50.7</td>
<td>98.7</td>
<td>60.1</td>
<td>3.5</td>
<td>90.8</td>
<td>89.0</td>
</tr>
</tbody>
</table>

Table 5: Analysis of unstructured abstracts: microaverage f-score, best performance per column is given in bold

In this section we present the analysis of results on structured and unstructured abstracts separately. In all our experiments, we performed 10-fold cross validation on the given dataset. Shared task organisers have used Receiver operating characteristic (ROC) to evaluate the scores. According to ROC our best system scored 93.78% (public board) and 92.16% (private board). However, we compare our results with (Kim et al., 2011) and (Verbeke et al., 2012) using the micro-averaged F-scores as in Table 3. Our system outperformed previous works in unstructured abstracts (22% higher than state-of-the-art). Our system performed well in classifying Background, Outcome and Other for both structured and un-structured data. However, our system performed poor in classifying study design as very few instances of it is available in both test and train.

We present the results of 6 systems learned using different feature sets: Table 4 for structured abstracts and Table 5 for unstructured abstracts. We choose bag-of-words (BOW) as the base features, +lexical includes BOW and lexical features, +struct include BOW and structural features, +ordering includes BOW and sentence

---

\(^4\)We used open-source CRF++ tool. [http://crfpp.googlecode.com](http://crfpp.googlecode.com)

\(^5\)http://cran.r-project.org/web/packages/FSelector/index.html

\(^6\)[http://www.r-project.org/](http://www.r-project.org/)
ordering labels, *All* includes BOW, lexical, struct and ordering features. *All+seq* includes all these features and sequential features.

In previous works, F-scores for unstructured data are low (compared to structured data). However, adding the automatic sentence ordering label to the unstructured data improved the performance drastically. This is the main difference compared to earlier models. Overall, our system outperformed existing systems in both structured and unstructured in many labels, which are highlighted in Table 3 under our system section.

Finally, combining BOW, lexical, structure and sentence ordering features showed the highest performance for both structured and unstructured data. It also showed that adding the sequential feature (i.e. the PIBOSO label of the previous sentence) do not help in our system, in fact the result slightly reduced. (81.7 -> 81.4 for structured and 89.2 -> 89.0 for unstructured).

6 Conclusions

In this paper, we have presented a brief overview of our method to classify sentences to support EBM. We showed that structural and lexical features coupled with a CRF classifier is an effective method for dealing with sentence classification tasks. The best features in our setting are found to be words, lexical features such as part-of-speech information, sentence positional features, collocations and sentence ordering labels. Our system outperformed earlier existing state-of-art systems (Kim et al., 2011; Verbeke et al., 2012).
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Abstract

We describe the feature sets and methodology that produced the winning entry to the ALTA 2012 Shared Task (sentence classification in evidence-based medicine). Our approach is based on a variety of feature sets, drawn from lexical and structural information at the sentence level, as well as sequential information at the abstract level. We introduce feature stacking, a meta-learner to combine multiple feature sets, based on an approach similar to the well-known stacking metalearner. Our system attains a ROC area-under-curve of 0.972 and 0.963 on two subsets of test data.

1 Introduction

The ALTA Shared Task 2012\footnote{http://www.alta.asn.au/events/sharedtask2012} was a sentence-level classification problem in the domain of biomedical abstracts. Given a collection of abstracts pre-segmented into discrete sentences, the task is to label each sentence according to one of 6 pre-defined classes. The dataset used was introduced by Kim et al. (2011), which also give a description of the classes and an analysis of their distribution. In this work, we will describe the winning entry, focusing on the feature sets and machine learning techniques used.

The main contributions of this work are: (1) additional features to describe sentences for automatic classification of sentences to support evidence based medicine beyond those of Kim et al. (2011), (2) a method for performing the task that does not use a sequential learning algorithm, and (3) a method to combine multiple feature sets that outperforms a standard concatenation approach.

2 Task Description

The dataset of Kim et al. (2011) (hereafter referred to as NICTA-PIBOSO) consists of 11616 sentences (10379 after headings are removed), manually annotated over the 6 PIBOSO classes (Kim et al., 2011). For the shared task, NICTA-PIBOSO was divided by the competition organizers into train and test partitions. Participants were given labels for the training sentences, and asked to produce an automatic system to predict the labels of the test instances. We do not give further details of the task as it will be covered in much greater depth by the shared task organizers in a paper that will appear alongside this paper.

The shared task was hosted on Kaggle,\footnote{http://www.kaggle.com} and as part of Kaggle’s standard competition structure, the test dataset was further subdivided into “public” and “private” subsets. Participants did not know which test sentence belonged to which subset. Each submission by a participant consisted of predictions over the entire test set, and Kaggle then automatically computed the competition metric broken down over the public and private subsets. Participants were allowed to submit up to 2 entries per day, and upon submission were immediately given a score on the public subset. The score on the private subset was withheld until after the conclusion of the submission period. Final ranking of competitors is based on the private subset of the test data; the breakdown between public and private serves to penalize entries that overfit the test data in the public subset. The method we describe in this work was the top-scoring system on both the public and private subsets.
3 Software Used

All experimentation and analysis was implemented using hydrat3, a declarative framework for text categorization developed by the author. Word tokenization was carried out using NLTK (Bird et al., 2009). The learning algorithm used was logistic regression, as implemented in liblinear (Fan et al., 2008). For part-of-speech tagging, we used TreeTagger (Schmid, 1994).

4 Features

NICTA-PIBOSO contains two different types of abstracts, structured and unstructured. Unstructured abstracts are free text, as is the common format in NLP literature. Structured abstracts are divided into sections by headings, such as “Background” or “Outcome”, and are becoming increasingly common in biomedical literature. For the shared task participants were not given an explicit indication of which abstracts were structured, or which “sentences” were actually headings. In this work, we applied a simple heuristic: any sentence which contained only uppercase letters was considered a heading, and any abstract containing a heading was considered structured. This definition is slightly more simplistic than that used by Kim et al. (2011), but in practice the difference is minimal.

4.1 Lexical Features

Lexical features are features drawn from the text of a sentence. The lexical feature sets we use are: (1) BOW, a standard bag-of-words. We retained the 15,000 most frequent words, and did not apply stopping or stemming. (2) LEMMAPOS, bigrams of part-of-speech tagged lemmas. (3) POS, bigrams and trigrams of part-of-speech tags, without the underlying lemma. Whereas BoW and LEMMAPOS are fairly standard lexical features, POS is relatively novel. We included POS based on the work of Wong and Dras (2009), which used POS n-grams to capture unlexicalized aspects of grammar in order to profile a document’s author by their native language. The intuition behind the use of POS for our task is that sentences from different PIBOSO categories may have systematic differences in their grammatical structure.

Each of BOW, LEMMAPOS and POS are extracted for each sentence. We then use these features to define lexico-sequential features, which are simply the summation of the feature vectors of specific sentences in the same abstract as the target sentence. We refer to these other sentences as the context. The contexts that we use are: (1) all prior sentences in the same abstract, (2) all subsequent sentences, (3) n-prior sentences (1≤n≤6), (4) n-subsequent sentences (1≤n≤6), (5) n-window (i.e. n-prior and n-subsequent, 1≤n≤3). These lexico-sequential features are intended to capture the information that would be utilized by a sequential learner.

4.2 Structural Features

Structural features model characteristics of a sentence not directly tied to the specific lexicalization.4 In this work, our structural features are: (1) SENTLEN, the length of the sentence, in both absolute and relative terms, (2) HEADING, the heading associated with each sentence, (3) ABSTLEN, the length of the containing abstract, and (4) ISSTRUCT, a Boolean feature indicating if the abstract is structured.

We treat HEADING similarly to BOW, LEMMAPOS and POS, and extract the same 5 types of sequential (indirect dependency) features. We also extract POSITION, a set of sequential features based on the position of the sentence in the abstract, in both absolute and relative terms.

4.3 Differences with Kim et al. (2011)

To summarize, the differences between our sentence features and those of Kim et al. (2011) are: (1) we use POS n-grams in addition to POS-tagged lemmas, (2) we used sentence length as a feature, (3) we expanded indirect dependencies to include sentences both before as well as after the target sentence, and (4) we increased the scope of indirect dependencies to include BoW, POS as well as section heading information. Differently to Kim et al. (2011), we did not use (1) MetaMap (or any thesaurus), (2) rhetorical roles to group headings, and (3) direct dependency features.

---

3http://hydrat.googlecode.com

4The distinction between lexical and structural is somewhat arbitrary, as for example the length of sentences is obviously dependent on the length of the words contained, but we maintain this distinction for consistency with Kim et al. (2011).
Our main challenge in building a classifier was the need to integrate the large variety of features we extracted. The feature sets are very heterogeneous; some are large and sparse (e.g. BoW), whereas others are small and dense (e.g. structural features). Relative weighting between feature sets is difficult, and simply concatenating the feature vectors often led to situations where adding more features reduced the overall accuracy of the system. Rather than attempt to tune feature weights in an ad-hoc fashion, we opted for a metalearning approach. The intuition behind this is that in principle, the output of “weak” learners can be combined to produce a “strong(-er)” learner (Schapire, 1990).

The metalearners we implemented is closely related to stacking (Wolpert, 1992). We call our approach feature stacking in order to highlight the difference, the main difference being that in conventional stacking, a number of different learning algorithms (the L0 learners) are used on the same training data, and their respective predictions are combined using another learner (the L1 learner). In our approach, we do not use different algorithms as L0 learners; we always use logistic regression, but instead of training each L0 learner on all the available features, we train a learner on each feature set (e.g. BoW, LEMMAPOS, etc). Hence, we are learning a “weak” learner for each feature set, which are then composed into the final “strong” learner. This approach has two main advantages over simple concatenation of features: (1) it learns the relative importance of each feature set, and (2), it allows learning of non-linear relationships between features.

Figure 1 shows a side-by-side comparison of the two approaches to feature combination. The key difference is that the stacking approach introduces an additional inner (L0) layer, where each instance is projected into the stacked feature space. Given that we have n feature sets and k possible classes, each sentence (training and test) is passed to the L1 learner as a $n \times k$ feature vector. The process for converting L0 features into L1 features is different for the training and the test data, because we only have labels for the training data. For the training data, we use a cross-validation to generate a vector over the k classes for each sentence. We repeat this once for each of the n feature sets, thus yielding the $n \times k$ feature L1 representation. For the test data, we do not have labels and thus for each of the n feature sets we train a classifier over all of the training sentences. We use each of these n classifiers to generate a $k$-feature vector for each test sentence, which we then concatenate into the final $n \times k$ feature L1 representation.

We chose logistic regression as the learner after initial results indicated it outperformed naive Bayes and SVM in feature stacking on this task. Logistic regression is theoretically well-suited to feature stacking, as stacked logistic regression corresponds to an artificial neural network (Drieseitl and Ohno-Machado, 2002).
Table 1: ROC area-under-curve for Public and Private test sets, using (1) feature stacking or concatenation for feature combination, and (2) Boolean or probabilistic output.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Output</th>
<th>Public</th>
<th>Private</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concatenation</td>
<td>Boolean</td>
<td>0.885</td>
<td>0.883</td>
</tr>
<tr>
<td>Stacking</td>
<td>Boolean</td>
<td>0.893</td>
<td>0.875</td>
</tr>
<tr>
<td>Stacking</td>
<td>Probability</td>
<td>0.972</td>
<td>0.963</td>
</tr>
</tbody>
</table>

6 Results

In this work, we report results that were made available on the Kaggle leaderboard. These results are not directly comparable to previous work (Kim et al., 2011; Verbeke et al., 2012), because the evaluation metric used is fundamentally different. Previously, the task was evaluated using metrics based on precision, recall and F1-score, which is standard for classification tasks. However, in the shared task the metric used was the Receiver Operating Characteristic area under curve (ROC AUC). This metric is common in information retrieval, and it takes into consideration not just a single classification for each sentence, but rather the relative ordering between classes, in order to evaluate a system’s ability to trade off precision for recall. This is an easier problem than classification, because classification is all-or-nothing; an instance label is either correct or wrong. Ranking-based metrics such as ROC AUC soften this, by penalizing ranking the correct class second much less than ranking it sixth.

Despite this ranking based metric, there was some initial confusion amongst competitors as to whether classification predictions (i.e. a Boolean value for each possible class) or ranking predictions (i.e. a probability value for each class, which is used to rank the classes) should be submitted. This was clarified by the organizers, and led to all participants seeing substantial increases in score. This difference can be seen in Table 1, where our system improved from 0.893 to 0.972 on the public leaderboard. For Boolean output, we assigned only the most probable label to each sentence, whereas for probabilistic output, we provided the computed probability of each label. Our Boolean output essentially ignored the small proportion of multi-label sentences, treating all sentences as mono-label. This likely accounts for some of the increase in score, though we expect that a good proportion is also due to instances where the correct class was ranked second.

In Table 1, our performance on the public leaderboard suggested that the stacking-based approach to feature combination improved over the concatenation approach (also using logistic regression). On this basis, we focused all further development on using the stacking-based approach. However, the private leaderboard results (which were only released at the conclusion of the competition) tell a different story; here the stacking result is lower than the concatenation result on Boolean output. Unfortunately, we did not submit a run using probabilistic output from concatenation, so we do not have this data point for comparison. Based on just these results, we cannot draw any conclusions on whether the stacking approach outperforms concatenation. We are currently carrying out further evaluation, based on the full dataset (including the goldstandard labels of the test data), which was only made available to participants after the conclusion of the shared task. This evaluation will be based on micro-averaged F1-score, in order to enable direct comparison to the results of Kim et al. (2011) and Verbeke et al. (2012). Our early analysis is highly encouraging, indicating that feature stacking clearly outperforms concatenation, and that our method outperforms the published state-of-the art on this task (Verbeke et al., 2012), with particular improvement on unstructured abstracts. We are currently investigating if this is attributable to our extended features or to feature stacking. We expect to make our full analysis available at a later date.

7 Conclusion

In this work, we presented the features and methodology that were used to produce the winning entry to the ALTA2012 Shared Task. We provided an overview of the feature sets, and a detailed description of feature stacking, a metalearning approach to combining feature sets to produce a high-accuracy classifier for the task. In future work, we will provide a more detailed analysis of the impact of the metalearning approach, as well as the relative impact of the different feature sets, using micro-averaged F1-score as the metric for direct comparability to previous work. We will also compare the use of sequential features with stacked logistic regression to a sequential learning algorithm.
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Abstract

In our contribution to the ALTA 2012 shared task we experimented with the use of cluster-based features for sentence classification. In a first stage we cluster the documents according to the distribution of sentence labels. We then use this information as a feature in standard classifiers. We observed that the cluster-based feature improved the results for Naive-Bayes classifiers but not for better-informed classifiers such as MaxEnt or Logistic Regression.

1 Introduction

In this paper we describe the experiments that led to our participation to the ALTA 2012 shared task. The ALTA shared tasks\(^1\) are programming competitions where all participants attempt to solve a problem based on the same data. The participants are given annotated sample data that can be used to develop their systems, and unannotated test data that is used to submit the results of their runs. There are no constraints about what techniques of information are used to produce the final results, other than that the process should be fully automatic.

The 2012 task was about classifying sentences of medical publications according to the PIBOSO taxonomy. PIBOSO (Kim et al., 2011) is an alternative to PICO for the specification of the main types of information useful for evidence-based medicine. The taxonomy specifies the following types: Population, Intervention, Background, Outcome, Study design, and Other. The dataset was provided by NICTA\(^2\) and consisted of 1,000 medical abstracts extracted from PubMed split into an annotated training set of 800 abstracts and an unannotated test set of 200 abstracts. The competition was hosted by “Kaggle in Class”\(^3\).

Each sentence of each abstract can have multiple labels, one per sentence type. The “other” label is special in that it applies only to sentences that cannot be categorised into any of the other categories. The “other” label is therefore disjoint from the other labels. Every sentence has at least one label.

2 Approach

The task can be approached as a multi-label sequence classification problem. As a sequence classification problem, one can attempt to train a sequence classifier such as Conditional Random Fields (CRF), as was done by Kim et al. (2011). As a multi-label classification problem, one can attempt to train multiple binary classifiers, one per target label. We followed the latter approach.

It has been observed that the abstracts of different publication types present different characteristics that can be exploited. This lead Sarker and Mollá (2010) to the implementation simple but effective rule-based classifiers that determine some of the key publication types for evidence based medicine. In our contribution to the ALTA shared task, we want to use information about different publication types to determine the actual sentence labels of the abstract.

To recover the publication types one can attempt to use the meta-data available in PubMed. However, as mentioned by Sarker and Mollá (2010), only a percentage of the PubMed abstracts is annotated with the publication type. Also,
time limitations did not let us attempt to recover the PubMed information before the competition deadline. Alternatively, one can attempt to use a classifier to determine the abstract type, as done by Sarker and Mollá (2010).

Our approach was based on a third option. We use the sentence distribution present in the abstract to determine the abstract type. In other words, we frame the task of determining the abstract type as a task of clustering. We attempt to determine natural clusters of abstracts according to the actual sentence distributions in the abstracts, and then use this information to determine the labels of the abstract sentences.

Our approach runs into a chicken-and-egg problem: to cluster the abstracts we need to know the distribution of their sentence labels. But to determine the sentence labels we need to know the cluster to which the abstract belongs. To break this cycle we use the following procedure:

At the training stage:
1. Use the annotated data to train a set of classifiers (one per target label) to determine a first guess of the sentence labels.
2. Replace the annotated information with the information predicted by these classifiers, and cluster the abstracts according to the distribution of predicted sentence labels (more on this below).
3. Train a new set of classifiers to determine the final prediction of the sentence labels. The classifier features include, among other features, information about the cluster ID of the abstract to which the sentence belongs.

Then, at the prediction stage:
1. Use the first set of classifiers to obtain a first guess of the sentence labels.
2. Use the clusters calculated during the training stage to determine the cluster ID of the abstracts of the test set.
3. Feed the cluster ID to the second set of classifiers to obtain the final sentence type prediction.

2.1 Clustering the abstracts
The clustering phase clusters the abstracts according the distribution of sentence labels. In particular, each abstract is represented as a vector, where each vector element represents the relative frequency of a sentence label. For example, if abstract \( A \) contains 10 sentences such that there are 2 with label “background”, 1 with label “population”, 2 with label “study design”, 3 with label “intervention”, 3 with label “outcome”, and 1 with label “other”, then \( A \) is represented as \((0.2, 0.1, 0.2, 0.3, 0.3, 0.2, 0.1)\). Note that a sentence may have several labels, so the sum of all features of the vector is greater than or equal to 1.

We use K-means to cluster the abstracts. We then use the cluster centroid information to determine the cluster ID of unseen abstracts at the prediction stage. In particular, at prediction type an abstract is assigned the cluster ID whose centroid is closest according to the clustering algorithm inherent distance measure.

In preliminary experiments we divided the abstracts into different zones and computed the label distributions in each zone. The rationale is that different parts of the abstract are expected to feature different label distributions. For example, the beginning of the abstract would have a relatively larger proportion of “background” sentences, and the end would have a relatively larger proportion of “outcome” sentences. However, our preliminary experiments did not show significant differences in the results with respect to the number of zones. Therefore, in the final experiments we used the complete sentence distribution of the as one unique zone, as described at the beginning of this section.

Our preliminary experiments gave best results for a cluster size of \( K = 4 \) and we used that number in the final experiments. We initially used NLTK’s implementation of K-Means and submitted our results to Kaggle using this implementation. However, in subsequent experiments we replaced NLTK’s implementation with our own implementation because NLTK’s implementation was not stable and would often crash, especially for values of \( K \geq 4 \). In our final implementation of K-Means we run 100 instances of the cluster algorithm with different initialisation values and choose the run with lower final cost. The chosen distance measure is \( \sum_{i}(x_{i} - c_{i})^{2} \), where \( x_{i} \) is feature \( i \) of the abstract, and \( c_{i} \) is feature \( i \) of the centroid of the cluster candidate.
3 Results

For the initial experiments we used NLTK’s Naive Bayes classifiers. We experimented with the following features:

- \( p \) Sentence position in the abstract.
- \( np \) Normalised sentence position. The position is normalised by dividing the value of \( p \) with the total number of sentences in the abstract.
- \( w \) Word unigrams.
- \( s \) Stem unigrams.
- \( c \) Cluster ID as returned by the clustering algorithm.

The results of the initial experiments are shown in Table 1. Rows in the table indicate the first classifier, and columns indicate the second classifier. Thus, the best results (in boldface) are obtained with a first set of classifiers that use word unigrams plus the normalised sentence position, and a second set of classifiers that use the cluster information and the normalised sentence position.

Due to time constraints we were not able to try all combinations of features, but we can observe that the cluster information generally improves the \( F1 \) scores. We can also observe that the word information is not very useful, presumably because the correlation between some of the features degrades the performance of the Naive Bayes classifiers.

In the second round of experiments we used NLTK’s MaxEnt classifier. We decided to use MaxEnt because it handles correlated features and therefore better results are expected. As Table 1 shows, the results are considerably better. Now, word unigram features are decidedly better, but the impact of the cluster information is reduced. MaxEnt with cluster information is only marginally better than the run without cluster information, and in fact the difference was not greater than the variation of values that were produced among repeated runs of the algorithms.

We performed very few experiments with the MaxEnt classifier because of a practical problem: shortly after running the experiments and submitting to Kaggle, NLTK’s MaxEnt classifier stopped working. We attributed this to an upgrade of our system to a newer release of Ubuntu, which presumably carried a less stable version of NLTK.

We subsequently implemented a Logistic Regression classifier from scratch and carried a few further experiments. The most relevant ones are included in Table 1. We only tested the impact using all features due to time constraints, and to the presumption that using only sentence positions would likely produce results very similar to those of the Naive Bayes classifiers, as was observed with the MaxEnt method.

The Logistic Regression classifier used a simple gradient descent optimisation algorithm. Due to time constraints, however, we forced it to stop after 50 iterations. We observed that the runs that did not use the cluster information reached closer to convergence than those that used the cluster information, and we attribute to this the fact that the runs with cluster information had slightly worse \( F1 \). Overall the results were slightly worse than with NLTK’s MaxEnt classifiers, presumably due to the fact that the optimisation algorithm was stopped before convergence.

The value in boldface in the MaxEnt component of Table 1 shows the best result. This corresponds to a first and second set of classifiers that use all the available features. This set up of classifiers was used for the run submitted to Kaggle which achieved best results, with an \( AUC \) of 0.943. That placed us in third position in the overall ranking.

Table 2 shows the results of several of the runs submitted to Kaggle. Note that, whereas in Table 1 we used a partition of 70% of the training set for training and 30% for testing, in Table 2 we used the complete training set for training and the unannotated test set for the submission to Kaggle. Note also that Kaggle used \( AUC \) as the evaluation measure. Column \( prob \) shows the results when we submitted class probabilities. Column \( threshold \) shows the results when we submitted labels 0 and 1 according to the classifier threshold. We observe the expected degradation of results due to the ties. Overall, \( F1 \) and \( AUC \) (\( prob \)) preserved the same order, but \( AUC \) (\( threshold \)) presented discrepancies, again presumably because of the presence of ties.

4 Summary and Conclusions

We tested the use of cluster-based features for the prediction of sentence labels of medical abstracts. We used multiple binary classifiers, one per sentence label, in two stages. The first stage used
standard features, and the second stage incorporated cluster-based information.

We observed that, whereas cluster-based information improved results in Naive Bayes classifiers, it did not improve results in better informed classifiers such as MaxEnt or Logistic Regression. Time constraints did not allow us to perform comprehensive tests, but it appears that cluster-based information as derived in this study is not sufficiently informative. So, after all, a simple set of features based on word unigrams and sentence positions fed to multiple MaxEnt or Logistic Regression classifiers were enough to obtain reasonably good results for this task.

Further work on this line includes the incorporation of additional features at the clustering stage. It is also worth testing the impact of publication types as annotated by MetaMap or as generated by Sarker and Mollá (2010).
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