Preface

TextGraphs is at its SIXTH edition! This confirms that two seemingly distinct disciplines, graph theoretic models and computational linguistics, are in fact intimately connected, with a large variety of Natural Language Processing (NLP) applications adopting efficient and elegant solutions from graph-theoretical framework.

The TextGraphs workshop series addresses a broad spectrum of research areas and brings together specialists working on graph-based models and algorithms for natural language processing and computational linguistics, as well as on the theoretical foundations of related graph-based methods.

This workshop series is aimed at fostering an exchange of ideas by facilitating a discussion about both the techniques and the theoretical justification of the empirical results among the NLP community members. Spawning a deeper understanding of the basic theoretical principles involved, such interaction is vital to the further progress of graph-based NLP applications.

The submissions to this year workshop were high quality and also the selection process was more competitive than in previous editions. We selected 9 out of 16 papers for an acceptance rate of about 55%. The predominant topics of such contributions are, as usual, semantic similarity and word sense disambiguation. However, thanks also to the special theme of this year in the area of machine learning, i.e. Graphs in Structured Input/Output Learning, a larger use of principled statistical approaches can be observed. This trend will be nicely supported by the very interesting invited talk by Prof. Hal Daumé III on advanced and practical machine learning, entitled: Structured Prediction need not be Slow.

Finally, we are grateful to the European Community project, EternalS: “Trustworthy Eternal Systems via Evolving Software, Data and Knowledge” (project number FP7 247758) for continuing to sponsor our workshop.
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Abstract
Classic algorithms for predicting structured data (eg., graphs, trees, etc.) rely on expensive (sometimes intractable) inference at test time. In this talk, I’ll discuss several recent approaches that enable computationally efficient (eg., linear-time) prediction at test time. These approaches fall in the category of learning algorithms that optimize accuracy for some fixed notion of efficiency. I’ll conclude by considering the question: can a learning algorithm figure out how to make fast predictions on its own?
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