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Introduction

The ability to perform monolingual text-to-text generation is an important step in solving many natural language processing problems. For example, when generating novel text at the sentence-level, abstractive summarization systems may need to compress sentences or fuse multiple sentences together; the evaluation of translation systems may require additional paraphrases to use as reference gold standards; and answers to questions may need to be generated automatically from extracted sentences.

The community of researchers examining monolingual text-to-text generation has grown steadily in recent years, introducing the need for a focused venue to communicate results in this area. To this end, we proposed and organised this workshop at ACL with endorsement from SIGGEN. We hope that this is the first of many text-to-text generation workshops to come.

We were excited to receive 18 submissions which were judged in accordance with the standard reviewing practices of the ACL 2011 main conference. As we intended that the workshop serve as a new forum for the community, our aim in the selection process was to choose high quality papers which would spark discussion amongst the participants.

We selected seven long papers and four short papers. Together, they tackle a diverse range of research questions: reflecting upon the scope of what might be generated in a text-to-text process, examining new generation methods, and addressing the ever challenging issue of evaluation.

We would like to thank everyone involved in the preparation of this workshop. We were very happy to receive such an enthusiastic response from the community when we proposed the workshop. We would specifically like to thank Noah Smith for his invited talk. We would also like to thank the reviewers who helped us to put together this wonderful program. Finally, we are grateful for the guidance provided by the steering committee on the direction of this workshop.

We hope you find the program challenging and the resulting discussion engaging.
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Session 1: 9:00 - 10:30

Learning to Simplify Sentences Using Wikipedia
Will Coster and David Kauchak
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Houda Bouamor, Aurélien Max, Gabriel Illouz and Anne Vilnat
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Stefan Bott and Horacio Saggion
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Micha Elsner and Deepak Santhanam
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