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Introduction

Welcome to the second International Workshop on Predicting and Improving Text Readability for Target Reader Populations (PITR).

The last few years have seen a resurgence of work on text simplification and readability. Examples include learning lexical and syntactic simplification operations from Simple English Wikipedia revision histories, exploring more complex lexico-syntactic simplification operations requiring morphological changes as well as constituent reordering, simplifying mathematical form, applications for target users such as deaf students, second language learners and low literacy adults, and fresh attempts at predicting readability.

The PITR 2013 workshop has been organised to provide a cross-disciplinary forum for discussing key issues related to predicting and improving text readability for target users. It will be held on August 8, 2013 in conjunction with the 51st Conference of the Association for Computational Linguistics in Sofia, Bulgaria, and is sponsored by the ACL Special Interest Group on Speech and Language Processing for Assistive Technologies (SIG-SLPAT).

These proceedings include nine papers that cover various perspectives on the topic. Papers this year fall into 3 broad categories: (i) Readability Enhancement, where the aim is to improve text quality in some way (e.g., inserting punctuation) or tailor text for specific users (e.g., hearing-impaired readers); (ii) Predicting the reading level of text, where approaches vary from psycho-linguistic measurements (e.g., reading time) to standard readability measures applied to particular genres (e.g., web texts); and (iii) Text Simplification, where papers address learning from corpora as well as evaluation metrics for simplification systems.

We hope this volume is a valuable addition to the literature, and look forward to an exciting Workshop.
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Identifying outstanding writing: Corpus and experiments based on the science journalism genre

I will discuss the hitherto unexplored area of text quality prediction: identifying outstanding pieces of writing. A system to do this task will benefit article recommendation and information retrieval. To do the task, we need to not only be able to measure spelling, grammar and organization quality but also quantify creative and engaging writing and topic. In addition, new resources are needed as existing corpora are focused on non-native student writing, output of text generation systems and artificial manipulation to create texts with low quality writing.

I will propose the science journalism genre as an apt one for such text quality experiments. Science journalism pieces entertain a reader as much as they teach and inform. I will introduce a corpus of science journalism articles which we have collected for use in text quality studies. The corpus contains science journalism pieces from the New York Times split into two categories—written by award-winning journalists and others. This corpus offers many desirable properties which were unavailable in previous resources. It represents realistic differences in writing quality, samples are based on professional writers rather than language learners, contains thousands of articles, and is publicly available. I will also describe automatic measures based on visual elements, surprisal and structure of these articles which are indicative of outstanding articles in the corpus and also turn out complementary to traditional metrics to quantify readability and organization quality of writing.

Bio: Annie Louis is a Newton International Fellow at the University of Edinburgh. She completed her PhD at University of Pennsylvania with a thesis on text quality prediction. She has also worked on automatic summarization and discourse parsing. She is currently working on discourse and document-level issues in machine translation. Annie has received a EMNLP best paper award and a SIGDIAL best student paper award.
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Abstract
In this paper, we introduce a syntax-based sentence simplifier that models simplification using a probabilistic synchronous tree substitution grammar (STSG). To improve the STSG model specificity we utilize a multi-level backoff model with additional syntactic annotations that allow for better discrimination over previous STSG formulations. We compare our approach to T3 (Cohn and Lapata, 2009), a recent STSG implementation, as well as two state-of-the-art phrase-based sentence simplifiers on a corpus of aligned sentences from English and Simple English Wikipedia. Our new approach performs significantly better than T3, similarly to human simplifications for both simplicity and fluency, and better than the phrase-based simplifiers for most of the evaluation metrics.

1 Introduction
Text simplification is aimed at reducing the reading and grammatical complexity of text while retaining the meaning. Text simplification has applications for children, language learners, people with disabilities (Carroll et al., 1998; Feng, 2008) and in technical domains such as medicine (Elhadad, 2006), and can be beneficial as a preprocessing step for other NLP applications (Vickrey and Koller, 2008; Miwa et al., 2010). In this paper we introduce a new probabilistic model for sentence simplification using synchronous tree substitution grammars (STSG).

Synchronous grammars can be viewed as simultaneously generating a pair of recursively related strings or trees (Chiang, 2006). STSG grammar rules contain pairs of tree fragments called elementary trees (Eisner, 2003; Cohn and Lapata, 2009; Yamangil and Shieber, 2010). The leaves of an elementary tree can be either terminal, lexical nodes or aligned nonterminals (also referred to as variables or frontier nodes). Because elementary trees may have any number of internal nodes structured in any way STSGs allow for more complicated derivations not expressible with other synchronous grammars.

To simplify an existing tree, an STSG grammar is used as a tree transducer. Figure 1 shows some example simplification STSG rules written in transductive form. As a transducer the grammar rules take an elementary tree and rewrite it as the tree on the right-hand side of the rule. For example, the first rule in Figure 1 would make the transformation changing “may occasionally” to “sometimes ,” and moving the noun phrase from the beginning of the sentence to after the comma. The indices on the nonterminals indicate alignment and transduction continues recursively on these aligned nonterminals until no nonterminals remain. In the example above, transduction would continue down the tree on the NP and VP subtrees. A probabilistic STSG has a probability associated with each rule.

One of the key challenges in learning an STSG from an aligned corpus is determining the right level of specificity for the rules: too general and they can be applied in inappropriate contexts; too specific, and the rules do not apply in enough contexts. Previous work on STSG learning has regulated the rule specificity based on elementary tree depth (Cohn and Lapata, 2009), however, this approach has not worked well for text simplifica-
S(NP0 VP(MD(may) ADVP(RB(occasionally))) VP1) → S(ADVP(RB(sometimes)) ,(,) NP0 VP1)
NP(NNS0) → NP(NNS0)
NP(JJ0 NNS1) → ... model text simplification as tree-to-tree transduction with a probabilistic STSG acquired from
donation (Coster and Kauchak, 2011a). In this paper, we take a different approach and augment the grammar with additional information to increase the specificity of the rules (Galley and McKeown, 2007). We combine varying levels of grammar augmentation into a single probabilistic backoff model (Yamangil and Nelken, 2008). This approach creates a model that uses specific rules when the context has been previously seen in the training data and more general rules when the context has not been seen.

2 Related Work

Our formulation is most closely related to the T3 model (Cohn and Lapata, 2009), which is also based on the STSG formalism. T3 was developed for the related problem of text compression, though it supports the full range of transformation operations required for simplification. We use a modified version of their constituent alignment and rule extraction algorithms to extract the basic STSG rules with three key changes. First, T3 modulates the rule specificity based on elementary tree depth, while we use additional grammar annotations combined via a backoff model allowing for a broader range of context discrimination. Second, we learn a probabilistic model while T3 learns the rule scores discriminatively. T3’s discriminative training is computationally prohibitive for even modest sized training sets and a probabilistic model can be combined with other probabilities in a meaningful way. Third, our implementation outputs an n-best list which we then rerank based on a trained log-linear model to select the final candidate.

Zhu et al. (2010) suggest a probabilistic, syntax-based approach to text simplification. Unlike the STSG formalism, which handles all of the transformation operations required for sentence simplification in a unified framework, their model uses a combination of hand-crafted components, each designed to handle a different transformation operation. Because of this model rigidity, their system performed poorly on evaluation metrics that take into account the content and relative to other simplification systems (Wubben et al., 2012).

Woodsend and Lapata (2011) introduce a quasi-synchronous grammar formulation and pose the simplification problem as an integer linear program. Their model has similar representational capacity to an STSG, though the learned models tend to be much more constrained, consisting of <1000 rules. With this limited rule set, it is impossible to model all of the possible lexical substitutions or to handle simplifications that are strongly context dependent. This quasi-synchronous grammar approach performed better than Zhu et al. (2010) in a recent comparison, but still performed worse than recent phrase-based approaches (Wubben et al., 2012).

A number of other approaches exist that use Simple English Wikipedia to learn a simplification model. Yatskar et al. (2010) and Biran et al. (2011) learn lexical simplifications, but do not tackle the more general simplification problem. Coster and Kauchak (2011a) and Wubben et al. (2012) use a modified phrase-based model based on a machine translation framework. We compare against both of these systems. Qualitatively, we find that phrasal models do not have the representative power of syntax-based approaches and tend to only make small changes when simplifying.

Finally, there are a few early rule-based simplification systems (Chandrasekar and Srinivas, 1997; Carroll et al., 1998) that provide motivation for recent syntactic approaches. Feng (2008) provides a good overview of these.

3 Probabilistic Tree-to-Tree Transduction

We model text simplification as tree-to-tree transduction with a probabilistic STSG acquired from
Figure 2: An example pair of constituent aligned trees generated by the constituent alignment algorithm. Aligned constituents are indicated with a shared index number (e.g. NP₂ is aligned to NP₂).

3.1 Rule Extraction

Given a corpus of pairs of trees representing normal and simplified sentences, the first step is to extract a set of basic STSG production rules from each tree pair. We used a modified version of the algorithm presented by Cohn and Lapata (2009). Due to space constraints, we only present here a brief summary of the algorithm along with our modifications to the original algorithm. See Cohn and Lapata (2009) for more details.

Word-level alignments are learned using Giza++ (Och and Ney, 2000) then tree nodes (i.e. constituents) are aligned if: there exists at least one pair of nodes below them that is aligned and all nodes below them are either aligned to a node under the other constituent or unaligned. Given the constituent alignment, we then extract the STSG production rules. Because STSG rules can have arbitrary depth, there are often many possible sets of rules that could be extracted from a pair of trees. Following Cohn and Lapata (2009) we extract the maximally general rule set from an aligned pair of input trees that is consistent with the alignment: the set of rules capable of synchronously deriving the original aligned tree pair consisting of rules with the smallest depth. Figure 2 shows an example tree pair that has been constituent aligned and Figure 1 shows the extracted STSG rules.

We modify the constituent alignment algorithm from Cohn and Lapata (2009) by adding the requirement that if node \(b\) with parent \(a\) are both aligned to node \(z\) and its parent \(y\), we only align the pairs \((a, y)\) and \((b, z)\), i.e. align the children and align the parents. This eliminates a common occurrence where too many associations are made between a pair of preterminal nodes and their children. For example, for the sentences shown in Figure 2 the word alignment contains “assemble” aligned to “join”. Under the original definition four aligned pairs would be generated:

```
| V | B ----------------- V | B \\
|   | assemble ---------- join |
```

but only two under our revised definition:

```
| V | B ----------------- V | B \\
|   | assemble ---------- join |
```

This revised algorithm reduces the size of the alignment, decreasing the number of cases which must be checked during grammar extraction while preserving the intuitive correspondence.

\(^1\)There is always at least one set of rules that can generate a tree pair consisting of the entire trees.
3.2 Grammar Generation

During the production rule extraction process, we select the production rules that are most general. More general rules allow the resulting transducer to handle more potential inputs, but can also result in unwanted transformations. When generating the grammar, this problem can be mitigated by also adding more specific rules.

Previous approaches have modulated rule specificity by incorporating rules of varying depth in addition to the maximally general rule set (Cohn and Lapata, 2009), though this approach can be problematic. Consider the aligned subtrees rooted at nodes (VP$_4$, VP$_4$) in Figure 2. An STSG learning algorithm that controls rule specificity based on depth must choose between generating the rule:

\[ VP(VB_o PP(IN(in) NP$_i$)) \rightarrow VP(VB$_o$ NP$_i$) \]

which drops the preposition, or a deeper rule that includes the lexical leaves such as:

\[ VP(VB(assemble) PP(IN(in) NP$_i$)) \rightarrow VP(VB(join) NP$_i$) \]

or

\[ VP(VB(assemble) PP(IN(in) NP(JJ$_o$ NNS$_i$))) \rightarrow VP(VB(join) NP(JJ$_o$ NNS$_i$)) \]

If either of the latter rule forms is chosen, the applicability is strongly restricted because of the specificity and lexical requirement. If the former rule is chosen and we apply this rule we could make the following inappropriate transformation:

simplifying “eat in the cafeteria” to “eat the cafeteria”.

We adopt a different approach to increase the rule specificity. We augment the production rules and resulting grammar with several parse tree annotations shown previously to improve SCFG-based sentence compression (Galley and McKeown, 2007) as well as parsing (Collins, 1999): parent annotation, head-lexicalization, and annotation with the part of speech of the head word.

Following Yamangil and Nelken (2008), we learn four different models and combine them into a single backoff model. Each model level increases specificity by adding additional rule annotations. Model 1 contains only the original production rules. Model 2 adds parent annotation, Model 3 adds the head child part of speech and Model 4 adds head child lexicalization. The head child was determined using the set of rules from Collins (1999). Figure 3 shows the four different model representations for the VP rule above.

3.3 Probability Estimation

We train each of the four models individually using maximum likelihood estimation over the training corpus, specifically:

\[ p(s | n) = \frac{\text{count}(s \land n)}{\text{count}(n)} \]

where $s$ and $n$ are tree fragments with that level’s annotation representing the right and left sides of the rule respectively.

During simplification, we start with the most specific rules, i.e. Model 4. If a tree fragment was not observed in the training data at that model level, we repeatedly try a model level simpler until a model is found with the tree fragment (Yamangil and Nelken, 2008). We then use the probability distribution given by that model. A tree fragment only matches at a particular level if all of the annotation attributes match for all constituents. If none of the models contain a given tree fragment we introduce a rule that copies the tree fragment with probability one.

Two types of out-of-vocabulary problems can occur and the strategy of adding copy rules provides robustness against both. In the first, an input contains a tree fragment whose structure has never been seen in training. In this case, copy rules allow the structure to be reproduced, leaving the system to make more informed changes lower down in the tree. In the second, the input contains an unknown word. This only affects transduction at the leaves of the tree since at the lower backoff levels nodes are not annotated with words. Adding copy rules allows the program to retain, replace, or delete unseen words based only on the probabilities of rules higher up for which it does have estimates. In both cases, the added copy rules make sure that any input tree will have an output.

3.4 Decoding and Reranking

Given a parsed sentence to simplify and the probabilistic STSG grammar, the last step is to find the most likely transduction (i.e. simplification) of the input tree based on the grammar. To accomplish this, we convert the STSG grammar into an equivalent finite tree-to-tree transducer: each STSG
Model 1: \( \text{VP} (\text{VB}_0 \text{ PP} (\text{IN} (\text{in}) \text{ NP}_1)) \rightarrow \text{VP} (\text{VB}_0 \text{ NP}_1) \)
Model 2: \( \text{VP}^\ast (\text{VP} (\text{VB} \ast \text{VP}_0 \text{ PP} (\text{IN} (\text{in}) \text{ NP} \text{ PP}_1)) \rightarrow \text{VP}^\ast \text{S} (\text{VB} \ast \text{VP}_0 \text{ NP} \text{ PP}_1) \)
Model 3: \( \text{VP} (\text{VB} \ast \text{VP} (\text{VB} \ast \text{VP}_0 \text{ PP} (\text{IN} (\text{in}) \text{ NP} \text{ PP}_1) \rightarrow \text{VP} (\text{VB} \ast \text{VP}_0 \text{ NP} \text{ PP}_1)) \rightarrow \text{VP} (\text{VB} \ast \text{VP}_0 \text{ NP} \text{ PP}_1) \)
Model 4: \( \text{VP} (\text{VB-join}) \rightarrow \text{VP} (\text{VB} (\text{assemble}) \ast \text{VP}_0 \text{ PP} (\text{NNS-packs} (\text{in}) \text{ NP} (\text{NNS-packs} \ast \text{PP}_1)) \rightarrow \text{VP} (\text{VB} (\text{join}) \ast \text{VP}_0 \text{ NP} (\text{NNS-packs} \ast \text{VP}_1) \rightarrow \text{VP} (\text{VB} \ast \text{VP}_0 \text{ NP} \text{ PP}_1) \)

Figure 3: The four levels of rule augmentation for an example rule ranging from Model 1 with no additional annotations to Model 4 with all annotations. The head child and head child part of speech are shown in square brackets and the parent constituent is annotated with \( \ast \).

The weights of the log-linear model are optimized using random-restart hill-climbing search (Russell and Norvig, 2003) to maximize BLEU (Papineni et al., 2002) on a development set.\(^2\)

4 Experiment Setup

To train and evaluate the systems we used the data set from Coster and Kauchak (2011b) consisting of 137K aligned sentence pairs between Simple English Wikipedia and English Wikipedia. The sentences were parsed using the Berkeley Parser (Petrov and Klein, 2007) and the word alignments determined using Giza++ (Och and Ney, 2000). We used 123K sentence pairs for training, 12K for development and 1,358 for testing.

We compared our system (SimpleTT – simple tree transducer) to three other simplification approaches:

T3: Another STSG-based approach (Cohn and Lapata, 2009). Our approach shares similar constituent alignment and rule extraction algorithms, but our approach differs in that it is generative instead of discriminative, and T3 increases rule specificity by increasing rule depth, while we employ a backoff model based on grammar augmentation. In addition, we employ \( n \)-best reranking based on a log-linear model that incorporates a number of additional features.

The code for T3 was obtained from the authors.\(^3\) Due to performance limitations, T3 was only trained on 30K sentence pairs. T3 was run on the full training data for two weeks, but it never terminated and required over 100GB of memory. The slow algorithmic step is the discriminative training, which cannot be easily parallelized. T3 was tested for increasing amounts of data up to

---

\(^2\)BLEU was chosen since it has been used successfully in the related field of machine translation, though this approach is agnostic to evaluation measure.

\(^3\)http://staffwww.dcs.shef.ac.uk/people/T.Cohn/t3/
Moses-Diff: A phrase-based approach based on the Moses machine translation system (Koehn et al., 2007) that selects the simplification from the 10-best output list that is most different from the input sentence (Wubben et al., 2012). Moses-Diff has been shown to perform better than a number of recent syntactic systems including Zhu et al. (2010) and Woodsend and Lapata (2011).

Moses-Del: A phrase-based approach also based on Moses which incorporates phrasal deletion (Coster and Kauchak, 2011b). The code was obtained from the authors.

For an additional data point to understand the benefit of the grammar augmentation, we also evaluated a deletion-only system previously used for text compression and a variant of that system that included the grammar augmentation described above. K&M is a synchronous context free grammar-based approach (Knight and Marcu, 2002) and augm-K&M adds the grammar augmentation along with the four backoff levels.

There are currently no standard evaluation metrics for text simplification. Following previous work (Zhu et al., 2010; Coster and Kauchak, 2011b; Woodsend and Lapata, 2011; Wubben et al., 2012) we evaluated the systems using automatic metrics to analyze different system characteristics and human evaluations to judge the system quality.

Automatic Evaluation
- BLEU (Papineni et al., 2002): BLEU measures the similarity between the system output and a human reference and has been used successfully in machine translation. Higher BLEU scores are better, indicating an output that is more similar to the human reference simplification.
- Oracle BLEU: For each test sentence we generate the 1000-best output list and greedily select the entry with the highest sentence-level BLEU score. We then calculate the BLEU score over the entire test set for all such greedily selected sentences. The oracle score provides an analysis of the generation capacity of the model and gives an estimate of the upper bound on the BLEU score attainable through reranking.
- Length ratio: The ratio of the length of the original, unsimplified sentence and the system simplified sentence.

Human Evaluation
Following previous work (Woodsend and Lapata, 2011; Wubben et al., 2012) we had humans judge the three simplification systems and the human simplifications from Simple English Wikipedia (denoted SimpleWiki) based on three metrics: simplicity, fluency and adequacy. Simplicity measures how simple the output is, fluency measures the quality of the language and grammatical correctness of the output, and adequacy measures how well the content is preserved. For the fluency experiments, the human evaluators were just shown the system output. For simplicity and adequacy, in addition to the system output, the original, unsimplified sentence was also shown. All metrics were scored on a 5-point Likert scale with higher indicating better.

We used Amazon’s Mechanical Turk (MTurk) to collect the human judgements. MTurk has been used by many NLP researchers, has been shown to provide results similar to other human annotators and allows for a large population of annotators to be utilized (Callison-Burch and Dredze, 2010; Gelas et al., 2011; Zaidan and Callison-Burch, 2011).

We randomly selected 100 sentences from the test set where all three systems made some change to the input sentence. We chose sentences where all three systems made a change to focus on the quality of the simplifications made by the systems. For each sentence we collected scores from 10 judges, for each of the systems, for each of the three evaluation metrics (a total of $100 \times 10 \times 3 \times 3 = 9000$ annotations). The scores from the 10 judges were averaged to give a single score for each sentence and metric. Judges were required to be within the U.S. and have a prior acceptance rate of 95% or higher.

5 Results
Automatic evaluation
Table 1 shows the results of the automatic evaluation metrics. SimpleTT performs significantly better than T3, the other STSG-based model, and obtains the second highest BLEU score behind only Moses-Del. SimpleTT has the highest oracle BLEU score, indicating that the syntactic model of SimpleTT allows for more diverse simplifications
Table 1: Automatic evaluation scores for all systems tested and the mean values from the training corpus. *Moses-Diff uses the n-best list to choose candidates and therefore is not amenable to oracle scoring. **T3 only outputs the single best simplification.

than the phrase-based models and may be more amenable to future reranking techniques. SimpleTT also closely matches the in-corpus mean of the length ratio seen by human simplifications, though this can be partially explained by the length penalty in the log-linear model.

Moses-Del obtains the highest BLEU score, but accomplishes this with only small changes to the input sentence: the length of the simplified sentences are only slightly different from the original (a length ratio of 0.99). Moses-Diff has the lowest BLEU score of the three simplification systems and while it makes larger changes than Moses-Del it still makes much smaller changes than SimpleTT and the human simplifications.

T3 had significant problems with over-deleting content as indicated by the low length ratio which resulted in a very low BLEU score. This issue has been previously noted by others when using T3 for text compression (Nomoto, 2009; Marsi et al., 2010).

The two deletion-only systems performed worse than the three simplification systems. Comparing the two systems shows the benefit of the grammar augmentation: augm-K&M has a significantly higher BLEU score than K&M and also avoided the over-deletion that occurred in the original K&M system. The additional specificity of the rules allowed the model to make better decisions for which content to delete.

Human evaluation
Table 2 shows the human judgement scores for the simplification approaches for the three different metrics averaged over the 100 sentences and Table 3 shows the pairwise statistical significance calculations between each system based on a two-tailed paired t-test. Overall, SimpleTT performed well with simplicity and fluency scores that were comparable to the human simplifications. SimpleTT was too aggressive at removing content, resulting in lower adequacy scores. This phenomena was also seen in the human simplifications and may be able to be corrected in future variations by adjusting the sentence length target.

The human evaluations highlight the trade-off between the simplicity of the output and the amount of content preserved. For simplicity, SimpleTT and the human simplifications performed significantly better than both the phrase-based systems. However, simplicity does come with a cost; both SimpleTT and the human simplifications reduced the length of the sentences by 15% on average. This content reduction resulted in lower adequacy than the phrase-based systems. A similar trade-off has been previously shown for text compression, balancing content versus the amount of compression (Napoles et al., 2011).

For fluency, SimpleTT again scored similarly to the human simplifications. SimpleTT performed significantly better than Moses-Diff and slightly better than Moses-Del, though the difference was not statistically significant.

As an aside, Moses-Del performs slightly better than Moses-Diff overall. They perform similarly on adequacy and Moses-Del performs better on simplicity and Moses-Diff performs worse relative to the other systems on fluency.

Qualitative observations
SimpleTT tended to simplify by deleting prepositional, adjective, and adverbial phrases, and by truncating conjunctive phrases to one of their conjuncts. This often resulted in outputs that were syntactically well-formed with only minor information loss, for example, it converts

“The Haiti national football team is the national team of Haiti and is controlled by the Fédération Hatienne de Football.”

to
Table 3: Pairwise statistical significance test results between systems for the human evaluations based on a paired \(t\)-test. The number of arrows denotes significance with one, two and three arrows indicating \(p < 0.05\), \(p < 0.01\) and \(p < 0.001\) respectively. The direction of the arrow points towards the system that performed better.

\[
\begin{array}{|c|c|c|c|}
\hline
\textbf{Simplicity} & \textbf{SimpleTT} & \textbf{SimpleWiki} & \textbf{Moses-Diff} \\
\hline
\textbf{SimpleTT} & \text{⇑} & \text{⇑} & \text{⇑} \\
\textbf{SimpleWiki} & \text{⇑} & \text{⇑} & \text{⇑} \\
\textbf{Moses-Diff} & \text{⇑} & \text{⇑} & \text{⇑} \\
\hline
\end{array}
\]

\[
\begin{array}{|c|c|c|c|}
\hline
\textbf{Fluency} & \textbf{SimpleTT} & \textbf{SimpleWiki} & \textbf{Moses-Diff} \\
\hline
\textbf{SimpleTT} & \text{⇑} & \text{⇑} & \text{⇑} \\
\textbf{SimpleWiki} & \text{⇑} & \text{⇑} & \text{⇑} \\
\textbf{Moses-Diff} & \text{⇑} & \text{⇑} & \text{⇑} \\
\hline
\end{array}
\]

\[
\begin{array}{|c|c|c|c|}
\hline
\textbf{Adequacy} & \textbf{SimpleTT} & \textbf{SimpleWiki} & \textbf{Moses-Diff} \\
\hline
\textbf{SimpleTT} & \text{⇑⇑} & \text{⇑⇑} & \text{⇑⇑} \\
\textbf{SimpleWiki} & \text{⇑⇑} & \text{⇑⇑} & \text{⇑⇑} \\
\textbf{Moses-Diff} & \text{⇑⇑} & \text{⇑⇑} & \text{⇑⇑} \\
\hline
\end{array}
\]

In this paper, we have introduced a new probabilistic STSG approach for sentence simplification, SimpleTT. We improve upon previous STSG approaches by: 1) making the model probabilistic instead of discriminative, allowing for an efficient, unified framework that can be easily interpreted and combined with other information sources, 2) increasing the model specificity using four levels of grammar annotations combined into a single model, and 3) incorporating \(n\)-best list reranking combining the model score, language model probabilities and additional features to choose the final output. SimpleTT performs significantly better than previous STSG formulations for text simplification. In addition, our approach was rated by human judges similarly to human simplifications in both simplicity and fluency and it scored better than two state-of-the-art phrase-based sentence simplification systems along many automatic and human evaluation metrics.

There are a number of possible directions for extending the capabilities of SimpleTT and related systems. First, while some sentence splitting can occur in SimpleTT due to sentence split and merge examples in the training data, SimpleTT does not explicitly model this. Sentence splitting could be incorporated as another probabilistic component in the model (Zhu et al., 2010). Second, in this work, like many previous researchers, we assume Simple English Wikipedia as our target simplicity level. However, the difficulty of Simple English Wikipedia varies across articles and there are many domains where the desired simplicity varies depending on the target consumer. In the future, we plan to explore how varying algorithm parameters (for example the length target) affects the simplicity level of the output. Third, one of the benefits of SimpleTT and other probabilistic systems is they can generate an \(n\)-best list of candidate simplifications. Better reranking of output sentences could close this gap across all these systems, without requiring deep changes to the underlying model.
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Abstract

In this paper we report our experiments in creating a parallel corpus using German/Simple German documents from the web. We require parallel data to build a statistical machine translation (SMT) system that translates from German into Simple German. Parallel data for SMT systems needs to be aligned at the sentence level. We applied an existing monolingual sentence alignment algorithm. We show the limits of the algorithm with respect to the language and domain of our data and suggest ways of circumventing them.

1 Introduction

Simple language (or, “plain language”, “easy-to-read language”) is language with low lexical and syntactic complexity. It provides access to information to people with cognitive disabilities (e.g., aphasia, dyslexia), foreign language learners, Deaf people, and children. Text in simple language is obtained through simplification. Simplification is a text-to-text generation task involving multiple operations, such as deletion, rephrasing, reordering, sentence splitting, and even insertion (Coster and Kauchak, 2011a). By contrast, paraphrasing and compression, two other text-to-text generation tasks, involve merely rephrasing and reordering (paraphrasing) and deletion (compression). Text simplification also shares common ground with grammar and style checking as well as with controlled natural language generation.

Text simplification approaches exist for various languages, including English, French, Spanish, and Swedish. As Matausch and Nietzio (2012) write, “plain language is still underrepresented in the German speaking area and needs further development”. Our goal is to build a statistical machine translation (SMT) system that translates from German into Simple German.

SMT systems require two corpora aligned at the sentence level as their training, development, and test data. The two corpora together can form a bilingual or a monolingual corpus. A bilingual corpus involves two different languages, while a monolingual corpus consists of data in a single language. Since text simplification is a text-to-text generation task operating within the same language, it produces monolingual corpora.

Monolingual corpora, like bilingual corpora, can be either parallel or comparable. A parallel corpus is a set of two corpora in which “a noticeable number of sentences can be recognized as mutual translations” (Tomáš et al., 2008). Parallel corpora are often compiled from the publications of multinational institutions, such as the UN or the EU, or of governments of multilingual countries, such as Canada (Koehn, 2005). In contrast, a comparable corpus consists of two corpora created independently of each other from distinct sources. Examples of comparable documents are news articles written on the same topic by different news agencies.

In this paper we report our experiments in creating a monolingual parallel corpus using German/Simple German documents from the web. We require parallel data to build an SMT system that translates from German into Simple German. Parallel data for SMT systems needs to be aligned at the sentence level. We applied an existing monolingual sentence alignment algorithm. We show the limits of the algorithm with respect to the language and domain of our data and suggest ways of circumventing them.

The remainder of this paper is organized as follows: In Section 2 we discuss the methodologies pursued and the data used in previous work deal-
Chapter 4: Approaches to Text Simplification

The task of simplifying text automatically can be performed by means of rule-based, corpus-based, or hybrid approaches. In a rule-based approach, the operations carried out typically include replacing words by simpler synonyms or rephrasing relative clauses, embedded sentences, passive constructions, etc. Moreover, definitions of difficult terms or concepts are often added, e.g., the term web crawler is defined as "a computer program that searches the Web automatically". Gasperin et al. (2010) pursued a rule-based approach to text simplification for Brazilian Portuguese within the PorSimples project, as did Brouwers et al. (2012) for French.

As part of the corpus-based approach, machine translation (MT) has been employed. Yatskar et al. (2010) pointed out that simplification is "a form of MT in which the two ‘languages’ in question are highly related".

As far as we can see, Zhu et al. (2010) were the first to use English/Simple English Wikipedia data for automatic simplification via machine translation. They assembled a monolingual comparable corpus of 108,016 sentence pairs based on the interlanguage links in Wikipedia and the sentence alignment algorithm of Nelken and Shieber (2006) (cf. Section 3.2). Their system applies a “tree-based simplification model” including machine translation techniques. The system learns probabilities for simplification operations (substitution, reordering, splitting, deletion) offline from the comparable Wikipedia data. At runtime, an input sentence is parsed and zero or more simplification operations are carried out based on the model probabilities.

Specia (2010) used the SMT system Moses (Koehn et al., 2007) to translate from Brazilian Portuguese into a simpler version of this language. Her work is part of the PorSimples project mentioned above. As training data she used 4483 sentences extracted from news texts that had been manually translated into Simple Brazilian Portuguese. The results, evaluated automatically with BLEU (Papineni et al., 2002) and NIST (Doddington, 2002) as well as manually, show that the system performed lexical simplification and sentence splitting well, while it exhibited problems in reordering phrases and producing subject–verb–object (SVO) order. To further improve her system Specia (2010) suggested including syntactic information through hierarchical SMT (Chiang, 2005) and part-of-speech tags through factored SMT (Hoang, 2007).

Coster and Kauchak (2011a; 2011b) translated from English into Simple English using English/Simple English Wikipedia data. Like Specia (2010), they applied Moses as their MT system but in addition to the default configuration allowed for phrases to be empty. This was motivated by their observation that 47% of all Simple English Wikipedia sentences were missing at least one phrase compared to their English Wikipedia counterparts. Coster and Kauchak (2011a; 2011b) used four baselines to evaluate their system: input=output, two text compression systems, and vanilla Moses. Their system, Moses-Del, achieved higher automatic MT evaluation scores (BLEU) than all of the baselines. In particular, it outperformed vanilla Moses (lacking the phrase deletion option).

Wubben et al. (2012) also worked with English/Simple English Wikipedia data and Moses. They added a post-hoc reranking step: Following their conviction that the output of a simplification system has to be a modified version of the input, they rearranged the 10-best sentences output by Moses such that those differing from the
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input sentences were given preference over those that were identical. Difference was calculated on the basis of the Levenshtein score (edit distance). Wubben et al. (2012) found their system to work better than that of Zhu et al. (2010) when evaluated with BLEU, but not when evaluated with the Flesch-Kincaid grade level, a common readability metric.

Bott and Saggon (2011) presented a monolingual sentence alignment algorithm, which uses a Hidden Markov Model for alignment. In contrast to other monolingual alignment algorithms, Bott and Saggon (2011) introduced a monotonicity restriction, i.e., they assumed the order of sentences to be the same for the original and simplified texts.

Apart from purely rule-based and purely corpus-based approaches to text simplification, hybrid approaches exist. For example, Bott et al. (2012) in their Simplext project for Spanish\(^8\) let a statistical classifier decide for each sentence of a text whether it should be simplified (corpus-based approach). The actual simplification was then performed by means of a rule-based approach.

As has been shown, many MT approaches to text simplification have used English/Simple English Wikipedia as their data. The only exception we know of is Specia (2010), who together with her colleagues in the PorSimples project built her own parallel corpus. This is presumably because there exists no Simple Brazilian Portuguese Wikipedia. The same is true for German: To date, no Simple German Wikipedia has been created. Therefore, we looked for data available elsewhere for our machine translation system designated to translate from German to Simple German. We discovered that German/Simple German parallel data is slowly becoming available on the web. In what follows, we describe the data we harvested and report our experience in creating a monolingual parallel corpus from this data.

3 Building a German/Simple German Parallel Corpus from the Web

3.1 Data

As mentioned in Section 1, statistical machine translation (SMT) systems require parallel data. A common approach to obtain such material is to look for it on the web.\(^9\) The use of already available data offers cost and time advantages. Many websites, including that of the German government,\(^10\) contain documents in Simple German. However, these documents are often not linked to a single corresponding German document; instead, they are high-level summaries of multiple German documents.

A handful of websites exist that offer articles in two versions: a German version, often called Alltagssprache (AS, “everyday language”), and a Simple German version, referred to as Leichte Sprache (LS, “simple language”). Table 1 lists the websites we used to compile our corpus. The numbers indicate how many parallel articles were extracted. The websites are mainly of organizations that support people with disabilities. We crawled the articles with customized Python scripts that located AS articles and followed the links to their LS correspondents. A sample sentence pair from our data is shown in Example 1.

\[(1)\]

**German:**
Wir freuen uns über Ihr Interesse an unserer Arbeit mit und für Menschen mit Behinderung.
(“We appreciate your interest in our work with and for people with disabilities.”)

**Simple German:**
Schön, dass Sie sich für unsere Arbeit interessieren.
Wir arbeiten mit und für Menschen mit Behinderung.
(“Great that you are interested in our work. We work with and for people with disabilities.”)

The extracted data needed to be cleaned from HTML tags. For our purpose, we considered text and paragraph structure markers as important information; therefore, we retained them. We subsequently tokenized the articles. The resulting corpus consisted of 7755 sentences, which amounted to 82,842 tokens. However, caution is advised when looking at these numbers: Firstly, the tokenization module overgenerated tokens. Secondly, some of the LS articles were identical, either because they summarized multiple AS articles or because they were generic placeholders. Hence, the

\(^8\)http://www.simplext.es/

\(^9\)Resnik (1999) was the first to discuss the possibility of collecting parallel corpora from the web.

\(^10\)http://www.bundesregierung.de/Webs/Breg/DE/LeichteSprache/leichteSprache_node.html (last accessed 15th April 2013)
actual numbers were closer to 7000 sentences and 70,000 tokens.

SMT systems usually require large amount of training corpus. Therefore, this small experimental corpus is certainly not suitable for large-scale SMT experiments. However, it can serve as proof of concept for German sentence simplification. Over time more resources will become available.

SMT systems rely on data aligned at the sentence level. Since the data we extracted from the web was aligned at the article level only, we had to perform sentence alignment. For this we split our corpus into a training set (70% of the texts), development set (10%), and test set (20%). We manually annotated sentence alignments for all of the data. Example 2 shows an aligned AS/LS sentence pair.

(2) **German:**
In den Osnabrücker Werkstätten (OW) und OSNA-Techniken sind rund 2.000 Menschen mit einer Behinderung beschäftigt.
(“In the Osnabrück factories and OSNA-Techniken, about 2.000 people with disability are employed.”)

**Simple German:**
In den Osnabrücker Werkstätten und den Osna-Techniken arbeiten zweitausend Menschen mit Behinderung.
(“Two thousand people with disability work in the Osnabrück factories and Osna-Techniken.”)

To measure the amount of parallel sentences in our data, we calculated the alignment diversity measure (ADM) of Nelken and Shieber (2006). ADM measures how many sentences are aligned. It is calculated as \(\frac{2 \times \text{matches}(T1,T2)}{|T1| + |T2|}\), where \(\text{matches}\) is the number of alignments between the two texts \(T1\) and \(T2\). ADM is 1.0 in a perfectly parallel corpus, where every sentence from one text is aligned to exactly one sentence in another text.

ADM for our corpus was 0.786, which means that approximately 78% of the sentences were aligned. This is a rather high number compared to the values reported by Nelken and Shieber (2006): Their texts (consisting of encyclopedia articles and gospels) resulted in an ADM of around 0.3. A possible explanation for the large difference in ADM is the fact that most simplified texts in our corpus are solely based on the original texts, whereas the simple versions of the encyclopedia articles might have been created by drawing on external information in addition.

### 3.2 Sentence Alignment Algorithm

Sentence alignment algorithms differ according to whether they have been developed for bilingual or monolingual corpora. For bilingual parallel corpora many—typically length-based—algorithms exist. However, our data was monolingual. While the length of a regular/simple language sentence pair might be different, an overlap in vocabulary can be expected. Hence, monolingual sentence alignment algorithms typically exploit lexical similarity.

We applied the monolingual sentence alignment algorithm of Barzilay and Elhadad (2003). The algorithm has two main features: Firstly, it uses a hierarchical approach by assigning paragraphs to clusters and learning mapping rules. Secondly, it aligns sentences despite low lexical similarity if the context suggests an alignment. This is achieved through local sequence alignment, a dynamic programming algorithm.

The overall algorithm has two phases, a training and a testing phase. The training phase in turn consists of two steps: Firstly, all paragraphs of the texts of one side of the parallel corpus (henceforth referred to as “AS texts”) are clustered independently of all paragraphs of the texts of the other

<table>
<thead>
<tr>
<th>Short name</th>
<th>URL</th>
<th>No. of parallel art.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ET</td>
<td><a href="http://www.einfach-teilhaben.de">www.einfach-teilhaben.de</a></td>
<td>51</td>
</tr>
<tr>
<td>GWW</td>
<td><a href="http://www.gww-netz.de">www.gww-netz.de</a></td>
<td>65</td>
</tr>
<tr>
<td>HHO</td>
<td><a href="http://www.os-hho.de">www.os-hho.de</a></td>
<td>34</td>
</tr>
<tr>
<td>LMT</td>
<td><a href="http://www.lebenshilfe-main-taunus.de">www.lebenshilfe-main-taunus.de</a></td>
<td>47</td>
</tr>
<tr>
<td>OWB</td>
<td><a href="http://www.owb.de">www.owb.de</a></td>
<td>59</td>
</tr>
</tbody>
</table>
side of the parallel corpus (henceforth termed “LS texts”), and vice versa. Secondly, mappings between the two sets of clusters are calculated, given the reference alignments.

As a preprocessing step to the clustering process, we removed stopwords, lowercased all words, and replaced dates, numbers, and names by generic tags. Barzilay and Elhadad (2003) additionally considered every word starting with a capital letter inside a sentence to be a proper name. In German, all nouns (i.e., regular nouns as well as proper names) are capitalized; thus, this approach does not work. We used a list of 61,228 first names to remove at least part of the proper names.

We performed clustering with scipy (Jones et al., 2001). We adapted the hierarchical complete-link clustering method of Barzilay and Elhadad (2003): While the authors claimed to have set a specific number of clusters, we believe this is not generally possible in hierarchical agglomerative clustering. Therefore, we used the largest number of clusters in which all paragraph pairs had a cosine similarity strictly greater than zero.

Following the formation of the clusters, lexical similarity between all paragraphs of corresponding AS and LS texts was computed to establish probable mappings between the two sets of clusters. Barzilay and Elhadad (2003) used the boosting tool Boostexter (Schapire and Singer, 2000). All possible cross-combinations of paragraphs from the parallel training data served as training instances. An instance consisted of the cosine similarity of the two paragraphs and a string combining the two cluster IDs. The classification result was extracted from the manual alignments. In order for an AS and an LS paragraph to be aligned, at least one sentence from the LS paragraph had to be aligned to one sentence in the AS paragraph. Like Barzilay and Elhadad (2003), we performed 200 iterations in Boostexter. After learning the mapping rules, the training phase was complete.

The testing phase consisted of two additional steps. Firstly, each paragraph of each text in the test set was assigned to the cluster it was closest to. This was done by calculating the cosine similarity of the word frequencies in the clusters. Then, every AS paragraph was combined with all LS paragraphs of the parallel text, and Boostexter was used in classification mode to predict whether the two paragraphs were to be mapped.

Secondly, within each pair of paragraphs mapped by Boostexter, sentences with very high lexical similarity were aligned. In our case, the threshold for an alignment was a similarity of 0.5. For the remaining sentences, proximity to other aligned or similar sentences was used as an indicator. This was implemented by local sequence alignment. We set the mismatch penalty to 0.02, as a higher mismatch penalty would have reduced recall. We set the skip penalty to 0.001 conforming to the value of Barzilay and Elhadad (2003). The resulting alignments were written to files. Example 3 shows a successful sentence alignment.

(3) **German:**

*Die GWW ist in den Landkreisen Böblingen und Calw aktiv und bietet an den folgenden Standorten Wohnmöglichkeiten für Menschen mit Behinderung an – ganz in Ihrer Nähe!*

(“The GWW is active in the counties of Böblingen and Calw and offers housing options for people with disabilities at the following locations – very close to you!”)

**Simple German:**

*Die GWW gibt es in den Landkreisen Calw und Böblingen. Wir haben an den folgenden Orten Wohn-Möglichkeiten für Sie.*

(“The GWW exists in the counties of Calw and Böblingen. We have housing options for you in the following locations.”)

The algorithm described has been modified in various ways. Nelken and Shieber (2006) used TF/IDF instead of raw term frequency, logistic regression on the cosine similarity instead of clustering, and an extended version of the local alignment recurrence. Both Nelken and Shieber (2006) and Quirk et al. (2004) found that the first sentence of each document is likely to be aligned. We observed the same for our corpus. Therefore, in our algorithm we adopted the strategy of unconditionally aligning the first sentence of each document.

### 3.3 Results

Table 2 shows the results of evaluating the algorithm described in the previous section with respect to precision, recall, and F1 measure. We introduced two baselines:
<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adapted algorithm of Barzilay and Elhadad (2003)</td>
<td>27.7%</td>
<td>5.0%</td>
<td>8.5%</td>
</tr>
<tr>
<td>Baseline I: First sentence</td>
<td>88.1%</td>
<td>4.8%</td>
<td>9.3%</td>
</tr>
<tr>
<td>Baseline II: Word in common</td>
<td>2.2%</td>
<td>8.2%</td>
<td>3.5%</td>
</tr>
</tbody>
</table>

Table 2: Alignment results on test set

1. Aligning only the first sentence of each text (“First sentence”)

2. Aligning every sentence with a cosine similarity greater than zero (“Word in common”)

As can be seen from Table 2, by applying the sentence alignment algorithm of Barzilay and Elhadad (2003) we were able to extract only 5% of all reference alignments, while precision was below 30%. The rule of aligning the first sentences performed well with a precision of 88%. Aligning all sentences with a word in common clearly showed the worst performance; this is because many sentences have a word in common. Nonetheless, recall was only slightly higher than with the other methods.

In conclusion, none of the three approaches (adapted algorithm of Barzilay and Elhadad (2003), two baselines “First sentence” and “Word in common”) performed well on our test set. We analyzed the characteristics of our data that hampered high-quality automatic alignment.

3.4 Discussion

Compared with the results of Barzilay and Elhadad (2003), who achieved 77% precision at 55.8% recall for their data, our alignment scores were considerably lower (27.7% precision, 5% recall). We found two reasons for this: language challenges and domain challenges. In what follows, we discuss each reason in more detail.

While Barzilay and Elhadad (2003) aligned English/Simple English texts, we dealt with German/Simple German data. As mentioned in Section 3.2, in German nouns (regular nouns as well as proper names) are capitalized. This makes named entity recognition, a preprocessing step to clustering, more difficult. Moreover, German is an example of a morphologically rich language: Its noun phrases are marked with case, leading to different inflectional forms for articles, pronouns, adjectives, and nouns. English morphology is poorer; hence, there is a greater likelihood of lexical overlap. Similarly, compounds are productive in German; an example from our corpus is Seniorenwohnanlagen (“housing complexes for the elderly”). In contrast, English compounds are multiword units, where each word can be accessed separately by a clustering algorithm. Therefore, cosine similarity is more effective for English than it is for German. One way to alleviate this problem would be to use extensive morphological decomposition and lemmatization.

In terms of domain, Barzilay and Elhadad (2003) used city descriptions from an encyclopedia for their experiments. For these descriptions clustering worked well because all articles had the same structure (paragraphs about culture, sports, etc.). The domain of our corpus was broader: It included information about housing, work, and events for people with disabilities as well as information about the organizations behind the respective websites.

Apart from language and domain challenges we observed heavy transformations from AS to LS in our data (Figure 1 shows a sample article in AS and LS). As a result, LS paragraphs were typically very short and the clustering process returned many singleton clusters. Example 4 shows an AS/LS sentence pair that could not be aligned because of this.

(4)

**German:**

Der Beauftragte informiert über die Gesetzeslage, regt Rechtsänderungen an, gibt Praxistipps und zeigt Möglichkeiten der Eingliederung behinderter Menschen in Gesellschaft und Beruf auf.

(“The delegate informs about the legal situation, encourages revisions of laws, gives practical advice and points out possibilities of including people with disabilities in society and at work.”)

**Simple German:**

Er gibt ihnen Tipps und Infos.
Studieren mit Behinderung


Figure 1: Comparison of AS and LS article from http://www.einfach-teilhaben.de

(“He provides them with advice and information.”)

Figure 2 shows the dendrogram of the clustering of the AS texts. A dendrogram shows the results of a hierarchical agglomerative clustering. At the bottom of the dendrogram every paragraph is marked by an individual line. At the points where two vertical paths join, the corresponding clusters are merged to a new larger cluster. The Y-axis is the dissimilarity value of the two clusters. In our experiment the resulting clusters are the clusters at dissimilarity 1.10. Geometrically this is a horizontal cut just below dissimilarity 1.0. As can be seen from Figure 2, many of the paragraphs in the left half of the picture are never merged to a slightly larger cluster but are directly connected to the universal cluster that merges everything. This is because they contain only stopwords or only words that do not appear in all paragraphs of another cluster. Such an unbalanced clustering, where many paragraphs are clustered to one cluster and many other paragraphs remain singleton clusters, reduces the precision of the hierarchical approach.

Studieren mit Behinderung

Behinderte Menschen sollen auch studieren können. Wie alle anderen Menschen auch.

Deshalb darf es keine Hindernisse für behinderte Menschen geben.

Die Hoch-Schulen müssen gut für alle Menschen sein.

Zum Beispiel:

- Hoch-Schulen brauchen Aufsicht und Rampen für Menschen im Rollstuhl.

Für alle Studentinnen und Studenten mit Behinderungen muss es gute Beratung über das Studium geben.

Die Studentinnen und Studenten mit Behinderungen brauchen manchmal besondere Unterstützung.

Zum Beispiel:

- Gehörlose Menschen brauchen einen Gebärden-Deutscher

Damit sie verstehen können, was der Professor erklärt.

- Blinde Menschen brauchen Bücher oder Papiere in Blindenschrift.

Oder sie brauchen die Texte auf dem Computer. Dann können sie die Texte selber lesen.

4 Conclusion and Outlook

In this paper we have reported our experiments in creating a monolingual parallel corpus using German/Simple German documents from the web. We have shown that little work has been done on automatic simplification of German so far. We have described our plan to build a statistical machine translation (SMT) system that translates form German into Simple German. SMT systems require parallel corpora. The process of creating a parallel corpus for use in machine translation involves sentence alignment. Sentence alignment algorithms for bilingual corpora differ from those for monolingual corpora. Since all of our data was from the same language, we applied the monolingual sentence alignment approach of Barzilay and Elhadad (2003). We have shown the limits of the algorithm with respect to the language and domain of our data. For example, named entity recognition, a preprocessing step to clustering, is harder for German than for English, the language Barzilay and Elhadad (2003) worked with. Moreover, German features richer morphology than English, which leads to less lexical overlap when working on the word form level.
The domain of our corpus was also broader than that of Barzilay and Elhadad (2003), who used city descriptions from an encyclopedia for their experiments. This made it harder to identify common article structures that could be exploited in clustering.

As a next step, we will experiment with other monolingual sentence alignment algorithms. In addition, we will build a second parallel corpus for German/Simple German: A person familiar with the task of text simplification will produce simple versions of German texts. We will use the resulting parallel corpus as data for our experiments in automatically translating from German to Simple German. The parallel corpus we compiled as part of the work described in this paper can be made available to interested parties upon request.
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Abstract

This article addresses the lack of common approaches for text simplification evaluation, by presenting the first attempt for a common evaluation metrics. The article proposes reading comprehension evaluation as a method for evaluating the results of Text Simplification (TS). An experiment, as an example application of the evaluation method, as well as three formulae to quantify reading comprehension, are presented. The formulae produce an unique score, the C-score, which gives an estimation of user’s reading comprehension of a certain text. The score can be used to evaluate the performance of a text simplification engine on pairs of complex and simplified texts, or to compare the performances of different TS methods using the same texts. The approach can be particularly useful for the modern crowdsourcing approaches, such as those employing the Amazon’s Mechanical Turk1 or CrowdFlower2. The aim of this paper is thus to propose an evaluation approach and to motivate the TS community to start a relevant discussion, in order to come up with a common evaluation metrics for this task.

1 Context and Motivation

Currently, the area of Text Simplification (TS) is getting more and more attention. Starting as early as in the 1996, Chandrasekar et al. proposed an approach for TS as a pre-processing step before feeding the text to a parser. Next, the

---

Gasperin et al., 2009; Elhadad, 2006; Williams and Reiter, 2008), language learners (Petersen and Ostendorf, 2007), and readers with specific cognitive and language disabilities. The TS approaches, addressing this last type of readers target those suffering from aphasia (Devlin, 1999; Canning, 2002), deaf readers (Inui et al., 2003), dyslexics (Rello et al., 2013) and the readers with general disabilities (Max, 2006; Drndarević et al., 2013).

Despite the large number of current work in TS, there has been almost no attention to defining common text simplification evaluation approaches, which would allow the comparison of different TS systems. Until the present moment, usually, each approach has applied his/her own methods and materials, often taken from other Natural Language Processing (NLP) fields, making the comparison difficult or impossible.

The aim of this paper is thus to propose an evaluation method and to foster the discussion of this topic in the text simplification community, as well as to motivate the TS community to come up with common evaluation metrics for this task.

Next, Section 2 will describe the existing approaches to evaluating TS, as well as the few attempts towards offering a common evaluation strategy. After that, the next sections will present our evaluation approach, starting with Section 3 describing its context, Section 4 presenting the formulae, Section 5 offering the results, and finally Section 6, providing a Discussion and the Conclusions.

2 Evaluation Methods in Text Simplification

As mentioned in the previous section, until now, the different authors adopted different combinations of metrics, without reaching to a common approach, which would allow the comparison of different systems. As the different TS evaluation methods are applied on a variety of different text units (words, sentences, texts), this makes the comparison between approaches even harder. As the aim of this article is to propose a text simplification evaluation metrics which would take into account text comprehensibility and reading comprehension, in this discussion we will focus mostly on the approaches, whose aim is to simplify texts for target readers and their evaluation strategies.

The existing TS evaluation approaches focus either on the quality of the generated text/sentences, or on the effectiveness of text simplification on reading comprehension. The first group of approaches include human judges ratings of simplification, content preservation, and grammaticality, standard MT evaluation scores (BLEU and NIST), a variety of other automatic metrics (perplexity, precision/recall/F-measure, and edit distance). The methods, aiming to evaluate the text simplification impact on reading comprehension, use, instead, reading speed, reading errors, speech errors, comprehension questions, answer correctness, and users’ feedback. Several approaches use a variety of readability formulae (the Flesch, Flesch-Kincaid, Coleman-Liau, and Lorge formulae for English, as well as readability formulae for other languages, such as for Spanish). Due to the criticisms of readability formulae (DuBay, 2004), which often restrict themselves to a very superficial text level, they can be considered to stand on the borderline between the two previously described groups of TS evaluation approaches. As can be seen from the discussion below, different TS systems employ a combination of the listed evaluation approaches.

As one of the first text simplification systems for target reader populations, PSET, seems to have applied different evaluation strategies for different of its components, without running an evaluation of the system as a whole. The lexical simplification component (Devlin, 1999), which replaced technical terms with more frequent synonyms, was evaluated via user feedback, comprehension questions and the use of the Lorge readability formula (Lorge, 1948). The syntactic simplification system evaluated its single components and the system as a whole from different points of view, to a different extent, and used different evaluation strategies. Namely, the text comprehensibility was evaluated via reading time and answers’ correctness given by sixteen aphasic readers; the components replacing passive with active voice and splitting sentences were evaluated for content preservation and grammaticality via four human judges’ ratings; and finally, the anaphora resolution component was evaluated using precision and recall. Siddharthan (2003) did not carry out evaluation with target readers, while three human judges rated the grammaticality and the meaning preservation of ninety-five sentences. Gasperin et al. (2009) used precision, recall and f-measure. Other approaches, using human judges are those of Elhadad (2006),
who also used precision and recall and Yatskar et al. (2010), who employed three annotators comparing pairs of words and indicating them same, simpler, or more complex. Williams and Reiter (2008) run two experiments, the larger one involving 230 subjects and measured oral reading rate, oral reading errors, response correctness to comprehension questions and finally, speech errors. Drndarevic et al. (2013) used 7 readability measures for Spanish to evaluate the degree of simplification, and twenty-five human annotators to evaluate on a Likert scale the grammaticality of the output and the preservation of the original meaning. The recent approaches considering TS as an MT task, such as Specia (2010), Zhu et al. (2010), Coster and Kauchak (2011) and Woodsend and Lapata (2011), apply standard MT evaluation techniques, such as BLEU (Papineni et al., 2002), NIST (Doddington, 2002), and TERp (Snover et al., 2009). In addition, Woodsend and Lapata (2011) apply two readability measures (Flesch-Kincaid, Coleman-Liau) to evaluate the actual reduction in complexity and human judges ratings for simplification, meaning preservation, and grammaticality. Zhu et al. (2010) apply the Flesch readability score (Flesch, 1948) and n-gram language model perplexity, and Coster and Kauchak (2011) – two additional automatic techniques (the word-level-F1 and simple string accuracy), taken from sentence compression evaluation (Clarke and Lapata, 2006).

As we consider that the aim of text simplification for human readers is to improve text comprehensibility, we argue that reading comprehension must be evaluated, and that evaluating just the quality of produced sentences is not enough. Differently from the approaches that employ human judges, we consider that it is better to test real human comprehension with target readers populations, rather than to make conclusions about the extent of population’s understanding on the basis of the opinion of a small number of human judges. In addition, we consider that measuring reading speed, rate, as well as reading and speed errors, requires much more complicated and expensive tools, than having an online system to measure time to reply and recognize correct answers. Finally, we consider that cloze tests are an evaluation method that cannot really reflect the complexity of reading comprehension (for example for measuring manipulations of the syntactic structure of sentences), and for this reason, we select multiple-choice questions as the testing method, which we consider the most reflecting the specificities of the complexity of a text, more accessible than eye-tracking technologies, and more objective than users’ feedback. The approach does not explicitly evaluate the fluency, grammaticality and content preservation of the simplified text, but can be coupled with such additional evaluation.

The closest to ours approach is that of Rello et al. (2013) who evaluated reading comprehension with over ninety readers with and without dyslexia. Besides using eye-tracking (reading time and fixations duration), different reading devices, and users rating the text according to how easy it is to read, to understand and to remember, they obtain also a comprehension score based on multiple-choice questions (MCQ) with 3 answers (1 correct, 1 partially correct and 1 wrong). The difference with our approach is that we consider that having only one correct answer (as suggested by Gronlund (1982)), is a more objective evaluation, rather than having one partially correct answer, which would introduce subjectivity in evaluation.

To support our motivation, some state-of-the-art approaches state the scarcity of evaluation with target readers (Williams and Reiter, 2008), note that there are no commonly accepted evaluation measures (Coster and Kauchak, 2011), attempt to address the need of developing reading comprehension evaluation methods (Siddharthan and Katsos, 2012), and propose common evaluation frameworks (Specia et al., 2012; De Belder and Moens, 2012). More concretely, Siddharthan and Katsos (2012) propose the magnitude estimation of readability judgements and the delayed sentence recall as reading comprehension evaluation methods. Specia et al. (2012) provide a lexical simplification evaluation framework in the context of Semeval-2012. The evaluation is performed using a measure of inter-annotator agreement, based on Cohen (1960). Similarly, De Belder and Moens (2012) propose a dataset for evaluating lexical simplification. No common evaluation framework has been yet developed for syntactic simplification.

As seen in the overview, besides the multitude of existing approaches, and the few approaches attempting to propose a common evaluation framework, there are no widely accepted evaluation metrics or methods, which would allow the com-
parison of existing approaches. The next section presents our evaluation approach, which we offer as a candidate for common evaluation metrics.

3 Proposed Evaluation Metrics

3.1 The Evaluation Experiment

The metrics proposed in this article, was developed in the context of a previously conducted large-scale text simplification evaluation experiment (Temnikova, 2012). The experiment aimed to determine whether a manual, rule-based text simplification approach (namely a controlled language), can re-write existing texts into more understandable versions. Impact on reading comprehension was necessary to evaluate, as the purpose of text simplification was to enhance in first place the reading comprehension of emergency instructions. The controlled language used for simplification was the Controlled Language for Crisis Management (CLCM, more details in (Temnikova, 2012)), which was developed on the basis of existing psychological and psycholinguistic literature discussing human comprehension under stress, which ensures its psychological validity. The text units evaluated in this experiments were whole texts, and more concretely pairs of original texts and their simplified versions. We argue that using whole texts for measuring reading comprehension is better than single sentences, as the texts provide more context for understanding. The experiment took place in the format of an online experiment, conducted via a specially developed web interface, and required users to read several texts and answer Multiple-Choice Questions (MCQ), testing the readers’ understanding of each of the texts. Due to the purpose of the text simplification (emergency situations simulation), users were required to read the texts in a limited time, as to imitate a stressful situation with no time to think and re-read the text. This aspect will not be taken into account in the evaluation, as the purpose is to propose a general formula, applicable to a variety of different text simplification experiments. After reading the text in a limited time, the text was hidden from the readers, and they were presented with a screen, asking if they were ready to proceed with the questions. Next, each question was displayed one by one, along with its answers, with the readers not having the option to go back to the text. In order to ensure the constant attention of the readers and to reduce readers’ tiredness fact or, the texts were kept short (about 150-170 words each), and the number of texts to be read by the reader was kept to four. In addition, to ensure comparability, all the texts were selected in a way to be more or less of the same length. The experiment employed a collection of a total of eight texts, four of which original, non simplified (‘complex’) versions, and the other four – their manually simplified versions. Each user had to read two complex and two simplified texts, none of which was a variant of the other. The interface automatically randomized the order of displaying the texts, to ensure that different users would get different combinations of texts in one of the following two different sequences:

- Complex-Simplified-Complex-Simplified
- Simplified-Complex-Simplified-Complex

This was done in order to minimize the impact of the order of displaying the texts on the text comprehension results. After reading each text, the readers were prompted to answer between four and five questions about each text. The MCQ method was selected as it is considered being the most objective and easily measurable way of assessing comprehension (Gronlund, 1982). The number of questions and answers was selected in a way to not tire the reader (four to five questions per text and four to five answers for each question), and the questions and answers themselves were designed following the the best MCQ practices (Gronlund, 1982). Some of the practices followed involved ensuring that there is only one correct answer per question, making all wrong answers (or ‘distractors’) grammatically, and as text length consistent with the correct answer, in order to avoid giving hints to the reader, and making all distractors plausible and equally attractive. Similarly to the texts, the questions and answers were also displayed in different order to different readers, to avoid that the order influences the comprehension results. The correct answer was displayed in different positions to avoid learning its position and internally marked in a way to distinguish it during evaluation from all the distractors in whatever position it was displayed. The questions required understanding of key aspects of the texts, to avoid relying on pure texts’ memorization (such as under which conditions what was supposed to be done, explanations, and the order in which actions needed to be taken). The information, evaluating
the users’ comprehension, collected during the experiment, was, on one hand the time for answering each question, and on the other hand, the number of correct answers given by all participants while replying to the same question. Besides the fact that we used a specially developed interface, this evaluation approach can be applied to any experiment employing an interface capable of calculating the time for answering and to distinguish the correct answers from the incorrect ones.

The efficiency of the experiment design was thoroughly tested by running it through several rounds of pilot experiments and requiring participants’ feedback.

We claim that the evaluation approach proposed in this paper can be applied to more simply organized experiments, as the randomization aspects are not reflected in the evaluation formulae.

The final experiment involved 103 participants, collected via a request sent to several mailing lists. The participants were 55 percent women and 44 percent male, and ranged from undergraduate students to retired academicians (i.e. corresponded to nineteen to fifty-nine years old). As the experiment allowed entering lots of personal data, it was also known that participants had a variety of professions (including NLP people, teachers, and lawyers), knew English from the beginner through intermediate, to native level, and spoke a large variety of native languages, allowing to have native speakers from many of the World’s language families (Non Indo-European and Indo-European included). Figure 1 shows the coarse-grained classification made at the time of the experiment, and the distribution of participants per native languages. A subset of specific native language participants will be selected to give an example of applying the evaluation metrics to a real evaluation experiment.

In order to obtain results, we have asked the participants to enter a rich selection of information, and recorded the chosen answer (be it correct or not), and the time which each participant employed to give each answer (correct or wrong). Table 1 shows the data we recorded for each single answer of every participant.

The data in Table 1 is: Entry id is each given answer, the Domain background (answer y – yes and n – no) indicates whether the participant has any previous knowledge of the experiment (crisis management) domain. As each text, question and complex/simplified texts pair are given reference numbers, respectively Text number, Question number, and Texts pair number record that. As required by the evaluation method, each entry records also the Time to reply each question (measured in ‘milliseconds’), and the Answer number. As said before, the correct answers are marked in a special way, allowing to distinguish them at a later stage, when counting the number of correct answers.

### 3.2 Definitions and Evaluation Hypotheses

In order to correctly evaluate the performance of the text simplification method on the basis of the above described experiment, the data obtained was thoughtfully analyzed. The two criteria selected to best describe the users’ performance were time to reply and number of correct answers. The evaluation was done offline, after collecting the data from the participants. The evaluation analysis aimed to test the following two hypotheses:

1. The percentage of correct answers given for the simplified text will be higher than the percentage of correct answers given for the complex text.
2. The time to recognize the correct answer and reply correctly to the questions about the simplified text will be significantly lower than the time to recognize the correct answer and

<table>
<thead>
<tr>
<th>Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entry id</td>
<td>1</td>
</tr>
<tr>
<td>Age of the participant</td>
<td>24</td>
</tr>
<tr>
<td>Gender of the participant</td>
<td>f</td>
</tr>
<tr>
<td>Profession of the participant</td>
<td>Student</td>
</tr>
<tr>
<td>Domain background (y/n)</td>
<td>n</td>
</tr>
<tr>
<td>Native lang.</td>
<td>English</td>
</tr>
<tr>
<td>Level of English</td>
<td>Native</td>
</tr>
<tr>
<td>Text number</td>
<td>4</td>
</tr>
<tr>
<td>Exper. completed (0/1)</td>
<td>1</td>
</tr>
<tr>
<td>User number</td>
<td>1</td>
</tr>
<tr>
<td>Question number</td>
<td>30</td>
</tr>
<tr>
<td>Answer number</td>
<td>0</td>
</tr>
<tr>
<td>Time to reply</td>
<td>18695</td>
</tr>
<tr>
<td>Texts pair number</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Participant’s information recorded for each answer.
reply correctly to the questions about the complex text.

The two hypotheses were tested previously by employing only the key variables (time to reply and number of correct answers). It has been proven that comprehension increases with the percentage of correct answers and decreases with the increase of the time to reply. On the basis of these facts, we define the C-Score (a text Comprehension Score) – an objective evaluation metrics, which allows to give a reading comprehension estimate to a text, or to compare two texts or two or more text simplification approaches. The C-Score is calculated text per text. In order to address a variety of situations, we propose three versions of the C-Score, which cover, gradually, all possible variables which can affect comprehension in such an experiment. In the following sections we present their formulae, the variables involved, and discuss their results, advantages and shortcomings.

### 3.3 The C-Score Version One. The C-Score Simple.

Given a text comprehension experiment featuring $n$ texts with $m$ questions with $r$ answers each, an ability to measure time to reply to questions and to recognize the correct answers, we define the C-Score Simple as given below:

$$C_{\text{simple}} = \frac{Pr}{t_{\text{mean}}}$$  \hspace{1cm} (1)

Where: $Pr$ is the percentage of correct answers, from all answers given to all the questions about this text, and $t$ is the average time to reply to all questions about this text (both with a correct and a wrong answer). The time is expressed in arbitrary seconds-based units, depending on the experiment. The logic behind this formula is simple: we consider that comprehension increases with the percentage of correctly answered questions, and diminishes if the mean time to answer questions increases.

### 3.4 The C-Score Version Two. C-Score Complete.

The C-Score complete takes into consideration a rich selection of variables reflecting the questions and answers complexity. In this C-Score version, we consider that the experiment designers will select short texts (e.g. 150 words) of a similar length, with the aim to reduce participants’ tiredness factor, as we did in our experimental settings.

$$C_{\text{complete}} = \frac{Pr}{Nq} \sum_{q=1}^{Nq} \frac{Qs(q)}{t_{\text{mean}}(q)}$$  \hspace{1cm} (2)

In this formula, $Pr$ is the percentage of correct answers by all participants for this text, $Nq$ is the...
number of questions of this text (4-5 in our experiment), and \( t \) is the average time to reply to all questions about this text (4-5 in our experiment). We introduce the concept Question Size, \( (Q_s) \), which is calculated for each question and takes into account the number of answers of the question \( (N_a) \), the question length in words \( (L_q) \), and the total length in words of its answers \( (L_a) \):

\[
Q_s = N_a(L_q + L_a)
\]  

(3)

We consider that the number of questions negatively influences the comprehension results, as the reader gets cognitively tired to process more and more questions about different key aspects of the text. In addition, Gronlund (1982) suggests to restrict the number of questions per text to four-five to achieve better learning. For this reason, we consider that comprehension decreases, if the number of questions is higher. We also consider that answering correctly/faster to a difficult question shows better text comprehension than giving fast a correct answer to a simply-worded question. For this reason we award question difficulty, and we place it above the fraction.  

3.5 The C-Score Version Three.  C-Score Textsize.

Finally, the last version of C-Score takes into account the case when the texts used for comparison can be of a different length, and in this way, the texts’ complexity (for example, when comparing the results of two different TS engines, without having access to the same texts). For this reason, the C-Score 3 considers the text length (called text size, \( T_s \)) of the texts used in the experiment. As a longer text will be more difficult to understand than a shorter text, the text length is placed near the percentage of correct answers.

\[
C_{textsize} = \frac{PrT_s}{N_q} \sum_{q=1}^{N_q} \frac{Q_s(q)}{t_{mean}(q)}
\]  

(4)

4 C-Score Results

We have implemented and applied the above described formulae to the experimental data, presented in Section 3.1. As we have only one text simplification approach, two user scenarios are presented:

1. Original (‘Complex’) vs. Simplified (‘Simple’) pairs of texts comparison. The subset of participants are the speakers of Basque, Turkish, Hungarian, Lithuanian, Vietnamese, Chinese, and Indian languages. All three formulae have been applied.

2. Comparison of the comprehension of the same text of readers from different subgroups. The readers have been divided by age. This scenario can be used to infer psycho-linguistic findings about the reading abilities of different participants.

Please note that the texts pairs are: Text 1 and 2; Text 3 and 4; Text 5 and 6; and Text 7 and 8. In each couple, the first text is complex and the second is its simplified version. The results for the first evaluation scenario are respectively displayed in Table 2 for C-Score Simple, Table 3 for C-Score Complete and Table 4 for C-Score Textsize. The results of C-Score Complete have been multiplied per 100 for better readability. As a reminder, we consider that higher the score is, better is text comprehension. From this point of view, if the text simplification approach was successful, Text 2 (Simplified) should have a higher C-Score than its original, complex Text 1, Text 4 (Simplified) should have a higher C-Score than its original Text 3, Text 6 (Simplified) – a higher score than the complex Text 5, and Text 8 (Simplified) – a higher score than its original Text 7.

In the second scenario, the participants data has been divided into data relevant to participants under 45 years old (ninety-two participants) and into participants over 45 years old (eleven participants). In this case only the C-Score Simple has been applied. The results of this evaluation are shown in Table 5. As our aim is to compare the reading abilities of different ages of people, and not the results of text simplification, only the complex texts are taken into account. The results show that the comprehension score of participants under 45 years old is higher for all texts (despite the uneven participants’ distribution), except in the case of complex Text 5.

A similar phenomenon can be observed in Tables 2, 3 and 4, where in all text pairs, except for pair 3, i.e. Texts 5 and 6 (where can be observed the opposite), the simplified text has a higher comprehension score than its complex original. The hypothesis about the different behavior of Text 5 and 6 is that it is text-specific. This is confirmed by Table 5, which shows that besides the big dif-
ferences in reading comprehension between participants under 45 years old and participants over 45 years old, Text 5 has more or less the same comprehension score for both groups of readers. From this fact we can assume that this text is probably fairly easy, so this type of combination of text simplification rules does not simplify it, and instead, when applied makes it less comprehensible or more awkward for the human readers.

<table>
<thead>
<tr>
<th>Text number</th>
<th>C-Score Simple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text 1 (Complex)</td>
<td>21.3</td>
</tr>
<tr>
<td>Text 2 (Simplified)</td>
<td>35.3</td>
</tr>
<tr>
<td>Text 3 (Complex)</td>
<td>24.8</td>
</tr>
<tr>
<td>Text 4 (Simplified)</td>
<td>34.9</td>
</tr>
<tr>
<td>Text 5 (Complex)</td>
<td>36.8</td>
</tr>
<tr>
<td>Text 6 (Simplified)</td>
<td>23.6</td>
</tr>
<tr>
<td>Text 7 (Complex)</td>
<td>40.5</td>
</tr>
<tr>
<td>Text 8 (Simplified)</td>
<td>51.5</td>
</tr>
</tbody>
</table>

Table 2: Experiment results for C-Score Simple.

<table>
<thead>
<tr>
<th>Text number</th>
<th>Under 45</th>
<th>Over 45</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text 1 (Complex)</td>
<td>39.7</td>
<td>22.5</td>
</tr>
<tr>
<td>Text 3 (Complex)</td>
<td>37.2</td>
<td>18.4</td>
</tr>
<tr>
<td>Text 5 (Complex)</td>
<td>38.4</td>
<td>38.9</td>
</tr>
<tr>
<td>Text 7 (Complex)</td>
<td>54.3</td>
<td>35.9</td>
</tr>
</tbody>
</table>

Table 5: C-Score Simple for one text.

Table 3: Experiment results for C-Score Complete.

Table 4: Experiment results for C-Score Textsize.

5 Discussion and Conclusions

This article has presented an extended discussion of the methods employed for evaluation in the text simplification domain. In order to address the lack of common or standard evaluation approaches, this article proposed three evaluation formulae, which measure the reading comprehension of produced texts. The formulae have been developed on the basis of an extensive reading comprehension experiment, aiming to evaluate the impact of a text simplification approach (a controlled language) on emergency instructions. Two evaluation scenarios have been presented, the first of which calculated with all three formulae, while the second used only the simplest one. In this way, the article aims to address both the lack of common TS evaluation metrics as suggested in Section 2 (Coster and Kauchak, 2011) and the scarcity of reading comprehension (Siddharthan and Katsos, 2012) evaluation with real users (Williams and Reiter, 2008), by proposing a tailored approach for this type of text simplification evaluation. With this article we aim at inciting the Text Simplification Community to open a discussion forum about common methods for evaluating text simplification, in order to provide objective evaluation metrics allowing the comparison of different approaches, and to ensure that simplification really achieves its aims. We also argue that taking in consideration the end-users and text units used for evaluation is important. In our approach, we address only the evaluation of text simplification approaches aiming to improve reading comprehension and experiments in which time to reply to questions and percentage of correct answers can be measured. A plausible scenario for applying our evaluation approach would be to use the Amazon Mechanical Turk for crowd-sourcing and then to evaluate the performance of a text simplification system on complex and simplified texts, to compare the performance of two or more approaches, or of two versions of the same system on the same pairs of texts. These formulae can be also employed in psycholinguistically-oriented experiments, which aim to reach cognitive findings regarding specific target reader groups, such as dyslexics or autis-
tic readers. Future work will involve the comparison of the above proposed evaluation metrics with any of the metrics already employed in the related work, such as the recent and classic readability formulae, eye-tracking, reading rate, human judges ratings, and others. We consider that content preservation and grammaticality are not necessarily to be evaluated for this approach, as the simplified texts have been produced manually, by linguists, who were native speakers of English.
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Abstract

In this paper, we introduce a new baseline for language-independent text difficulty assessment applied to the Interagency Language Roundtable (ILR) proficiency scale. We demonstrate that reading level assessment is a discriminative problem that is best-suited for regression. Our baseline uses z-normalized shallow length features and TF-LOG weighted vectors on bag-of-words for Arabic, Dari, English, and Pashto. We compare Support Vector Machines and the Margin-Infused Relaxed Algorithm measured by mean squared error. We provide an analysis of which features are most predictive of a given level.

1 Introduction

The ability to obtain new materials of an appropriate language proficiency level is an obstacle for second-language learners and educators alike. With the growth of publicly available Internet and news sources, learners and instructors of foreign languages should have ever-increasing access to large volumes of foreign language text. However, sifting through this pool of foreign language data poses a significant challenge. In this paper we demonstrate two machine learning regression methods which can be used to help both learners and course developers by automatically rating documents based on the text difficulty. These methods can be used to automatically identify documents at specific levels in order to speed course or test development, providing learners with custom-tailored materials that match their learning needs.

ILR (Interagency Language Roundtable) levels reflect differences in text difficulty for second-language learners at different stages of their education. A description of each level is shown in Table 1 (Interagency Language Roundtable, 2013). Some levels differ in terms of sentence structure, length of document, type of communication, etc., while others, especially the higher levels, differ in terms of the domain and style of writing. Given these differences, we expect that both semantic content and grammar-related features will be necessary to distinguish between documents at different levels.

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No proficiency</td>
</tr>
<tr>
<td>0+</td>
<td>Memorized proficiency</td>
</tr>
<tr>
<td>1</td>
<td>Elementary proficiency</td>
</tr>
<tr>
<td>1+</td>
<td>Elementary proficiency, plus</td>
</tr>
<tr>
<td>2</td>
<td>Limited working proficiency</td>
</tr>
<tr>
<td>2+</td>
<td>Limited working proficiency, plus</td>
</tr>
<tr>
<td>3</td>
<td>General professional proficiency</td>
</tr>
<tr>
<td>3+</td>
<td>General professional proficiency, plus</td>
</tr>
<tr>
<td>4</td>
<td>Advanced professional proficiency</td>
</tr>
<tr>
<td>4+</td>
<td>Advanced professional proficiency, plus</td>
</tr>
<tr>
<td>5</td>
<td>Functionally native proficiency</td>
</tr>
</tbody>
</table>

Table 1: Description of ILR levels.

Automatically determining ILR levels from documents is a research problem without known solutions. We have developed and adapted a series of rating algorithms and a set of experiments gauging the feasibility of automatic ILR level assignment for text documents. Using data provided by the Defense Language Institute Foreign Language Center (DLIFLC), we show that while the problem is tractable, the performance of automatic
methods is not perfect.

Our general approach treats the ILR rating problem as one of text classification; given the contents and structure of a document, which of the ILR levels should this document be assigned to? This differs from traditional topic classification tasks where word-usage often uniquely defines topics, since we are also interested in features of text complexity that describe structure. Leveling text is a problem better fit to regression because reading level is a continuous scale. We want to know how close a document is to a given level (or between levels), so we measured performance using mean squared error (MSE). We show that language-independent features can be used for regression with Support Vector Machines (SVMs) and the Margin-Infused Relaxed Algorithm (MIRA), and we present our results for this new baseline for Arabic, Dari, English, and Pashto. To the best of our knowledge, this is the first study to systematically examine a language-independent approach to readability using the ILR rating scale for second-language learners.

This paper is structured as follows: Section 2 describes previous work on reading level assessment as a text classification problem, Section 3 describes the two algorithms that we used in our present work, Section 4 describes our data and experiments, Section 5 reports our results, Section 6 provides an analysis of our results, and Section 7 proposes different kinds of future work that can be done to improve this baseline.

2 Related Work

In this section we describe some work on the readability problem that is most closely related to our own.

One of the earliest formulas for reading level assessment, called the Flesch Reading Ease Formula, measured readability based on shallow length features (Flesch, 1948). This metric included two measurements: the average number of words per sentence and the average number of syllables per word. Although these features appear to be shallow at the offset, the number of syllables per word could be taken as an abstraction of word complexity. Those formulas, as well as their various revisions, have become popular because they are easy to compute for a variety of applications, including structuring highly technical text that is comprehensible at lower reading levels (Kincaid et al., 1975). Some of the revisions to the Flesch Reading Ease Formula have included weighting these shallow features in order to linearly regress across different difficulty levels.

Much effort has been placed into automating the scoring process, and recent work on this issue has examined machine learning methods to treat reading level as a text classification problem. Schwarm and Ostendorf (2005) worked on automatically classifying text by grade level for first-language learners. Their machine learning approach was a one vs. all method using a set of SVM binary classifiers that were constructed for each grade level category: 2, 3, 4, and 5. The following features were used for classification: average sentence length, average number of syllables per word, Flesch-Kincaid score, 6 out-of-vocabulary (OOV) rate scores, syntactic parse features, and 12 language model perplexity scores. Their data was taken from the Weekly Reader newspaper, already separated by grade level. They found that the error rate for misclassification by more than one grade level was significantly lower for the SVM classifier than for both Lexile and Flesch-Kincaid. Petersen and Ostendorf (2009) later replicated and expanded Schwarm and Ostendorf (2005), reaffirming that both classification and regression with SVMs provided a better approximation of readability by grade level when compared with more traditional methods such as the Flesch-Kincaid score. In the current work, we also use SVM for regression, but have decided to report mean squared error as a more meaningful metric.

In an effort to uncover which features are the most salient for discriminating among reading levels, Feng et al., (2010) studied classification performance using combinations of different kinds of readability features using data from the Weekly Reader newspaper. Their work examined the following types of features: discourse, language modeling, parsed syntactic features, POS features, shallow length features, as well as some features replicated from Schwarm and Ostendorf (2005). They reported classifier accuracy and mean squared error from two classifiers, SVM and Logistic Regression, which were used to predict grade level for grades 2 through 5. While they found that POS features were the most predictive overall, they also found that the average number of words per sentence was the most predictive length
feature. This length feature alone achieved 52% accuracy with the Logistic Regression classifier. In the present work, we use the average number of words per sentence as a length feature and show that this metric has some correspondence with the different ILR levels.

Another way to examine readability is to treat it as a sorting problem; that is, given some collection of texts, to sort them from easiest to most difficult. Tanaka-Ishii et al., (2010) presented a novel method for determining readability based on sorting texts using text from two groups: low difficulty and high difficulty. They reported their results in terms of the Spearman correlation coefficient to compare performance of Flesch-Kincaid, Dale-Chall, SVM regression, and their sorting method. They showed that their sorting method was superior to the other methods, followed by SVM regression. However, they call for a more modern and efficient approach to the problem, such as online learning, that would estimate weights for regression. We answer their call with an online learning approach in this work.

3 Algorithms

In this section, we describe two maximum margin approaches that we used in our experiments. Both are based on the principle of structural risk minimization. We selected the SVM algorithm because of its proven usefulness for automatic readability assessment. In addition, the Margin-Infused Relaxed Algorithm is advantageous because it is an online algorithm and therefore allows for incremental training while still taking advantage of structural risk minimization.

3.1 Structural Risk Minimization

For many classification and regression problems, maximum margin approaches are shown to perform well with minimal amounts of training data. In general, these approaches involve linear discriminative classifiers that attempt to learn hyperplane decision boundaries which separate one class from another. Since multiple hyperplanes that separate classes can exist, these methods add an additional constraint: they attempt to learn hyperplanes while maximizing a region around the boundary called the margin. We show an example of this kind of margin in Figure 1, where the margin represents the maximum distance between the decision boundary and support vectors. The maximum margin approach helps prevent overfitting issues that can occur during training, a principle called structural risk minimization. Therefore we experiment with two such margin-maximizing algorithms, described below.

![Figure 1: Graphical depiction of the maximum margin principle.](image)

3.2 Support Vector Machines

For text classification problems, the most popular maximum margin approach is the SVM algorithm, introduced by Vapnik (1995). This approach uses a quadratic programming method to find the support vectors that define the margin. This is a batch training algorithm requiring all training data to be present in order to perform the optimization procedure (Joachims, 1998a). We used LIBSVM to implement our own SVM for regression (Chang and Lin, 2001).

Discriminative methods seek to best divide training examples in each class from out-of-class examples. SVM-based methods are examples of this approach and have been successfully applied to other text classification problems, including previous work on reading level assessment (Schwarm and Ostendorf, 2005; Petersen and Ostendorf, 2009; Feng et al., 2010). This approach attempts to explicitly model the decision boundary between classes. Discriminative methods build a model for each class $c$ that is defined by the boundary between examples of class $c$ and examples from all other classes in the training data.
3.3 Margin-Infused Relaxed Algorithm

Online approaches have the advantage of allowing incremental adaptation when new labeled examples are added during training. We implemented a version of MIRA from Crammer and Singer (2003), which we used for regression. Crammer and Singer (2003) proved MIRA as an online multiclass classifier that employs the principle of structural risk minimization, and is described as ultraconservative because it only updates weights for misclassified examples. For classification, MIRA is formulated as shown in equation (1):

\[ e^* = \arg \max_{c \in \mathcal{C}} f_c(d) \]  

where

\[ f_c(d) = w \cdot d \]  

and \( w \) is the weight vector which defines the model for class \( c \). During training, examples are presented to the algorithm in an online fashion (i.e. one at a time) and the weight vector is updated according to the update shown in equation (2):

\[ w_t = w_{t-1} + l(w_{t-1}, d_{t-1})v_{t-1} \]  

\[ l(w_{t-1}, d_{t-1}) = ||d_{t-1} - w_{t-1}|| - \epsilon \]  

\[ v_{t-1} = (\text{sign}(||d_{t-1} - w_{t-1}||) - \epsilon)d_{t-1} \]

where \( l(\cdot) \) is the loss function, \( \epsilon \) corresponds to the margin slack, and \( v_{t-1} \) is the negative gradient of the loss vector for the previously seen example \( ||d_{t-1} - w_{t-1}|| \). This update forces the weight vector towards erroneous examples during training. The magnitude of the change is proportional to the \( l(\cdot) \). For correct training examples, no update is performed as \( l(\cdot) = 0 \). In a binary classification task, MIRA attempts to minimize the loss function in (4), such that the magnitude of the distance between a document vector and the weight vector is also minimized.

However, unlike topic classification or classification of words based on their semantic class where the classes are generally discrete, the ILR levels lie on a continuum (i.e. level 2 >> level 1 >> level 0). Therefore we are more interested in using MIRA for regression because we want to compare the predicted value with the true real-valued label, rather than a class label. For regression, we can redefine the MIRA loss function as follows:

\[ l(w_t, d_t) = |l_t - d_t \cdot w_t| - \epsilon \]

In this case, \( l_t \) is the correct value (in our case, ILR level) for training document \( d_t \) and \( d_t \cdot w_t \) is the predicted value given the current weight vector \( w_t \). We expect that minimizing this loss function cumulatively over the entire training set will yield a regression model that can predict ILR levels for unseen documents.

This revised loss function results in a modified update equation for each online update of the MIRA weight vector (generating a new set of weights \( w_t \) from the previously seen example):

\[ w_t = w_{t-1} + l(w_{t-1}, d_{t-1})v_{t-1} \]  

\[ v_{t-1} = (\text{sign}(||l_{t-1} - d_{t-1} \cdot w_{t-1}||) - \epsilon)d_{t-1} \]

\( v_{t-1} \) defines the direction of loss and the magnitude of the update relative to the current training example \( d_{t-1} \). Since this approach is online, MIRA does not guarantee minimal loss or maximum margin constraints for all of the training data. However, in practice, these methods perform as well as their SVM counterparts without the need for batch training (Crammer et al., 2006).

4 Experiments

4.1 Data

All of our experiments used data from four languages: Arabic (AR), Dari (DAR), English (EN), and Pashto (PS). In Table 2, we show the distribution of number of documents per ILR level for each language. All of our data was obtained from the Directorate of Language Science and Technology (LST) and the Language Technology Evaluation and Application Division (LTEA) at the Defense Language Institute Foreign Language Center (DLIFLC). The data was compiled using an online resource (Domino). Language experts (native speakers) used various texts from the Internet which they considered to be authentic material and they created the Global Language Online Support System (GLOSS) system. The texts were used to debug the GLOSS system and to see how well GLOSS worked for the respective languages. Each of the texts were labeled by two independent linguists expertly trained in ILR level scoring. The ratings from these two linguists were then adjudicated by a third linguist. We used the resulting adjudicated labels for our training and evaluation.

We preprocessed the data by doing the following tokenization: removed extra whitespace, normalized URIs, normalized currency, normalized
numbers, normalized abbreviations, normalized punctuation, and folded to lowercase. We identified words by splitting text on whitespace and we identified sentences by splitting text on punctuation.

### 4.2 Features

It is necessary to define a set of features to help the regressors distinguish between the ILR levels. We conducted our experiments using two different types of features: word-usage features and shallow length features. Shallow length features are shown to be useful in reading level prediction tasks (Feng et al., 2010). Word-usage features, such as the ones used here, are meant to capture some low-level topical differences between ILR levels.

**Word-usage features:** Word frequencies (or weighted word frequencies) are commonly used as features for topic classification problems, as these features are highly correlated with topics (e.g. words like *player* and *touchdown* are very common in documents about topics like *football*, whereas they are much less common in documents about *opera*). We used TF-LOG weighted word frequencies on bag-of-words for each document.

**Length features:** In addition to word-usage, we added three z-normalized length features: (1) average sentence length (in words) per document, (2) number of words per document, and (3) average word length (in characters) per document. We used these as a basic measure of language level complexity. These features are easily computed by automatic means, and they capture some of the structural differences between the ILR levels.

Figures 2, 3, 4, and 5 show the z-normalized average word count per sentence for ILR levels 1, 2 and 3.
Table 3: Performance results (MSE) for SVM and MIRA on Arabic, Dari, English and Pashto for three different kinds of features/combinations.

<table>
<thead>
<tr>
<th></th>
<th>LEN</th>
<th>WORDS</th>
<th>COMBINED</th>
<th></th>
<th>LEN</th>
<th>WORDS</th>
<th>COMBINED</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>4.527</td>
<td>0.283</td>
<td>0.222</td>
<td>SVM</td>
<td>0.411</td>
<td>0.263</td>
<td>0.198</td>
</tr>
<tr>
<td>DAR</td>
<td>5.538</td>
<td>0.430</td>
<td>0.330</td>
<td></td>
<td>0.473</td>
<td>0.409</td>
<td>0.301</td>
</tr>
<tr>
<td>EN</td>
<td>5.155</td>
<td>0.181</td>
<td>0.148</td>
<td></td>
<td>0.430</td>
<td>0.181</td>
<td>0.147</td>
</tr>
<tr>
<td>PS</td>
<td>5.371</td>
<td>0.410</td>
<td>0.360</td>
<td></td>
<td>1.871</td>
<td>0.393</td>
<td>0.391</td>
</tr>
</tbody>
</table>

Figure 5: Pashto, z-normalized average word count per sentence for ILR levels 1, 2 and 3.

zero and unit variance, which were calculated separately for a given length feature. The x-axis shows the deviation of documents relative to the data set mean, in units of overall standard deviation. It is clear from the separability of the levels in these figures that sentence length could be an important indicator of ILR level, though no feature is a perfect discriminator. This is indicated by the significant overlap between the distributions of document lengths at different ILR levels.

4.3 Training

We split the data between training and testing using an 80/20 split of the total data for each language. To formulate the ILR scale as continuous-valued, we assumed that “+” levels are 0.5 higher than their basis (e.g. 2+ = 2.5). Though this may not be optimal if distances between levels are non-constant, the best systems in our experiments show good prediction performance using this assumption.

Both of the classifiers were trained to predict the ILR value as a continuous value using regression. We measured the performance of each method in terms of the mean squared error on the unseen test documents. We tested the following three conditions: length-based features only (LEN), word-usage features only (WORDS), and word and length features combined (COMBINED). Since each algorithm (SVM and MIRA) has a number of parameters that can be tuned to optimize performance, we report results for the best settings for each of the algorithms. These settings were determined by sweeping parameters to optimize performance on the training data for a range of values, for both MIRA and SVM. For both algorithms, we varied the number of training iterations from 500 to 3100 for each language, with stepsize of 100. We also varied the minimum word frequency count from 2 to 26, with stepsize 1. For MIRA only, we varied the slack parameter from 0.0005 to 0.0500, with stepsize 0.00025. For SVM (linear kernel only), we varied the $C$ parameter and $\gamma$ at a coarse setting of $2^n$ with values of $n$ ranging from -15 to 6 with stepsize 1.

5 Results

We compared the performance of the online MIRA approach with the SVM-based approach. Table 3 shows the overall performance of MIRA regression and SVM regression, respectively, for the combinations of features for each language. Mean squared error was averaged over all of the levels in a given language. MIRA is an approximation to SVM, however one of the advantages of MIRA is that it is an online algorithm so it is adaptable after training and training can be enhanced later with more data with a small number of additional data points.

Figures 6 and 7 show the per-level performance for each classifier with the overall best features (COMBINED) for each language. The highest level (Level 4) and lowest levels (Level 1) tend to
exhibit the worst performance across all languages for each regression method. Poorer performance on the outlying levels could be due to overfitting for both SVM and MIRA on those levels. The ILR scale includes 4 major levels at half-step intervals between each one. We are not sure if using a different scale, such as grade levels ranging from 1 to 12, would also exhibit poorer performance on the outlying levels because the highest ILR level corresponds to native-like fluency. This U-shaped performance is seen across both classifiers for each of the languages.

6 Analysis

Our results show that SVM slightly outperformed MIRA for all of the languages. We believe that the reason why MIRA performed worse than SVM is because it was overfit during training whereas SVM was not. This could be due to the parameters that we set during our sweep in training. We selected $C$ and $\gamma$ as parameters to SVM linear-kernel for the best performance. The $\gamma$ values for English and Arabic were set at more than 1000 times smaller than the values for Pashto and Dari (AR: $\gamma=6.1035156 \times 10^{-5}$, DAR: $\gamma=0.0078125$, EN: $\gamma=3.0517578 \times 10^{-5}$, PS: $\gamma=0.03125$). This means that the margins for Pashto and Dari were set to be larger respective to English and Arabic. One reason why these margins were larger is because the features that we used had more discriminative power for English and Arabic. In fact, both MIRA and SVM performed worse on Pashto and Dari.

Since the method described here makes use of linear classifiers that weigh word-usage and length features, it is possible to examine the weights that a classifier learns during training to see which features the algorithm deems most useful in discriminating between ILR levels. One way to do this is to use a multiclass classifier on our data for the categorical levels (e.g. 1, 1+, 2, etc.) and examine the weights that were generated for each class. MIRA is formulated to be a multiclass classifier so we examined its weights for the features. We chose MIRA instead of SVM, even though LIB-SVM supports multiclass classification, because we wanted to capture differences between levels which we could not do with one vs. all. We examined classifier weights of greatest magnitude to see which features were the most indicative and most contra-indicative for that level. We report these two types of features for Level 3 and Level 4 in Tables 4 and 5, respectively. Level 3 documents can have some complex topics, such as politics and art, however it can be noted that some of the more abstract topics like love and hate are contra-indicative of Level 3. On the other hand, we see that abstract topics are highly indicative Level 4 documents where topics such as philosophy, religion, virtue, hypothesis, and theory are discussed. We also note that moral is highly contra-indicative of Level 3 but is highly indicative of Level 4.

7 Discussion and Future Work

We have presented an approach to score documents based on their ILR level automatically using language-independent features. Measures of structural complexity like the length-based fea-
Most
Indicative +
Most Contra-
Indicative -

<table>
<thead>
<tr>
<th></th>
<th>Most Indicative</th>
<th>Most Contra-Indicative</th>
</tr>
</thead>
<tbody>
<tr>
<td>obama</td>
<td>1.739</td>
<td>said -2.259</td>
</tr>
<tr>
<td>to</td>
<td>1.681</td>
<td>your -1.480</td>
</tr>
<tr>
<td>republicans</td>
<td>1.478</td>
<td>is -1.334</td>
</tr>
<tr>
<td>?</td>
<td>1.398</td>
<td>moral -0.893</td>
</tr>
<tr>
<td>than</td>
<td>1.381</td>
<td>this -0.835</td>
</tr>
<tr>
<td>more</td>
<td>1.365</td>
<td>were -0.751</td>
</tr>
<tr>
<td>cells</td>
<td>1.355</td>
<td>area -0.751</td>
</tr>
<tr>
<td>american</td>
<td>1.338</td>
<td>love -0.730</td>
</tr>
<tr>
<td>americans</td>
<td>1.335</td>
<td>says -0.716</td>
</tr>
<tr>
<td>art</td>
<td>1.315</td>
<td>hate -0.702</td>
</tr>
<tr>
<td>it’s</td>
<td>1.257</td>
<td>against -0.682</td>
</tr>
<tr>
<td>could</td>
<td>1.180</td>
<td>people -0.669</td>
</tr>
<tr>
<td>democrats</td>
<td>1.143</td>
<td>body -0.669</td>
</tr>
<tr>
<td>as</td>
<td>1.139</td>
<td>you -0.666</td>
</tr>
<tr>
<td>a</td>
<td>1.072</td>
<td>man -0.652</td>
</tr>
<tr>
<td>but</td>
<td>1.041</td>
<td>all -0.644</td>
</tr>
<tr>
<td>america</td>
<td>0.982</td>
<td>over -0.591</td>
</tr>
</tbody>
</table>

Table 4: Dominant features for English at ILR Level 3.

Most
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<table>
<thead>
<tr>
<th></th>
<th>Most Indicative</th>
<th>Most Contra-Indicative</th>
</tr>
</thead>
<tbody>
<tr>
<td>of</td>
<td>3.298</td>
<td>+number+ -2.524</td>
</tr>
<tr>
<td>this</td>
<td>2.215</td>
<td>. -2.514</td>
</tr>
<tr>
<td>moral</td>
<td>1.880</td>
<td>government -1.120</td>
</tr>
<tr>
<td>philosophy</td>
<td>1.541</td>
<td>have -1.109</td>
</tr>
<tr>
<td>is</td>
<td>1.242</td>
<td>people -1.007</td>
</tr>
<tr>
<td>theory</td>
<td>1.138</td>
<td>would -0.909</td>
</tr>
<tr>
<td>in</td>
<td>1.131</td>
<td>could -0.878</td>
</tr>
<tr>
<td>absolute</td>
<td>1.034</td>
<td>after -0.875</td>
</tr>
<tr>
<td>religion</td>
<td>1.011</td>
<td>you -0.874</td>
</tr>
<tr>
<td>hyperbole</td>
<td>0.938</td>
<td>” -0.870</td>
</tr>
<tr>
<td>mind</td>
<td>0.934</td>
<td>were -0.827</td>
</tr>
<tr>
<td>as</td>
<td>0.919</td>
<td>was -0.811</td>
</tr>
<tr>
<td>hypothesis</td>
<td>0.904</td>
<td>years -0.795</td>
</tr>
<tr>
<td>schelling</td>
<td>0.883</td>
<td>your -0.747</td>
</tr>
<tr>
<td>thought</td>
<td>0.854</td>
<td>americans -0.746</td>
</tr>
<tr>
<td>virtue</td>
<td>0.835</td>
<td>at -0.745</td>
</tr>
<tr>
<td>alchemy</td>
<td>0.828</td>
<td>they -0.720</td>
</tr>
</tbody>
</table>

Table 5: Dominant features for English at ILR Level 4.

Features used in this work are important to achieving good ILR prediction performance. We intend to investigate further measures that could improve this baseline, including features from automatic parsers or unsupervised morphology to measure syntactic complexity. Here we have shown that higher reading levels in English correspond more with abstract topics. In future work, we also want to capture some of the stylistic features of text, such as the complexity of dialogue exchanges.

For both SVM and MIRA, the combination of length and word-usage features had the best impact on performance across languages. We found better performance on this task overall for SVM and we believe that MIRA was overfitting during training. For MIRA, this is likely due to an interaction between a small number of features and the stopping criterion (mean squared error = 0) that we used in training, which tends to overfit. We intend to investigate the stopping criterion in future work. Still, we have shown that MIRA can be useful in this task because it is an online algorithm, and it allows for incremental training and active learning.

Our current approach can be quickly adapted for a new subset of languages because the features that we used here were language-independent. We plan to build a flexible architecture that enables language-specific feature extraction to be combined with our method so that these techniques can be easily used for new languages. We will continuously improve this baseline using the approaches described in this paper. We found that these two algorithms along with these types of features performed pretty well on 4 different languages. It is surprising that these features would correlate across languages even though there are individual differences between each language. In future work, we are interested to look deeper into the nature of language-independence for this task.

With respect to content, we are interested to find out if more word features are needed for some languages but not others. There could be diversity of vocabulary at higher ILR levels, which we could measure with entropy. Additionally, since the MIRA classifier that we are using is an online classifier with weight vector representation for each feature, we could examine the weights and measure the mutual information by ILR level above a certain threshold to find which features are the most predictive of an ILR level, for each language. Lastly, we have assumed that the ILR rating metric is approximately linear, and although we have used linear classifiers in this task, we are interested to learn if other transformations would give us a better sense of ILR level discrimination.
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The paper discusses the main issues regarding the reading skills and comprehension proficiency in written Bulgarian of people with communication difficulties, and deaf people, in particular. We consider several key components of text comprehension which pose a challenge for deaf readers and propose a rule-based system for automatic modification of Bulgarian texts intended to facilitate comprehension by deaf people, to assist education, etc. In order to demonstrate the benefits of such a system and to evaluate its performance, we have carried out a study among a group of deaf people who use Bulgarian Sign Language (BulSL) as their primary language (primary BulSL users), which compares the comprehensibility of original texts and their modified versions. The results shows a considerable improvement in readability when using modified texts, but at the same time demonstrates that the level of comprehension is still low, and that a complex set of modifications will have to be implemented to attain satisfactory results.

1 Introduction

The individual development of deaf people depends on a complex of factors, which include the cause and the degree of hearing loss, the age of hearing loss onset, educational background, language and communication methods, cultural identification, disability preconceptions. Hearing loss leads to a limited spoken language input, delays in language acquisition and communication difficulties. Deaf children and adults demonstrate lower reading achievements than hearing people regardless of the degree of hearing loss, and the use (or lack) of high-performing hearing amplification devices (Paul, 1998; Conrad, 1979; Musselman, 2000; Traxler, 2000; Vermeulen AM, 2007), which shows that reading skills are influenced by complex social, linguistic and communication-related factors rather than by the sensory disability alone.

The paper explores reading comprehension of Deaf people1 who use Bulgarian Sign Language (BulSL) as their primary language. Various research studies both in Bulgaria and abroad have shown that hearing-impaired BulSL users have poorer reading skills than their hearing peers. Various methods for text modification have been explored to the end of obtaining texts that correspond to the proficiency of the readers. Most of the modification methodologies have been focused on simplifying the original texts and decreasing their complexity (Inui et al., 2003). Our approach, however, focuses not on simplification, but on the adaptation of the structure of the original texts to the linguistic properties of BulSL.

The paper is organized as follows. Section 2 discusses the reading skills of BulSL users, paying attention to children’s and adult education in Bulgaria focused on the acquisition of Bulgarian and the relationship between BulSL and verbal Bulgarian. After outlining the main principles which underlie text adaptation aimed at fostering text comprehensibility in the target population, we present a rule-based method for automatic modification of Bulgarian written texts. The method applies a set of linguistic transformations and produces modified versions of the texts, which are better suited to the needs of BulSL users (Section 3). Section 4 describes an experiment devised to explore the reading comprehension of BulSL users of original and modified texts. Section 5 draws conclusions

1Capitalized 'Deaf' is used to denote the community of deaf people who use Sign Language as their primary language. The term emphasizes the socio-cultural model of Deafness rather than the medical view of hearing impairment.
and outlines some directions for future work.

2 Reading Skills of Hearing-Impaired People

2.1 Education

Previous research has shown that deaf students lag behind their hearing peers in reading comprehension, because they experience difficulties with vocabulary (Paul, 1996), syntax (Kelly, 1996), and the use of prior knowledge and metacognition (Trezek et al., 2010). In addition, reading comprehension difficulties are often linked to lack of general knowledge due to inadequate education and limited access to information (Lewis and Jackson, 2001). Two independently performed studies (Albertini and Mayer, 2011; Parault and William, 2010) have found out that deaf college students’ reading skills are below those of six-graders\(^2\).

MacAnally et al. (1999) support the hypothesis that using less complicated and more accessible reading materials, consisting of language constructions close or similar to sign language structure can facilitate reading comprehension and motivate deaf people to read. In support of this claim Berent (2004) points out that deaf students would read more smoothly if the subject, verb, and object are in a simple SVO (subject-verb-object) word order. These studies provide evidence in favour of text adaptation that reflects features of the sign language and the development of modified teaching materials.

Bulgarian education for the deaf is based entirely on the oral approach and no systematic effort has been invested into exploring total communication and bilingual approaches (Lozanova, 2002; Saeva, 2010). Even in the specialized schools for the deaf, where sign language communication occurs naturally, BulSL has not been integrated into the school curriculum. Besides, the linguistic analysis of BulSL has been limited to mere descriptions and presentation of signs: Bulgarian Sign Language dictionaries (1966, 1996); Sign Language Dictionary in Civil Education (Stoyanova et al., 2003); Specialized Multimedia BulSL dictionary\(^3\) (2005).

In order to improve education and the reading and communication skills of deaf people, a comprehensive study of BulSL is necessary, that will provide the basis for developing advanced methods for automatic text modification directed to improving text readability for deaf BulSL users.

2.2 Sign Language and Verbal Language

Research has shown that Deaf children of Deaf parents (DCDP) with sign language as their primary mode of communication outperform their deaf peers of hearing parents (DCHP) on different academic tests, including reading tests (Mayberry, 2000). Several studies have found a positive correlation between the advanced American Sign Language (ASL) skills of deaf students and their higher reading skills (Hoffmeister, 2000; Padden and Ramsey, 2000). Evidence is not conclusive as to how sign languages relate to verbal languages and what influence they have on the acquisition of general communication skills and knowledge about the world.

The extensive research on sign languages in the last fifty years worldwide has shown that they are independent linguistic systems which differ from verbal languages (Stokoe, 1960; Stokoe, 1972; Sutton-Spence and Woll, 2003). Being an independent language, a sign language affects the way in which its users conceptualize the world, according to the principle of linguistic relativity, first formulated by Sapir and Whorf (Lee, 1996). Due to the fact that sign languages are very different from verbal ones, many Deaf people attain a certain level of proficiency in a verbal language at the state of interlanguage\(^4\) (Selinker, 1972) but that level is not sufficient to ensure successful social integration.

2.3 Readability of Written Texts for Native Users of Sign Language

Readability is measured mainly on the basis of vocabulary and sentence complexity, including word length and sentence length: the higher the letter, syllable and word count of linguistic units, the greater the demand on the reader. Some syntactic structures also affect readability – negative and interrogative constructions, passive voice, complex sentences with various relations between the main clause and the subordinates, long distance dependencies, etc. Besides, readability improves if the information in a text is well-organized and efect-\(^4\) The term ‘interlanguage’ denotes the intermediate state in second language acquisition characterized by insufficient understanding and grammatical and lexical errors in language production.
tively presented so that its local and global discourse structure is obvious to the reader (Swann, 1992).

Text modification is often understood as simplification of text structure but this may result in an inadequately low level of complexity and loss of relevant information. Moreover, using a limited vocabulary, avoiding certain syntactic structures, such as complex sentences, is detrimental to the communication and learning skills.

The efforts towards providing equal access to information for Deaf people lack clear principles and uniformity. Firstly, there is no system of criteria for evaluation of text complexity in terms of vocabulary, syntactic structure, stylistics and pragmatics. Further, no standard framework and requirements for text modification have been established, which limits its applications.

3 Text Modification of Bulgarian

Language modification for improved readability is not a new task and its positive and negative aspects have been extensively discussed (BATOD, 2006). One of the most important arguments against text modification is that it requires a lot of resources in terms of human effort and time. An appealing alternative is to employ NLP methods that will facilitate the implementation of automatic modification for improved readability of written texts aimed at the BulSL community.

3.1 General Principles of Text Modification

Several studies have observed different aspects of text modification: splitting chosen sentences with existing tools (Petersen and Ostendorf, 2007), ‘translating’ from complex to simplified sentences with statistical machine translation methods (Specia, 2010), developing text simplification systems (Candido et al., 2009), etc. (Siddharthan, 2011) compares a rule-based and a general purpose generator approaches to text adaptation. Recently the availability of the Simple English Wikipedia has provided the opportunity to use purely data-driven approaches (Zhu et al., 2010). The main operation types both in statistical and in rule-based approaches are: change, delete, insert, and split (Bott and Saggion, 2011).

Although text modification is a highly language dependent task, it observes certain general principles:

- Modified text should be identical or very close in meaning to the original.
- Modified text should be grammatically correct and structurally authentic by preserving as much as possible of the original textual and syntactic structure.
- In general, modified text should be characterized by less syntactic complexity compared with the original text. However, the purpose of the modification is not to simplify the text but rather to make the information in it more accessible and understandable by representing it in relatively short information chunks with simple syntax without ellipses.
- It should be possible to extend the range of modifications and include other components which contribute to readability or introduce other functionalities that facilitate reading comprehension, such as visual representations.

3.2 Stages of Text Modification

At present we apply a limited number of modifications: clause splitting, simplification of syntactic structure of complex sentences, anaphora resolution, subject recovery, clause reordering and insertion of additional phrases.

3.2.1 Preprocessing

The preprocessing stage includes annotation with the minimum of grammatical information necessary for the application of the modification rules. The texts are sentence-split, tokenized, POS-tagged and lemmatized using the Bulgarian Language Processing Chain5 (Koeva and Genov, 2011). Subsequently, clause splitting is applied using a general method based on POS tagging, lists of clause delimiters – clause linking words and multiword expressions and punctuation, and a set of language specific rules.

We define a clause as a sequence of words between two clause delimiters where exactly one finite verb occurs. A finite verb is either: (a) a single finite verb, e.g. yade (eats); (b) or a finite verb phrase formed by an auxiliary and a full verb, e.g. shteshe da yade (would eat); or (c) a finite copular verb phrase with a non-verbal subject complement, e.g. byaha veseli (were merry).

We identify finite verbs by means of a set of rules applied within a window, currently set up to

5http://dcl.bas.bg/services/
two words to the left or to the right:

**Rule P1.** A single finite verb is recognized by the POS tagger. (Some smoothing rules are applied to detect the verb forms actually used in the context – e.g. forms with reflexive and negative particles).

**Rule P2.** If auxiliaries and a lexical verb form occur within the established window, they form a single finite verb phrase. (This rule subsumes a number of more specific rules that govern the formation of analytical forms of lexical verbs by attaching auxiliary verbs and particles.)

**Rule P3.** If an auxiliary (or a copular verb) but not a lexical verb form occurs within the established window, the auxiliary or copula itself is a single finite verb.

**Rule P4.** If a modal and/or a phase verb and a lexical verb form occur within the established window, they form a single finite verb phrase.

**Rule P5.** If a modal (and/or a phase) verb but not a lexical verb form occurs within the established window, the modal verb itself is a single finite verb.

A clause is labeled by a clause opening (CO) at the beginning and a clause closing (CC) at the end. We assume that at least one clause boundary – an opening and/or a close – occurs between any pair of successive finite verbs in a sentence. Each CO is paired with a CC, even if it might not be expressed by an overt element.

We distinguish two types of COs with respect to the type of clause they introduce: coordinate and subordinate. Most of the coordinating conjunctions in Bulgarian are ambiguous since they can link not only clauses, but also words and phrases. On the contrary, most of the subordinating conjunctions, to the exception of several subordinators which are homonymous with prepositions, particles or adverbs, are unambiguous.

Clause closing delimiters are sentence end, closing comma, colon, semicolon, dash.

The following set of clause splitting rules are applied (C1–C9):

**Rule C1.** The beginning of a sentence is a coordinate CO.

**Rule C2.** A subordinating clause linking word or phrase denotes a subordinate CO.

**Rule C3.** If a subordinate CO is on the top of the stack, we look to the right for a punctuation clause delimiter (e.g. comma) which functions as a CC element.

**Rule C4.** If a subordinate CO is on the top of the stack, and the CC is not identified yet, we look for a coordinating clause linking word or phrase which marks a coordinate CO.

**Rule C5.** If a coordinate CO is on the top of the stack, we look for another coordinating clause linking word or phrase which marks a coordinate CO.

**Rule C6.** If a coordinate CO is on the top of the stack and no coordinate CO is found, we look for a punctuation clause delimiter (e.g. a comma) which functions as a CC element.

**Rule C7.** If no clause boundary has been identified between two finite verbs, we insert a clause boundary before the second finite verb.

**Rule C8.** All COs from the stack should have a corresponding CC.

**Rule C9.** The part of the sentence to the right of the last finite verb until the end of the sentence should contain the CCs for all COs still in the stack.

### 3.2.2 Empty subject recovery

The detection, resolution, and assignment of function tags to empty sentence constituents have become subject of interest in relation to parsing (Johnson, 2002; Ryan Gabbard and Marcus, 2004; Dienes and Dubey, 2003), in machine translation, information extraction, automatic summarization (Mitkov, 1999), etc. The inventory of empty categories includes null pronouns, traces of extracted syntactic constituents, empty relative pronouns, etc. So far, we have limited our work to subject recovery.

A common feature of many, if not all, sign languages (BulSL among others) is that each sentence requires an overt subject. Moreover, each subject is indexed by the signer by pointing to the denoted person or thing if it is present in the signing area, or by setting up a point in space as a reference to that person or thing, if it is outside the signing area, and referring to that point whenever the respective person or object is mentioned. In order to avoid ambiguity, different referents are assigned different spatial points. Deaf people find it difficult to deal with complex references in written texts where additional disambiguating markers are rarely available. Being a pro(noun)-drop language, Bulgarian allows the omission of the subject when it is grammatically inferable from the context.

So far the following rules for subject recovery have been defined and implemented:
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Rule SR1. In case the verb is in the first or second person singular or plural and the clause lacks a nominative personal pronoun that agrees with the finite verb, a personal pronoun with the respective agreement features is inserted in the text.

Rule SR2. In case the verb is in the third person singular or plural and the clause lacks a noun or a noun phrase that a) precedes the verb; and b) agrees with the verb in person, number and gender, the closest noun (a head in a noun phrase) in the preceding clause that satisfies the agreement features of the verb is inserted in the text. (The precision of the rule for singular verbs is low.)

3.2.3 Anaphora Resolution

With respect to text modification regarding anaphora resolution, we focus on a limited types of pronominal anaphors — personal, relative and possessive pronouns.

Bulgarian personal pronouns agree in gender and number with their antecedent. Possessive pronouns express a relation between a possessor and a possessed item, and agree both with their antecedent (through the root morpheme) and with the head noun (through the number and gender features of the inflection). For instance in the sentence Vidyah direktora v negovata kola (I saw the director in his car), the possessive pronoun negov indicates that the possessor is masculine or neuter singular and the inflection -a that the possessed is feminine gender, singular. The agreement with the possessor is a relevant feature to text modification. Some relative pronouns koyto (which) (type one) agree with their antecedent in gender and number while others (type two) – chiyto (whose) agree with the noun they modify and not with their antecedent.

We have formulated the following rules for anaphora resolution:
Rule AR1. The antecedent of a personal or a possessive pronoun is the closest noun (the head in the noun phrase) within a given window to the left of the pronoun which satisfies the agreement features of the pronoun.
Rule AR2. The antecedent of a relative pronoun is the nearest noun (the head in the noun phrase) in the preceding clause that satisfies the agreement features of the pronoun.

The following rules for modification of anaphora can be used:
Rule R1. The third personal pronoun is replaced with the identified antecedent.
Rule R2. The possessive pronoun is replaced with a prepositional phrase formed by the preposition na (of) and the identified antecedent.
Rule R3. A relative pronoun of type one is replaced with the identified antecedent.
Rule R4. The relative pronoun chiyto (whose) is replaced with a prepositional phrase formed by the preposition na (of) and the identified antecedent.
Rule R5. The relative pronoun kakavto (such that) is replaced by a noun phrase formed by a demonstrative pronoun and the identified antecedent takava chanta (that bag).

3.2.4 Simplification of Complex Sentences

Complex sentences are one of the main issues for deaf readers because in BulSL, as well as in other sign languages, they are expressed as separate signed statements and the relation between them is explicit.

(Van Valin and LaPolla, 1997) observe that the elements in complex sentences (and other constructions) are linked with a different degree of semantic and syntactic tightness, which is reflected in the Interclausal Relations Hierarchy. The clauses in a sentence have different degree of independence, which determines whether they can be moved within the sentence or whether they can form an individual sentence.

Temporally related events in BulSL most often are represented in a chronological order, and the relation between them is expressed by separate signs or constructions (Example 1).

Example 1.
Zabavlyavayte se, dokato nauchavate i novi neshta.
Have fun while you learn new things.

Signed sentence:
Vie se zabavlyavate. Ednovremенно nauchavate novi neshta /ednovremенно/.
You have fun. Simultaneously, you learn new things /simultaneously/.
(the sign ‘simultaneously’ can be repeated at the end of the sentence again)

Chambers et al. (2007) and Tatu and Srikanth (2008) identify event attributes and event-event features which are used to describe temporal relations between events. Attributes include tense, grammatical aspect, modality, polarity, event
Further, the event-event features include the following: before, includes, begins, ends, simultaneously, and their respective inverses (Chambers et al., 2007), as well as sameActor (binary feature indicating that the events share the same semantic role Agent), eventCoref (binary attribute capturing co-reference information), one-Sent (true when both events are within the same sentence), relToDocDate (defining the temporal relation of each event to the document date) (Tatu and Srikanth, 2008).

(Pustejovsky et al., 2003) also introduce temporal functions to capture expressions such as three years ago, and use temporal prepositions (for, during) and temporal connectives (before, while). Three types of links are considered: TLINK (temporal link between an event and a moment or period of time); SLINK (subordination link between two events); and ALINK (aspectual link between aspectual types).

The structure of the complex sentences is simplified by clause reordering that explicitly reflects the chronological order of the described events. The preposition or postposition of clauses with temporal links if, before, after, etc. may not match the actual causal order. In such cases the order of clauses is simply reversed based on rules of the type:

```
Temporal link  sled kato /when, after/
Construction    CL1 temporal link CL2
Modification(s) CL2. Sled tova /then/ CL1.
```

### 3.2.5 Post-editing

Post editing aims at providing grammatically correct and semantically complete modified text. Clause reordering might lead to inappropriate use of verb tenses. Coping a subject from the previous sentence might require a transformation from an indefinite to a definite noun phrase. Thus, several checks for grammaticality and text cohesion are performed and relevant changes to verb forms and noun definiteness are made. Specific expressions are introduced to highlight temporal, causative, conditional and other relations and to serve as connectives.

Example 2 shows a fully modified text.

#### Example 2.

**Original:**

-Vaz osnova na doklada ot razsledvaneto, sled kato litseto is bilo uvedomeno za vsichki dokazatelsva i sled kato e bilo izslushtano, organat e izdal razreshenie.

**Based on the report from the investigation, after the person has been notified about all evidence and after /he/ has been heard, the authorities have issued a permit.**

**Modified:**

-Litseto e bilo uvedomeno za vsichki dokazatelsva.
-Litseto e bilo izslushtano.
-Sled tova vaz osnova na doklada ot razsledvaneto, organat mozhe da dade razreshenie.

The person has been notified about all evidence.

The person has been heard.

**After that based on the report from the investigation, the authorities may issue a permit.**

### 3.3 Evaluation of System Performance

The evaluation of performance is based on the Bulgarian part of the Bulgarian-English Clause-Aligned Corpus (Koeva et al., 2012) which amounts to 176,397 tokens and includes several categories: administrative texts, fiction, news. The overall evaluation of the system performance is assessed in terms of the evaluation of all subtasks (Section 3.2) as presented in Table 1. The evaluation of finite verbs and anaphora recognition, as well as subject identification is performed manually on a random excerpt of the corpus. Clause splitting is evaluated on the basis of the manual annotation of the corpus. We assess the precision and recall in terms of full recognition and partial recognition. In the first case the entire verb phrase, clause, anaphora, or dropped subject is recognized correctly, while in the latter – only a part of the respective linguistic item is identified. We account for partial recognition since it is often sufficient to produce correct overall results, e.g. partial verb phrase recognition in most cases yields correct clause splitting.

### 4 Experiments and Evaluation of Readability of Modified Texts

#### 4.1 Outline of the Experiment

**4.1.1 Aims and Objectives**

The objective of the experiment was to conduct a pilot testing of original and modified texts in order
Table 1: Evaluation of different stages of text modification

<table>
<thead>
<tr>
<th>Task</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite verb phrases</td>
<td>0.914</td>
<td>0.909</td>
<td>0.912</td>
</tr>
<tr>
<td>(full)</td>
<td>0.980</td>
<td>0.975</td>
<td>0.977</td>
</tr>
<tr>
<td>Finite verb phrases</td>
<td>0.908</td>
<td>0.827</td>
<td>0.817</td>
</tr>
<tr>
<td>(partial)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clauses borders</td>
<td>0.806</td>
<td>0.827</td>
<td>0.817</td>
</tr>
<tr>
<td>Clauses (beginning)</td>
<td>0.908</td>
<td>0.931</td>
<td>0.919</td>
</tr>
<tr>
<td>Anaphora (full)</td>
<td>0.558</td>
<td>0.558</td>
<td>0.558</td>
</tr>
<tr>
<td>Anaphora (partial)</td>
<td>0.615</td>
<td>0.615</td>
<td>0.615</td>
</tr>
<tr>
<td>Subject (full)</td>
<td>0.590</td>
<td>0.441</td>
<td>0.504</td>
</tr>
<tr>
<td>Subject (partial)</td>
<td>0.772</td>
<td>0.548</td>
<td>0.671</td>
</tr>
</tbody>
</table>

Table 2: Structure of the test

<table>
<thead>
<tr>
<th>Text</th>
<th>Type</th>
<th>Version</th>
<th># sentences</th>
<th># clauses</th>
<th># temporal shifts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>News</td>
<td>Original</td>
<td>2</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>News</td>
<td>Modified</td>
<td>5</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Admin</td>
<td>Original</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Admin</td>
<td>Modified</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

4.2.2 Methodology

The testing is conducted either online via tests in e-form (predominantly), or using paper-based versions. Respondents are given texts of each type, i.e. two original and two modified texts. Each text is associated with two tasks, which have to be completed correctly after the reading. The tasks seek to check the level of understanding of the main idea, details, purpose, implication, temporal relations (the sequence of events), and the ability to follow the text development.

- **Task-type 1: Sequence questions.** The respondents have to arrange text elements (sentences and clauses) listed in a random sequence into a chronological order. The task covers temporal, causative, conditional, and other relations, and its goal is to test reading comprehension which involves temporal and logical relations and inferences.

- **Task-type 2: Multiple response questions (MRQ) for testing general reading comprehension.** MRQ are similar to Multiple choice questions (MCQs) in that they provide a predefined set of options, but MRQ allow any number and combinations of options.

4.2.3 Structure of the Test

The test consists of four different texts, each of them with two subtasks – for checking the comprehension of temporal relations and the logical structure of the events in the text (type 1), and general comprehension (type 2).

The number of sentences, clauses and temporal shifts for each text is presented in Table 2.
4.3 Analysis of Results

19 deaf adults proficient in BulSL have taken part in the pilot test study. The results are presented in Table 3 and on Figure 1.

<table>
<thead>
<tr>
<th>Task</th>
<th>Type</th>
<th>Version</th>
<th>correct</th>
<th>all</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>News</td>
<td>Original</td>
<td>5</td>
<td>19</td>
<td>26.32</td>
</tr>
<tr>
<td>2.1</td>
<td>News</td>
<td>Modified</td>
<td>9</td>
<td>19</td>
<td>47.37</td>
</tr>
<tr>
<td>3.1</td>
<td>Admin</td>
<td>Original</td>
<td>6</td>
<td>19</td>
<td>31.58</td>
</tr>
<tr>
<td>4.1</td>
<td>Admin</td>
<td>Modified</td>
<td>10</td>
<td>19</td>
<td>52.63</td>
</tr>
<tr>
<td>1.2</td>
<td>News</td>
<td>Original</td>
<td>7</td>
<td>19</td>
<td>36.84</td>
</tr>
<tr>
<td>2.2</td>
<td>News</td>
<td>Modified</td>
<td>9</td>
<td>19</td>
<td>47.37</td>
</tr>
<tr>
<td>3.2</td>
<td>Admin</td>
<td>Original</td>
<td>7</td>
<td>19</td>
<td>36.84</td>
</tr>
<tr>
<td>4.2</td>
<td>Admin</td>
<td>Modified</td>
<td>10</td>
<td>19</td>
<td>52.63</td>
</tr>
</tbody>
</table>

Table 3: Results of chronological order sub-tasks (1.1-4.1) and general comprehension sub-tasks (1.2-4.2)

We recognize the fact that the small number of respondents does not provide sufficient data to draw conclusions regarding the improvement of readability when using modified texts. However, the results show a significant improvement ($t = 2.0066$ with $p = 0.0485 < 0.05$) in the overall comprehension (chronological order and general understanding) when using the modified texts in comparison with the original texts.

5 Conclusions

As the pilot test suggests, the limited number of modifications is not sufficient to compensate for the problems which deaf people experience with reading. A wider range of text modifications are necessary in order to cover the problematic areas of verbal language competence. Other issues include the use of personal and possessive pronouns, in particular clitics, which are often dropped, the correct use of auxiliary verbs and analytical verb forms. Additional problems such as adjective and noun agreement, subject and verb agreement, etc. need to be addressed specifically, since these have a very different realization in sign languages (e.g., subject and verb are related spatially).

It should be emphasized that there has not been any systematic effort for studying BulSL so far. The detailed exploration of the linguistic properties of BulSL in relation to Bulgarian can give a deeper understanding about the problems in the acquisition of Bulgarian and in particular, the reading difficulties experienced by deaf readers.

Directions for future work include:

- To explore the relationship between reading comprehension and social, educational and other factors;
- To explore the dependence between reading skills and proficiency in BulSL;
- To analyze problems in relation to vocabulary with relation to reading;
- To build a detailed methodology for testing of reading comprehension;
- To explore further the potential of text modification with respect to BulSL in relation to the comparative analyses of the features of BulSL and verbal Bulgarian language.
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Abstract

Comma placements in Chinese text are relatively arbitrary although there are some syntactic guidelines for them. In this research, we attempt to improve the readability of text by optimizing comma placements through integration of linguistic features of text and gaze features of readers.

We design a comma predictor for general Chinese text based on conditional random field models with linguistic features. After that, we build a rule-based filter for categorizing commas in text according to their contribution to readability based on the analysis of gazes of people reading text with and without commas.

The experimental results show that our predictor reproduces the comma distribution in the Penn Chinese Treebank with 78.41 in $F_1$-score and commas chosen by our filter smoothen certain gaze behaviors.

1 Introduction

Chinese is an ideographic language, with no natural apparent word boundaries, little morphology, and no case markers. Moreover, most Chinese sentences are quite long. These features make it especially difficult for Chinese learners to identify composition of a word or a clause in a sentence.

Punctuation marks, especially commas, are allowed to be placed relatively arbitrarily to serve as important segmentation cues (Yue, 2006) for providing syntactic and prosodic boundaries in text; commas indicate not only phrase or clause boundaries but also sentence segmentations, and they capture some of the major aspects of a writer’s prosodic intent (Chafe, 1988). The combination of both aspects promotes cognition when reading text (Ren and Yang, 2010; Walker et al., 2001).

However, although there are guidelines and research on the syntactic aspects of comma placement, prosodic aspects have not been explored, since they are more related with cognition. It is as yet unclear how comma placement should be optimized for reading, and it has thus far been up to the writer (Huang and Chen, 2011).

In this research, we attempt to optimize comma placements by integrating the linguistic features of text and the gaze features of readers. Figure 1 illustrates our approach. First, we design a comma predictor for general Chinese text based on conditional random field (CRF) models with various linguistic features. Second, we build a rule-based filter for classifying commas in text into ones facilitating or obstructing readability, by comparing the gaze features of persons reading text with and without commas. These two steps are connected by applying our rule-based filter to commas predicted by our comma predictor. The experimental results for each step validate our approach.

Related work is described in Section 2. The functions of Chinese commas are described in Section 3. Our CRF model-based comma predictor is examined in Section 4, and our rule-based comma filter is constructed and examined in Section 5 and 6. Section 7 contains a summary and outlines future directions of this research.
There are five main uses of commas in Chinese text, as shown in Table 1. Cases 1 to 4 are from ZDIC.NET (2005), and Case 5 obviously exists in Chinese text. The first three serve the function of emphasis, while the latter two indicate coordinating or subordinating clauses or phrases.

In Cases 1 and 2, a comma is inserted as a kind of pause between a short subject and a long predicate, or between a short remainder predicate, such as see/know, indicate, etc.
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Figure 4: Obtained eye-movement trace map

Figure 5: Total viewing time

that Chinese sentence segmentation can be viewed as detecting loosely coordinated clauses separated by commas.

4 CRF Model-based Comma Predictor

We first predict comma placements in existing text. The prediction is formalized as a task to annotate each word in a word sequence with an IOB-style tag such as I-Comma (following a comma), B-Comma (preceding a comma) or O (neither I-Comma nor B-Comma). We utilize a CRF model for this sequential labeling (Lafferty et al., 2001).

4.1 CRF Model for Comma Prediction

A conditional probability assigned to a label sequence Y for a particular sequence of words X in a first-order linear-chain CRF is given by:

$$P_{\lambda}(Y | X) = \frac{\exp(\sum_{w}^{n} \sum_{i}^{k} \lambda_{i} f_{i}(w_{w-1}, Y_{w}, X, w))}{Z_{\lambda}(X)}$$

where \( w \) is a word position in \( X \), \( f_{i} \) is a binary function describing a feature for \( Y_{w-1}, Y_{w}, X, w \), and \( \lambda_{i} \) is a weight for that feature, and \( Z_{\lambda} \) is a normalization factor over all possible label sequences.

The weight \( \lambda_{i} \) for each \( f_{i} \) is learned on training data. For \( f_{i} \), the linguistic features shown in Table 2 are derived from a syntactic parse of a sentence. The first three were used initially; the rest were added after we got feedback from construction of our rule-based filters (see Section 5).

Figure 2 shows an example of a parsing tree and its corresponding training data.

Some other features or tag formats which worked well in the previous research, such as bi-/tri-gram, a preceding word (L-1) or its POS (POS-1), and IO-style tag (Leaman and González, 2008) were also examined, but they did not work that well, probably because of the difference in task settings.
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4.2 Experimental Settings

The Penn Chinese Treebank (CTB) 7.0 (Nai-wen Xue and Palmer, 2005) consists of 2,448 articles in five genres. It contains 1,196,329 words, and all sentences are annotated with parse trees. We selected four genres for written Chinese (newswire, news magazine, broadcast news and newsgroups/weblogs) from this corpus as our dataset. These were randomly divided into training (90%) and test data (10%). We also corrected errors in tagging and inconsistencies in the dataset, mainly by solving problems around strange characters tagged as PU (punctuation). The commas and characters after this preprocessing numbered 63,571 and 1,533,928 in the training data and 4,116 and 111,172 in the test data.

MALLET (McCallum, 2002) and its application ABNER (Settles, 2005) were used to train the CRF model. We evaluated the results in terms of precision (P = \( \frac{tp}{tp + fp} \)), recall (R = \( \frac{tp}{tp + fn} \)), \( F_1 \)-score (\( F_1 = 2PR/(P+R) \)), and accuracy (\( A = \frac{(tp + tn)}{(tp + tn + fp + fn)} \)), where \( tp, tn, fp \) and \( fn \) are respectively the number of true positives, true negatives, false positives and false negatives, based on whether the model and the corpus provided commas at each location.

4.3 Performance of the CRF Model

Table 3 shows the performance of our CRF model\(^2\). We can see that WS contributed much more to the performance than other features, probably because a word surface itself has a lot of information on both prosodic and syntactic functions. Combining WS with other features greatly improved performance, and as a result, with all features (WS + POS + STAG + DIP + OIC + LOD + WL), precision, recall, \( F_1 \)-score and accuracy were 83.97%, 73.54%, 78.41 and 97.36%.

We also found that a large number of false positives seemed helpful according to native speakers (see the description of the subjects in Section 5 and 6). Although these commas do not appear in the CTB text, they might smoothen the reading experience. We constructed a rule-based filter in order to pick out such commas.

5 Rule-based Comma Filter

We constructed a rule-based comma filter for classifying commas in text into ones facilitating (positive) or obstructing (negative) the reading process as follows:

[Step 1]: Collect gaze data from persons reading text with or without commas (Section 5.1).
[Step 2]: Compare gaze features around commas to find those features that reflect the effect of comma placement. (Section 5.2).
[Step 3]: Annotate commas with categories based on the obtained features (Section 5.3), and devise rules to explain the annotation (Section 5.4).

5.1 Collecting Human Eye-movement Data

Eye-movements during reading contain rich information on how the document is being read, what the reader is interested in, where difficulties happen, etc. The movements are characterized by fixations (short periods of steadiness), saccades (fast movements), and regressions (backward saccades) (Rayner, 1998). In order to analyze the effect of commas on reading the features, we collected gaze data from subjects reading text in the following settings.

[Subjects and Materials] Four native Man-
Table 5: Comma categories

<table>
<thead>
<tr>
<th>Subject</th>
<th>Positive (○)</th>
<th>Semi-positive (△)</th>
<th>Semi-negative (□)</th>
<th>Negative (×)</th>
<th>Adjustment formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>ΔFT &gt; 800</td>
<td>500 &lt; ΔFT ≤ 800</td>
<td>-100 &lt; ΔFT ≤ 500</td>
<td>ΔFT &lt; -100</td>
<td>ΔFT = ΔFT + ΔRT ≤ 200</td>
</tr>
<tr>
<td>C</td>
<td>ΔFT &gt; 900</td>
<td>600 &lt; ΔFT ≤ 900</td>
<td>-200 &lt; ΔFT ≤ 600</td>
<td>ΔFT &lt; -200</td>
<td>ΔFT = ΔFT + ΔRT ≤ 275</td>
</tr>
<tr>
<td>T</td>
<td>ΔFT &gt; 600</td>
<td>300 &lt; ΔFT ≤ 600</td>
<td>-300 &lt; ΔFT ≤ 300</td>
<td>ΔFT &lt; -300</td>
<td>ΔFT = ΔFT + ΔRT ≤ 250</td>
</tr>
<tr>
<td>Z</td>
<td>ΔFT &gt; 650</td>
<td>350 &lt; ΔFT ≤ 650</td>
<td>-250 &lt; ΔFT ≤ 350</td>
<td>ΔFT &lt; -250</td>
<td>ΔFT = ΔFT + ΔRT ≤ 250</td>
</tr>
</tbody>
</table>

ΔFT = fixation time (without commas) [ms] − [fixation time (with commas) [ms]]
ΔRT = [#regressions (without commas)] − [#regressions (with commas)]

Table 6: Estimation formula for judging the contribution of commas to readability

<table>
<thead>
<tr>
<th>Subject</th>
<th>Positive (○)</th>
<th>Semi-positive (△)</th>
<th>Semi-negative (□)</th>
<th>Negative (×)</th>
<th>Adjustment formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>ΔFT &gt; 800</td>
<td>500 &lt; ΔFT ≤ 800</td>
<td>-100 &lt; ΔFT ≤ 500</td>
<td>ΔFT &lt; -100</td>
<td>ΔFT = ΔFT + ΔRT ≤ 200</td>
</tr>
<tr>
<td>C</td>
<td>ΔFT &gt; 900</td>
<td>600 &lt; ΔFT ≤ 900</td>
<td>-200 &lt; ΔFT ≤ 600</td>
<td>ΔFT &lt; -200</td>
<td>ΔFT = ΔFT + ΔRT ≤ 275</td>
</tr>
<tr>
<td>T</td>
<td>ΔFT &gt; 600</td>
<td>300 &lt; ΔFT ≤ 600</td>
<td>-300 &lt; ΔFT ≤ 300</td>
<td>ΔFT &lt; -300</td>
<td>ΔFT = ΔFT + ΔRT ≤ 250</td>
</tr>
<tr>
<td>Z</td>
<td>ΔFT &gt; 650</td>
<td>350 &lt; ΔFT ≤ 650</td>
<td>-250 &lt; ΔFT ≤ 350</td>
<td>ΔFT &lt; -250</td>
<td>ΔFT = ΔFT + ΔRT ≤ 250</td>
</tr>
</tbody>
</table>

ΔFT = fixation time (without commas) [ms] − [fixation time (with commas) [ms]]
ΔRT = [#regressions (without commas)] − [#regressions (with commas)]

Table 7: Categories of annotated commas

<table>
<thead>
<tr>
<th>ID</th>
<th>Category</th>
<th>Effect on readability</th>
<th>Outward manifestation</th>
</tr>
</thead>
</table>
| 6  | Positive (○) | Can improve readability. | Presence would cause GF+.
| 7  | Semi-positive (△) | Might be necessary for readability, but the importance is not as obvious as a positive comma. | Absence might cause GF+.
| 10 | Semi-negative (□) | Might be negative, but its severity is not as obvious as a negative comma. | Absence might cause GF-.
| 12 | Negative (×) | Thought to reduce a document’s readability. | Presence would cause GF-. |

GF+GF- values of eye-tracking features that represent good/poor readability.

The one without commas was presented first (not necessarily in a row). We did not give any comprehension test after reading; we just asked the subjects to read carefully and silently at their normal or lower speed, in order to minimize the effect of the first reading on the second. The subjects were informed of the presence or absence of commas beforehand. The apparatus was calibrated before the experiment and between trials. The experiment lasted around two hours for each subject.

Alignment of eye-tracking data to text. Figure 4 shows an example of the obtained eye-movement trace map, where circles and lines respectively mean fixation points and saccades, and color depth shows their duration. The alignment of the data to the text is a critical task, and although automatic approaches have been proposed (Martínez-Gómez et al., 2012b; Martínez-Gómez et al., 2012b), they do not seem robust enough for our purpose. Accordingly, we here just compared the entire layout of the gaze point distribution and that of the actual text, and adjusted them to have relatively coherent positions on the x-axis; i.e., the beginning and end of the gaze point sequence in a line were made as close as possible to those of the line in the text.

5.2 Analysis of Eye-movement Data

The gaze data were analyzed by focusing on regions around each comma or where each one should be (three characters left and right to the comma).
1. If $L_{\text{Seg}}$ and $R_{\text{Seg}}$ are both very long, a comma must be put between them.
2. If two $\Delta$ appear serially, one is necessary whereas the other might be optional or judged negative, but it still depends on the lengths of the siblings.
3. If two neighboring commas appear very close to each other, one of them is judged as negative whereas judgment on the other one is reserved.
4. If several (more than 2) $\times$ appear continually, one or more $\times$ might be reserved in consideration of the global condition.
5. A comma is always needed after a long sentence or clause without any syntactically significant punctuation with the function of segmentation.
6. If a $\Delta$ appears near a $\circ$, it might be judged as negative with a high probability. However, the judgment process is always from the bottom up, which means $x \rightarrow \circ \rightarrow \Delta \rightarrow \circ$. For example, if a $\circ$ appears near a $\Delta$, we judge $\circ$ first (to be positive or negative), then judge the $\Delta$ in the condition with or without the comma of $\circ$.

Table 8: General rules for reference

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A comma must be put between $L_{\text{Seg}}$ and $R_{\text{Seg}}$ if both are long.</td>
</tr>
<tr>
<td>2</td>
<td>A comma is necessary if two $\Delta$ appear serially.</td>
</tr>
<tr>
<td>3</td>
<td>A comma is reserved if two neighboring commas appear very close.</td>
</tr>
<tr>
<td>4</td>
<td>Several $\times$ may be reserved if continually appeared.</td>
</tr>
<tr>
<td>5</td>
<td>A comma is always needed after a long sentence or clause.</td>
</tr>
<tr>
<td>6</td>
<td>A $\Delta$ near a $\circ$ might be judged negative.</td>
</tr>
</tbody>
</table>

Figure 5, 6 and 7 respectively show the total viewing time, fixation time (duration for all fixations and saccades in a target region) per comma, and number of regressions per comma\(^6\) for each trial. We can see a general trend wherein the former two were shorter and the latter was smaller for the articles with commas than without. The diversity of the subjects was also observed in Figure 6.

Figure 8 and 9 show the saccade length per comma for different measures. The former (latter) figure considers a saccade in which at least one edge (both edges) was in the region. We cannot see any global trend, probably because of the difference in global layout of materials brought by the presence or absence of commas.

5.3 Categorization of Commas

Using the features shown to be effective to represent the effect of comma placement, we analyzed the statistics for each comma in order to manually construct an estimation formula for judging the contribution of each comma to readability. The contribution was classified into four categories (Table 5), and the formula is described in Table \(6\)\(^5\). The adjustment formula was based on our observation that the number of regressions could only be regarded as an aid. For example, for subject C, if $\Delta FT=200$ms and $\Delta RT=2$, $\Delta FT'=350$, and therefore, the comma is annotated as negative. All parameters were decided empirically and manually checked twice (self-judgment and feedback from the subjects).

On the basis of this estimation formula, all articles in Table 4 were manually annotated. Table 7 shows the distribution of the assigned categories\(^8\). One or two features are used to judge the category of a comma. We will explore more features in the future.

5.4 Implementation of Rule-based Filter

The annotated commas were classified into Cases 1 to 5 in Table 1, based on the types of left and right segment conjuncts ($L_{\text{Seg}}$ and $R_{\text{Seg}}$, which were obtained from the parse trees in CTB). For each of the five cases, the reason for the assignment of a category ($\circ$, $\Delta$, $\square$ or $\times$) to each comma was explained by a manually constructed rule which utilized information about $L_{\text{Seg}}$ and $R_{\text{Seg}}$. The rules were constructed so that they would cover as many instances as possible. Table 8 shows the general rules utilized as a reference, and Table 9 shows the finally obtained rules. The rightmost column in this table shows the number of commas matching each rule. These rules were then implemented as a filter for classifying commas in a given text.

For several rules ($\circ 10$, $\square 8$, $\square 10$, $\square 11$ and $\square 12$), there were only single instances. In addition, although our rules were built carefully, a few exceptions to the detailed threshold were found. Collecting and investigating more gaze data would help to make our rules more sophisticated.

6 Performance of the Rule-based Filter

We assumed that our comma predictor provides a CTB text with the same distribution as the original one in CTB (see Figure 1). Accordingly, we examined the quality of the comma categorization by our rule-based filter through gaze experiments.

6.1 Experimental Settings

Another five native Mandarin Chinese speakers were invited as test subjects. The CTB articles assigned to the subjects are listed in Table 10. These articles were selected from the test data in Section 4.2 in such a way that $520 < $#characters$< 700$, $#\text{comma}s > 17$, $#\text{comma}s / #\text{punctuations} > 38\%$, and $#\text{comma}s / #\text{characters} > 3.1\%$, since we needed articles of appropriate length with a fair number of commas. After that, we manually chose articles that seemed to attract the subjects’ interest from those that satisfied the conditions.
Table 9: Entire classification of rules based on traditional comma categories

| Case 1: L = + R | CP | #Commas |
| L | J | P | SBJ | R | VP | (length both < 14 (In_Seg_Len)) | 6 |
| L | J | P | SB | IP | SBJ | (Org_Len > 13, Tij_Len > 15) | 7 |
| x | 6 | L | N | P | SB | IP | R | VP | (length both > 25) | 2 |

| Case 2: L Predicate + R | | #Commas |
| L | IP | SB | J | R | Predicate | (length both < 14 (In_Seg_Len)) | 2 |
| L | IP | SB | IP | SBJ | (Org_Len > 13, Tij_Len > 15) | 7 |
| x | 6 | L | N | P | SB | IP | SBJ | (length both > 25) | 2 |

| Case 3: L Modifier + R | | #Commas |
| L | IP | Predicate | (length both < 14 (In_Seg_Len)) | 2 |
| L | IP | SB | J | R | Modifier | (Org_Len > 13, Tij_Len > 15) | 7 |
| x | 6 | L | N | P | SB | IP | SBJ | (length both > 25) | 2 |

| Case 4: L = + R c | | #Commas |
| L | L | c & R | c | are both long (In_Seg_Len > 15; or > = 13, the other near 20) | 39 |
| L | L | c is the summary of R | c | both | > = 10 | (or one > = 17, the other < = 12) | 25 |
| L | Moderate-length L | c & R | c | both | > = 10 | (or one > = 17, the other < = 12) | 25 |
| L | Moderate-length clause (> = 10), but connected with familiar CC or ADVP | 6 |
| L | Three or more consecutive moderate-length clauses (all c < = 10, and at least one > = 10) | 12 |
| L | Very short L | c & R | c | both | < = 5, something like slogan | 1 |

| Case 5: L | P + R | | #Commas |
| L | Short coordinate modifiers (Both side < = 5) | 4 |
| L | Long L | P | (both < = 15, and at least one < = 10, but pre-L | p (e.g., SB | J is too long ( > = 18) | 2 |
| L | Between two moderate-length/long phrases (both | > = 15, or L | > = 17, R | p > = 10; or L | p > = 10, R | p > = 20) | 39 |
| L | Long pre-L | p | SB | J / ADVP, etc. | > = 16 | and short L | p | c | > = 5 | and long R | p | c | > = 18 | (2) | Moderate-length phrase (> = 10), but connected with familiar CC or ADVP | 2 |
| L | Three or more consecutive short/moderate-length phrases (both < = 15, at least one < = 8) | 5 |
| L | Between short phrases (both | < = c15, and pre-L | p (SB | J/ADVP, etc.) is short/moderate-length (< = 11) | 13 |
| L | Coordinate VPs, and L | VP | is a moderate-length VP (PP-MNR VP) | 4 |
| L | Phrasal coordination between a long (> = 18) and a short (< = 10) phrase | 3 |
| L | Moderate-length coordinate VPs (> = 10), and R | VP has the structure like VP (MP VP) | 1 |
| L | Between two short/moderate-length NP phrases (both | < = 15, e.g., L | N | P | TPC | R | N | SJ | B J | 13 |
| L | Moderate-length/short phrase (i.e., one > = 10 < = 18) | the other > = 5 < = 10, w | one = 5, the other > = 5 < = 10 | (ii) c | both | > = 10, < = 15, w | both < = 5 < = 7, and pre-L | p (SB | J/ADVP, etc.) is short (< = 5) | 1 |

L | S | c | R | c | the left/right segment of a target comma which is x.  
| L | S | c | R | c | x can be “p” (phrase) or “c” (clause), syntactic tags (with function tags) such as “VP” and “SB | J,” or general functions such as “Subject” and “Predicate.”  
| L | S | c | R | c | Org_Len: the number of characters in a segment (including other commas or punctuation inside).  
| L | S | c | R | c | In_Seg_Len/Tij_Len: the number of commas between the comma and nearest punctuation (inside a long/outside a short target segment).  
| L | S | c | R | c | SPO: subject + predicate + object, belonging to the outermost sentence. The length is defined in the similar way as In_Seg_Len.  
| L | S | c | R | c | XX or “XXX”: arbitrary type of possible functional tag (or without any functional tag) connected with the former syntactic tag.  
| L | S | c | R | c | r <= w: #characters <= 5 and #words <= 5.  
| L | S | c | R | c | In some cases (in Case 3, 4 and 5), the length is calculated after negative (or judged negative) commas are eliminated.  
| L | S | c | R | c | The rules related with TMP are applied faster than ones related with LCP (in Case 3).  
| L | S | c | R | c | #3 appears in both Case 4 (clause) and Case 5 (phrase). The number of commas is given by the sum of those in both cases.

Table 10: Materials assigned to each subject

<table>
<thead>
<tr>
<th>Article ID</th>
<th>#Characters, (B) #Punctuations, (C) #Commas</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>692</td>
</tr>
<tr>
<td>11</td>
<td>672</td>
</tr>
<tr>
<td>15</td>
<td>674</td>
</tr>
<tr>
<td>56</td>
<td>547</td>
</tr>
<tr>
<td>56</td>
<td>524</td>
</tr>
<tr>
<td>56</td>
<td>595</td>
</tr>
<tr>
<td>79</td>
<td>655</td>
</tr>
<tr>
<td>99</td>
<td>671</td>
</tr>
<tr>
<td>Average</td>
<td>628.75</td>
</tr>
</tbody>
</table>

Figure 10: Total viewing time for two distributions

Table 10: Materials assigned to each subject

Our rule-based filter was applied to the commas of each article, and the commas were classified into two distributions: a positive one (positive + semi-positive commas) and a negative one (negative + semi-negative commas). Two types of materials were thus generated by leaving the commas in one distribution and removing the others. manuually checked and corrected.
The apparatus and procedure were almost the same as those in Section 5.1, whereas, on the basis of the feedback from the previous experiments, the font size, number of characters in a line, and line spacing were fixed to single optimized values, respectively, 14-point Fang-Song font occupying 15×16 pixels, 33 characters and 7 pixels.

6.2 Evaluation Metrics

We examined whether our positive/negative distributions really facilitated/obstructed the subjects’ reading process by using the following metrics:

\[
\begin{align*}
    & \text{TT, } EM_{FFT} = \frac{FFT}{FT}^{10}, \quad EM_{FT} = \frac{FT}{TT}^{11}, \\
    & EM_{RT} = \frac{RT}{2CN}^{12}, \quad EM_{SLO} = \frac{SLO}{TT},
\end{align*}
\]

where TT, FT, RT and CN are total viewing time, fixation time, number of regressions, and number of commas respectively, as described in Section 5.2. FFT and SLO are additionally introduced metrics respectively for the “total duration for all first-pass fixations in a target region that exclude any regressions” and for the “length of saccades from inside a target region to the outside”\(^{13}\). All of the areas around commas appearing in the original article were considered target areas for the metrics. The other settings were the same as in Section 5.

6.3 Contribution of Categorized Commas

Figure 10, 11, 12, 13 and 14 respectively show TT, \(EM_{FFT}, EM_{FT}, EM_{RT}\) and \(EM_{SLO}\) for two types of comma distributions in each trial.

\(^{10}\)Ratio to the total fixation time in the target areas (FT).

\(^{11}\)Normalized by the total viewing time (TT).

\(^{12}\)Two types of RT count (see Section 5.2) were averaged.

\(^{13}\)Respectively to reflect “the early-stage processing of the region” and “the information processed for a fixation and a decision of the next fixation point” (Hirotani et al., 2006).

For TT, we cannot see any general trend, mainly because this time, the reading order of the text was random, which spread out the second reading effect evenly between the two distributions. For \(EM_{FFT}\), we cannot reach a conclusion either. In contrast, in more than half of the trials, \(EM_{FFT}\) was larger for positive distributions, which would imply that the positive commas helped to prevent the reader’s gaze from revisiting the target regions. For most trials, except for subject S whose calibration was poor and reading process was poor in M56, \(EM_{FT}\) and \(EM_{RT}\) decreased and \(EM_{SLO}\) increased for positive distributions, which implies that the positive commas smoothed the reading process around the target regions.

7 Conclusion

We proposed an approach for modeling comma placement in Chinese text for smoothing reading. In our approach, commas are added to the text on the basis of a CRF model-based comma predictor trained on the treebank, and a rule-based filter then classifies the commas into ones facilitating or obstructing reading. The experimental results on each part of this approach were encouraging.

In our future work, we would like see how commas affect reading by using much more material, and thereby refine our framework in order to bring a better reading experience to readers.
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Abstract

An increasing range of features is being used for automatic readability classification. The impact of the features typically is evaluated using reference corpora containing graded reading material. But how do the readability models and the features they are based on perform on real-world web texts? In this paper, we want to take a step towards understanding this aspect on the basis of a broad range of lexical and syntactic features and several web datasets we collected.

Applying our models to web search results, we find that the average reading level of the retrieved web documents is relatively high. At the same time, documents at a wide range of reading levels are identified and even among the Top-10 search results one finds documents at the lower levels, supporting the potential usefulness of readability ranking for the web. Finally, we report on generalization experiments showing that the features we used generalize well across different web sources.

1 Introduction

The web is a vast source of information on a broad range of topics. While modern search engines make use of a range of features for identifying and ranking search results, the question whether a web page presents its information in a form that is accessible to a given reader is only starting to receive attention. Researching the use of readability assessment as a ranking parameter for web search can be a relevant step in that direction.

Readability assessment has a long history spanning various fields of research from Educational Psychology to Computer Science. At the same time, the question which features generalize to different types of documents and whether the readability models are appropriate for real-life applications has only received little attention.

Against this backdrop, we want to see how well a state-of-the-art readability assessment approach using a broad range of features performs when applied to web data. Based on the approach introduced in Vajjala and Meurers (2012), we thus set out to explore the following two questions in this paper:

- Which reading levels can be identified in a systematic sample of web texts?
- How well do the features used generalize to different web sources?

The paper is organized as follows: Section 2 surveys related work. Section 3 introduces the corpus and the features we used. Section 4 describes our readability models. Section 5 discusses our experiments investigating the applicability of these models to web texts. Section 6 reports on a second set of experiments conducted to test the generalizability of the features used. Section 7 concludes the paper with a discussion of our results.

2 Related Work

2.1 Readability Assessment

The need for assessing the readability of a piece of text has been explored in the educational research community for over eight decades. DuBay (2006) provides an overview of early readability formulae, which were based on relatively shallow features and wordlists. Some of the formulae are still being used in practice, as exemplified by the Flesch-Kincaid Grade Level (Kincaid et al., 1975) available in Microsoft Word.

More recent computational linguistic approaches view readability assessment as a
classification problem and explore different types of features. Statistical language modeling has been a popular approach (Si and Callan, 2001; Collins-Thompson and Callan, 2004), with the hypothesis that the word usage patterns across grade levels are distinctive enough. Heilman et al. (2007; 2008) extended this approach by combining language models with manually and automatically extracted grammatical features.

The relation of text coherence and cohesion to readability is well explored in the CohMetrix project (McNamara et al., 2002). Ma et al. (2012a; 2012b) approached readability assessment as a ranking problem and also compared human versus automatic feature extraction for the task of labeling children’s literature.

The WeeklyReader¹, an American educational newspaper with graded readers has been a popular source of data for readability classification research in the recent past. Petersen and Ostendorf (2009), Feng et al. (2009) and Feng (2010) used it to build readability models with a range of lexical, syntactic, language modeling and discourse features. In Vajjala and Meurers (2012) we created a larger corpus, WeeBit, by combining WeeklyReader with graded reading material from the BBCBitesize website.² We adapted measures of lexical richness and syntactic complexity from Second Language Acquisition (SLA) research as features for readability classification and showed that such measures of proficiency can successfully be used as features for readability assessment.

2.2 Readability Assessment of Web Texts

Despite the significant body of research on readability assessment, applying it to retrieve relevant texts from the web has elicited interest only in the recent past. While Bennöhr (2005) and Newbold et al. (2010) created new readability formulae for this purpose, Ott and Meurers (2010) and Tan et al. (2012) used existing readability formulae to filter search engine results. The READ-X project (Mitsakaki and Troutt, 2008; Mitsakaki, 2009) combined standard readability formulae with topic classification to retrieve relevant texts for users.

The REAP Project³ supports the lexical acquisition of individual learners by retrieving texts that suit a given learner level. Kidwell et al. (2011) also used a word-acquisition model for readability prediction. Collins-Thompson et al. (2011) and Kim et al. (2012) employed word distribution based readability models for personalized search and for creating entity profiles respectively. Nakatani et al. (2010) followed a language modeling approach to rank search results to take user comprehension into account. Google also has an option to filter search results based on reading level, apparently using a language modeling approach.⁴ Kanungo and Orr (2009) used search result snippet based features to predict the readability of short web-summaries.

All the above approaches primarily restrict themselves to traditional formulae or statistical language models encoding the distribution of words. The effect of lexical and syntactic features as used in recent research on readability thus remains to be studied in a web context. Furthermore, the generalizability of the features used to other data sets also remains to be explored. These are the primary issues we address in this paper.

3 Corpus and Features

Let us turn to answering our first question: Which reading levels can be identified in a systematic sample of web texts? To address this question, we first need to introduce the features we used, the graded corpus we used to train the model, and the nature of the readability model.

Since the goal of this paper is not to present new features but to explore the application of a readability approach to the web, we here simply adopt the feature and corpus setup introduced in Vajjala and Meurers (2012). The WeeBit corpus used is a corpus of texts belonging to five reading levels, corresponding to children of age group 7–16 years. It consists of 625 documents per reading level. The articles cover a range of fiction and non-fiction topics. Each article is labeled as belonging to one of five reading levels: Level 2, Level 3, Level 4, KS3 and GCSE.

We adapted both the lexical and syntactic features of Vajjala and Meurers (2012) to build readability models on the basis of the WeeBit corpus and then studied their applicability to real-world documents retrieved from the web as well as the applicability of those features across different web sources.

¹http://weeklyreader.com
²http://www.bbc.co.uk/bitesize
³http://reap.cs.cmu.edu
⁴http://goo.gl/aVv93
Lexical features (LEXFEATURES) The lexical features are motivated by the lexical richness measures used to estimate the quality of language learners’ oral narratives (Lu, 2012). We included several type-token ratio variants used in SLA research: generic type token ratio, root TTR, corrected TTR, bilogarithmic TTR and Uber Index.

In addition, there are lexical variation measures used to estimate the distribution of various parts of speech in the given text. They include the noun variation, adjective variation, modifier variation, adverb variation and verb variation, which represent the proportion of words of the respective part of speech categories compared to all lexical words in the document. Alternative measures for verb variation, namely, Squared Verb Variation and Corrected Verb Variation are also included. Apart from these, we also added the traditionally used measures of average number of characters per word, average number of syllables per word, and two readability formulae, the Flesch-Kincaid score (Kincaid et al., 1975) and the Coleman-Liau score (Coleman and Liau, 1975). Finally, we included the percentage of words from the Academic Word List ⁵. It is a list created by Coxhead (2000) which consists of words that are more commonly found in academic texts.

Syntactic features (SYNFEATURES) These features are adapted from the syntactic complexity measures used to analyze second language writing (Lu, 2010). They are calculated based on the parser output of the BerkeleyParser (Petrov and Klein, 2007), using the Tregex (Levy and Andrew, 2006) pattern matcher. They include: mean lengths of various production units (sentence, clause and t-unit); clauses per sentence and t-unit; t-units per sentence; complex-t units per t-unit and per sentence; dependent clauses per clause, t-unit and sentence; co-ordinate phrases per clause, t-unit and sentence; complex nominals per clause and t-unit; noun phrases, verb phrases and preposition phrases per sentence; average length of NP, VP and PP; verb phrases per t-unit; SBARs per sentence and average parse tree height.

We refer to the feature subset containing all the traditionally used features (# char. per word, # syll. per word and # words per sentence) as TRADFEATURES in this paper.

4 The Readability Model

In computational linguistics, readability assessment is generally approached as a classification problem. To our knowledge, only Heilman et al. (2008) and Ma et al. (2012a) experimented with other kinds of statistical models.

We approach readability assessment as a regression problem. This produces a model which provides a continuous estimate of the reading level, enabling us to see if there are documents that fall between two levels or above the maximal level found in the training data. We used the WEKA implementation of linear regression for this purpose. Since linear regression assumes that the data falls on an interval scale with evenly spaced reading levels, we used numeric values from 1–5 as reading levels instead of the original class names in the WeeBit corpus. Table 1 shows the mapping from WeeBit classes to numeric values, along with the age groups per class.

<table>
<thead>
<tr>
<th>WeeBit class</th>
<th>Age (years)</th>
<th>Reading level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 2</td>
<td>7–8</td>
<td>1</td>
</tr>
<tr>
<td>Level 3</td>
<td>8–9</td>
<td>2</td>
</tr>
<tr>
<td>Level 4</td>
<td>9–10</td>
<td>3</td>
</tr>
<tr>
<td>KS3</td>
<td>11–14</td>
<td>4</td>
</tr>
<tr>
<td>GCSE</td>
<td>14–16</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: WeeBit Reading Levels for Regression

We report Pearson’s correlation coefficient and Root Mean Square Error (RMSE) as our evaluation metrics. Correlation coefficient measures the extent of linear relationship between two random variables. In readability assessment, a high correlation indicates that the texts at a higher difficulty level are more likely to receive a higher level prediction from the model and those at lower difficulty level would more likely receive a lower prediction. RMSE can be interpreted as the average deviation in grade levels between the predicted and the actual values.

We trained four regression models with the feature subsets introduced in section 3: LEXFEATURES, SYNFEATURES, TRADFEATURES and ALLFEATURES. While the criterion used in creating the graded texts in WeeBit is not known, it is likely that they were created with the traditional measures in mind. Indeed, the traditional features also were among the most predictive features in Vajjala and Meurers (2012). Hence, apart from

⁵http://simple.wiktionary.org/wiki/Wiktionary:Academic_word_list
training the above mentioned four regression models, we also trained a fifth model excluding the traditional features and formulae. This experiment was performed to verify if the traditional features are creating a skewed model that relies too heavily on those well-known and thus easily manipulated features in making decisions on test data. We refer to this fifth feature group as **NoTrad**.

Table 2 shows the result of our regression experiments using 10-fold cross-validation on the **WeeBit** corpus, employing the different feature subsets and the complete feature set.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th># Features</th>
<th>Corr.</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEXFeatures</td>
<td>17</td>
<td>0.84</td>
<td>0.78</td>
</tr>
<tr>
<td>SYNFeatures</td>
<td>25</td>
<td>0.88</td>
<td>0.64</td>
</tr>
<tr>
<td>TRADFeatures</td>
<td>3</td>
<td>0.66</td>
<td>1.06</td>
</tr>
<tr>
<td>ALLFeatures</td>
<td>42</td>
<td><strong>0.92</strong></td>
<td><strong>0.54</strong></td>
</tr>
<tr>
<td>NOTRAD</td>
<td>37</td>
<td>0.89</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 2: Linear Regression Results for **WeeBit**

The best correlation of 0.92 was achieved with the complete feature set. 0.92 is considered a strong correlation and coupled with an RMSE of 0.54, we can conclude that our regression model is a good model. In comparison, in Vajjala and Meurers (2012), where we tackle readability assessment as a classification problem, we obtained 93.3% accuracy on this dataset using all features.

Looking at the feature subsets, there also is a good correlation between the model predictions and the actual results in the other cases, except for the model considering only traditional features. While traditional features often are among the most predictive features in readability research, we also found that a model which does not include them can perform at a comparable level (0.89).

Comparing these results with previous research using regression modeling for readability assessment is not particularly meaningful because of the differences in the corpus and the levels used. For example, while Heilman et al. (2008) used a corpus of 289 texts across 12 reading levels achieving a correlation of 0.77, we used the **WeeBit** corpus containing 3125 texts across 5 reading levels.6

We took the two best models of Table 2, **ModALL** using **ALLFeatures** and **ModNoTrad** using the **NOTRAD** feature set, and set out to answer our first guiding question, about the reading levels which such models can identify in a systematic sample of web texts.

5 **Applying readability models to web texts**

To investigate the effect of the two readability models for real-world web texts, we studied their performance on two types of web data:

- web documents crawled from specific websites that offer the same type of material for two groups of readers differing in their reading skills
- web documents identified by a web search engine for a sample of web queries selected from a public query log

5.1 Readability of web data drawn from characteristic web sites

5.1.1 Web test sets used

Following the approach of Collins-Thompson and Callan (2005) and Sato et al. (2008), who evaluated readability models using independent web-based test sets, we compiled three sets of web documents that given their origin can be classified into two classes each:

**Wiki – SimpleWiki:** Wikipedia7, along with its manually simplified version **Simple Wikipedia**, is increasingly used in two-class readability classification tasks and text simplification approaches (Napoles and Dredze, 2010; Zhu et al., 2010; Coster and Kauchak, 2011). We use a collection of 2000 randomly selected parallel articles from each of the two websites, which in the following is referred to as *WIKI* and *SIMPLEWIKI*.

**Time – Time for Kids:** **Time for Kids**9 is a division of the TIME magazine10, which produces articles exclusively for children and is used widely in classrooms. We took a sample of 2000 documents each from Time and from Time for Kids for our experiments and refer them Time and TFK.

**NormalNews – ChildrensNews:** We crawled websites that contain news articles written for children (e.g., http://www.firstnews.co.uk) and categorized them as **CHILDREN’S NEWS**. We also crawled freely accessible articles from popular news websites such as **BBC** or **The Guardian** and

---

6Direct comparisons on the same data set would be most indicative, but many datasets, such as the corpus used in Heilman et al. (2008), are not accessible due to copyright issues.
categorized them as NormalNews. We took 10K documents from each of these two categories for our experiments.

These three corpus pairs collected as test cases differ in several aspects. For example, SimpleWikipedia is not targeting children as such, whereas Time for Kids and ChildrensNews are. And SimpleWikipedia – Wikipedia covers parallel articles in two versions, whereas this is not the case for the the two Time and the two News corpora. However, as far as we see these differences are orthogonal to the issue we are researching here, namely their use as real-life test cases to study the effect of the classification model learned on the WeeBit data.

We applied the two regression models which had performed best on the WeeBit corpus (cf. Table 2 in section 4) to these web datasets. The average reading levels of the different datasets according to these two models are reported in Table 3.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>MODALL</th>
<th>MODNOTRAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SimpleWiki</td>
<td>3.86</td>
<td>2.67</td>
</tr>
<tr>
<td>TFK</td>
<td>4.15</td>
<td>2.72</td>
</tr>
<tr>
<td>ChildrensNews</td>
<td>4.19</td>
<td>2.39</td>
</tr>
<tr>
<td>Wiki</td>
<td>4.21</td>
<td>3.33</td>
</tr>
<tr>
<td>Time</td>
<td>5.04</td>
<td>4.07</td>
</tr>
<tr>
<td>NormalNews</td>
<td>5.58</td>
<td>4.42</td>
</tr>
</tbody>
</table>

Table 3: Applying the WeeBit regression model to the six web datasets.

The table shows that both MODALL and MODNOTRAD place the documents from the children websites (SimpleWiki, TFK and ChildrensNews) at lower reading levels than those from the regular websites for adults (Time, Wiki and NormalNews). However, there is an interesting difference in the predictions made by the two models. The MODALL model including the traditional features consistently assigns a higher reading level to all the documents, and it also fails to separate ChildrensNews (4.19) from Wiki (4.20).

To be able to inspect this in detail, we plotted the class-wise reading level distribution of our regression models. Figure 1 shows the distribution of reading levels for these web datasets using MODALL. As we already knew from the averages, the model assigns somewhat higher reading levels to all documents, and the figure confirms that the texts for children (SimpleWiki, TFK and ChildrensNews) are only marginally distinguished from the corresponding websites targeting adult readers (Time, Wiki and NormalNews). The NormalNews dataset also seems to be placed in a much higher distribution compared to all the other test sets, with more than 50% of the documents getting a prediction of “higher” (the label used for documents placed at level 6 or higher).

Figure 2 shows the distribution of reading levels across the test sets according to MODNOTRAD, the model without traditional features. The model provides a broader coverage across all reading levels, with documents from children web sites and SimpleWikipedia clearly being placed at the lower end of the spectrum and web pages targeting adults at the higher end. NormalNews documents are again placed the highest, but less than 10% fall outside the range established by WeeBit. Time shows the highest diversity, with around 20% for each reading level above the lowest one.

Figure 1: Reading levels assigned by MODALL

Figure 2: Reading levels using MODNOTRAD
The first set of experiments shows that the readability models which were successful on the WeeBit reference corpus seem to be able to identify a corresponding broad range among web documents that we selected top-down by relying on prototypical websites targeting “adult” and “child” readers, which are likely to feature more difficult and easier web documents, respectively. While we cannot evaluate the difference between the two models quantitatively, given the lack of an external gold standard classification of the crawled data, the MODNoTRAD conceptually seems to do a better job at distinguishing the two classes of websites in line with the top-down expectations.

5.2 Readability of search results

Complementing the first set of experiments, establishing that the readability models are capable of placing web documents in line with the top-down classification of the sites they originate from, in the second set of experiments we want to investigate bottom-up whether for some random topics of interest, the web offers texts at different readability levels. This also is of practical relevance, since ranking web search results by readability is only useful if there actually are documents at different reading levels for a given query.

For this investigation, we took the MODNoTRAD model and used it to estimate the reading level of web search results. For web searching, we used the BING search API (http://datamarket.azure.com/dataset/bing/search) and computed the reading levels of the Top-100 search results for a sample of 50 test queries, selected from a publicly accessible database (Lu and Callan, 2003).

Figure 3 characterizes the data obtained through the web searches in terms of the percentage of documents retrieved per reading level according to the MODNoTRAD model. In the Top-100 search results obtained for each of the 50 queries, the model identifies documents at all reading levels, with a peak at reading level 4 (corresponding to KS3 in the original WeeBit dataset).

To determine how much individual queries differ in terms of the readability of the documents they retrieve, we also looked at the results for each query separately. Figure 4 shows the mean reading level of the Top-100 results for each of the 50 search queries. From query to query, the average readability of the documents retrieved seems to differ relatively little, with most results falling into the higher reading levels (4 or above).

Looking at the individual query results, we found that although a lot of news documents tended towards a higher reading level, it is indeed possible to find some texts at lower reading levels even within Top-10 results (indicated in bold). However, we found that even for queries that we would expect to result in hits from websites targeting child readers, those sites often did not make it into the Top-10 results. The same was true for sites offering “simple” language, such as Simple Wikipedia, which was not among the top

Figure 3: Documents retrieved per reading level

Figure 4: Average reading level of search results
Table 4: Reading levels of individual search results

<table>
<thead>
<tr>
<th>Query</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>AvgTop100</th>
</tr>
</thead>
<tbody>
<tr>
<td>local anaesthetic</td>
<td>3.18</td>
<td>4.57</td>
<td>5.35</td>
<td>3.09</td>
<td>4.24</td>
<td>4.6</td>
<td>3.95</td>
<td>4.74</td>
<td>2.72</td>
<td>4.73</td>
<td>3.78</td>
</tr>
<tr>
<td>copyright copy law</td>
<td>1.77</td>
<td>4.59</td>
<td>1.43</td>
<td>2.67</td>
<td>4.63</td>
<td>6.2</td>
<td>2.69</td>
<td>1.1</td>
<td>3.87</td>
<td>5.61</td>
<td>4.57</td>
</tr>
<tr>
<td>halley comet</td>
<td>1.69</td>
<td>4.47</td>
<td>4.54</td>
<td>4.24</td>
<td>2.37</td>
<td>4.1</td>
<td>4.86</td>
<td>3.56</td>
<td>4.21</td>
<td>3.56</td>
<td>4.04</td>
</tr>
<tr>
<td>public offer</td>
<td>4.4</td>
<td>4.35</td>
<td>5.06</td>
<td>5.03</td>
<td>4.36</td>
<td>5.16</td>
<td>4.13</td>
<td>4.67</td>
<td>3.81</td>
<td>1.1</td>
<td>4.39</td>
</tr>
<tr>
<td>optic sensor</td>
<td>2.67</td>
<td>3.38</td>
<td>4.5</td>
<td>3.17</td>
<td>2.54</td>
<td>4.19</td>
<td>4.84</td>
<td>1.47</td>
<td>2.2</td>
<td>3.31</td>
<td>3.83</td>
</tr>
<tr>
<td>europe union politics</td>
<td>3.61</td>
<td>4.9</td>
<td>6.3</td>
<td>4.02</td>
<td>2.17</td>
<td>4.5</td>
<td>1.47</td>
<td>1.58</td>
<td>4.88</td>
<td>6.33</td>
<td>4.33</td>
</tr>
<tr>
<td>presidential poll</td>
<td>4.98</td>
<td>5.38</td>
<td>1.77</td>
<td>6.1</td>
<td>4.76</td>
<td>3.82</td>
<td>1.05</td>
<td>5.11</td>
<td>3.92</td>
<td>4.25</td>
<td>3.95</td>
</tr>
<tr>
<td>shakespeare</td>
<td>2.39</td>
<td>2.9</td>
<td>4.2</td>
<td>4.74</td>
<td>4.76</td>
<td>3.89</td>
<td>1.47</td>
<td>2.13</td>
<td>2.6</td>
<td>4.06</td>
<td>3.58</td>
</tr>
<tr>
<td>air pollution</td>
<td>1.17</td>
<td>4.93</td>
<td>3.7</td>
<td>2.3</td>
<td>4.36</td>
<td>3.73</td>
<td>3.71</td>
<td>3.49</td>
<td>2.22</td>
<td>2.67</td>
<td>4.21</td>
</tr>
<tr>
<td>euclidean geometry</td>
<td>3.88</td>
<td>4.71</td>
<td>4.7</td>
<td>4.3</td>
<td>4.45</td>
<td>4.63</td>
<td>4.04</td>
<td>4.1</td>
<td>3.48</td>
<td><strong>2.58</strong></td>
<td>3.18</td>
</tr>
</tbody>
</table>

results even when it contained pages directly relevant to the query. To provide access to those pages, reranking the search results based on readability would thus be of value.

While we do not want to jump to conclusions based on our sample of 50 queries, the results of our experiments seem to support the idea that readability-based re-ranking of web search results can help users in accessing web documents that also are at the right level for the given user. Returning to the first overall question that lead us here, our experiments support the answer that indeed there are documents spread across different reading levels on the web with a tendency towards higher reading levels.

### 6 Generalizability of the Feature Set

We can now turn to the second question raised in the introduction: How well do the features generalize across different classes of web documents? We saw in section 5.1 that the predictions of the two models we used varied quite a bit, solely based on whether the traditional readability features were included in the model or not. This confirms the need to investigate how generally applicable which types of features are across datasets.

As far as we know, such an experiment validating the generalizability of features was not yet performed in this domain. As there are no publicly available graded web datasets to build new readability models with the same feature set, we used the datasets we introduced in section 5.1.1 for creating two-class readability classification models. Since there are no clear age-group annotations with all these datasets, we decided to use a broad two-level classification instead of more fine-grained grade levels.

The difference between this experiment and the previous one lies in the primary question it attempts to answer. Here, the focus is on verifying if the features are capable of building accurate classification models on different training sets. In the previous experiment, it was on checking if a given classification model (which in that experiment was trained on the WeeBit corpus) can successfully discriminate reading levels for documents from various real-world texts.

We observed in Section 5.1 that with traditional features, the WeeBit based readability model assigned higher reading levels to all the documents from our web datasets. So, it would perhaps be a natural step to train these binary classification models excluding the traditional features. However, the traditional features may still be useful (with different weights) for constructing classification models with other training data. So, we trained two sets of models per training set – one with ALLFEATURES and another excluding traditional features (NOTRAD).

We trained binary classification models using the following training sets:

- **TIME** – TfK texts
- **WIKI** – SIMPLEWIKI texts
- **NORMALNEWS** – KIDSNEWS texts
- **TIME+WIKI** – TfK+SIMPLEWIKI texts

We used the Sequential Minimal Optimization (SMO) algorithm implementation in the WEKA tool kit to train these classifiers. The choice of the algorithm here was motivated by the fact that training is quick and that SMO has successfully
been used in previous research on readability assessment (Feng, 2010; Hancke et al., 2012).

Table 5 summarizes the classification accuracies obtained with the four models using 10-fold cross validation for the four web corpora.

<table>
<thead>
<tr>
<th>Training Set</th>
<th>Accuracy-All</th>
<th>Accuracy-NoTrad</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIME – TFK</td>
<td>95.11%</td>
<td>89.52%</td>
</tr>
<tr>
<td>WIKI – SIMPLEWIKI</td>
<td>92.32%</td>
<td>88.81%</td>
</tr>
<tr>
<td>NORMALNEWS – KIDSNEWS</td>
<td>97.93%</td>
<td>92.54%</td>
</tr>
<tr>
<td>TIME+WIKI – TFK+SIMPLEWIKI</td>
<td>93.38%</td>
<td>89.72%</td>
</tr>
</tbody>
</table>

Table 5: Cross-validation accuracies for binary classification on different web corpora

The results in the table show that the same set of features consistently result in creating accurate classification models for all four web corpora. Each of the two-class classification models performed well, despite the fact that the documents were created by different people and most likely with different instructions on how to write simple texts or simplify already existing texts. It was interesting to note the role of traditional features in improving the accuracy of these binary classification models. But, in the previous experiment, the model with traditional features consistently put all the documents into higher reading levels. It is possible that the role of traditional features in the WeeBit corpus may be skewed as it is likely that it was prepared with traditional readability measures in mind. Contrasting the results of these two experiments raises the question of what features hold more weight in what dataset, which is an interesting issue to explore in the future.

In sum, this experiment provides some clear evidence for affirmatively answering the second question about the generalizability of the feature set we used. The features seem to be sufficiently general for them to be useful in performing readability assessment of real-world documents.

7 Conclusion and Discussion

In this paper, we set out to investigate the applicability and generalizability of readability models for real-world web texts. We started with building readability models using linear regression, on a 5-level readability corpus with a range of lexical and syntactic features (section 4). We applied the two best models thus obtained to several web datasets we compiled from websites targeting children and others designed for adults (section 5.1) and on the Top-100 results obtained using a standard web search engine (section 5.2).

We observed that the models identified texts across a broad range of reading levels in the web corpora. Our pilot study of the reading levels of the search results confirmed that readability models could be useful as re-ranking or filtering parameters that prioritize relevant results which are at the right level for a given user. At the same time, we observed in both these experiments that the average reading level of general web articles is relatively high according to our models. Apart from result ranking, this also calls for the construction of efficient text simplification systems which pick up the difficult texts and attempt to simplify them to a given reading level.

We then proceeded to investigate how well the features used to build these readability models generalize across different corpora. For this, we reused the corpora with articles for children and adult readers from prototypical websites (section 5.1.1) and built four binary classification models with all of the readability features (section 6). Each of the models achieved good classification accuracies, supporting that the broad feature set used generalizes well across corpora. Whether or not to use traditional readability features is somewhat difficult to answer since those formulae are often taken into account when writing materials, so high classification accuracy on such corpora may be superficial in that it is not necessarily indicative of the spectrum of texts found on the web (section 5.1). This also raises the more general question which features work best for which kind of dataset. A systematic exploration of the effect of the individual features along with the impact of document topic and genre on readability would be interesting and relevant to pursue in the future.

In our future work, we also intend to explore further features for this task and improve our understanding of the correlations between the different features. Finally, we are considering reformulating readability assessment as ordinal regression or preference ranking.
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Abstract
The task of identifying complex words (CWs) is important for lexical simplification, however it is often carried out with no evaluation of success. There is no basis for comparison of current techniques and, prior to this work, there has been no standard corpus or evaluation technique for the CW identification task. This paper addresses these shortcomings with a new corpus for evaluating a system’s performance in identifying CWs. Simple Wikipedia edit histories were mined for instances of single word lexical simplifications. The corpus contains 731 sentences, each with one annotated CW. This paper describes the method used to produce the CW corpus and presents the results of evaluation, showing its validity.

1 Introduction
CW identification techniques are typically implemented as a preliminary step in a lexical simplification system. The evaluation of the identification of CWs is an often forgotten task. Omitting this can cause a loss of accuracy at this stage which will adversely affect the following processes and hence the user’s understanding of the resulting text.

Previous approaches to the CW identification task (see Section 5) have generally omitted an evaluation of their method. This gap in the literature highlights the need for evaluation, for which gold standard data is needed. This research proposes the CW corpus, a dataset of 731 examples of sentences with exactly one annotated CW per sentence.

A CW is defined as one which causes a sentence to be more difficult for a user to read. For example, in the following sentence:

‘The cat reposed on the mat’

The presence of the word ‘reposed’ would reduce the understandability for some readers. It would be difficult for some readers to work out the sentence’s meaning, and if the reader is unfamiliar with the word ‘reposed’, they will have to infer its meaning from the surrounding context. Replacing this word with a more familiar alternative, such as ‘sat’, improves the understandability of the sentence, whilst retaining the majority of the original semantics.

Retention of meaning is an important factor during lexical simplification. If the word ‘reposed’ is changed to ‘sat’, then the specific meaning of the sentence will be modified (generally speaking, reposed may indicate a state of relaxation, whereas sat indicates a body position) although the broad meaning is still the same (a cat is on a mat in both scenarios). Semantic shift should be kept to a minimum during lexical simplification. Recent work (Biran et al., 2011; Bott et al., 2012) has employed distributional semantics to ensure simplifications are of sufficient semantic similarity.

Word complexity is affected by many factors such as familiarity, context, morphology and length. Furthermore, these factors change from person to person and context to context. The same word, in a different sentence, may be perceived as being of a different level of difficulty. The same word in the same sentence, but read by a different person, may also be perceived as different in difficulty. For example, a person who speaks English as a second language will struggle with unfamiliar words depending on their native tongue. Conversely, the reader who has a low reading ability will struggle with long and obscure words. Whilst there will be some crossover in the language
these two groups find difficult, this will not be exactly the same. This subjectivity makes the automation and evaluation of CW identification difficult.

Subjectivity makes the task of natural language generation difficult and rules out automatically generating annotated complex sentences. Instead, our CW discovery process (presented in Section 2) mines simplifications from Simple Wikipedia\(^1\) edit histories. Simple Wikipedia is well suited to this task as it is a website where language is collaboratively and iteratively simplified by a team of editors. These editors follow a set of strict guidelines and accountability is enforced by the self policing community. Simple Wikipedia is aimed at readers with a low English reading ability such as children or people with English as a second language. The type of simplifications found in Wikipedia and thus mined for use in our corpus are therefore appropriate for people with low English proficiency. By capturing these simplifications, we produce a set of genuine examples of sentences which can be used to evaluate the performance of CW identification systems. It should be noted that although these simplifications are best suited to low English proficiency users, the CW identification techniques that will be evaluated using the corpus can be trained and applied for a variety of user groups.

The contributions of this paper are as follows:

- A description of the method used to create the CW corpus. Section 2.
- An analysis of the corpus combining results from 6 human annotators. Section 3.
- A discussion on the practicalities surrounding the use of the CW corpus for the evaluation of a CW identification system. Section 4.

Related and future work are also presented in Sections 5 and 6 respectively.

2 Design

Our corpus contains examples of simplifications which have been made by human editors during their revisions of Simple Wikipedia articles. These are in the form of sentences with one word which has been identified as requiring simplification.\(^2\) These examples can be used to evaluate the output of a CW identification system (see Section 6). To make the discovery and evaluation task easier, we limit the discovered simplifications to one word per sentence. So, if an edited sentence differs from its original by more than one word, we do not include it in our corpus. This also promotes uniformity in the corpus, reducing the complexity of the evaluation task.

2.1 Preliminaries

SUBTLEX

The SUBTLEX dataset (Brysbaert and New, 2009) is used as a familiarity dictionary. Its primary function is to associate words with their frequencies of occurrence, assuming that words which occur more frequently are simpler. SUBTLEX is also used as a dictionary for testing word existence: if a word does not occur in the dataset, it is not considered for simplification. This may occur in the case of very infrequent words or proper nouns. The

\(^1\)http://simple.wikipedia.org/

\(^2\)We also record the simplification suggested by the original Simple Wikipedia editor.

Table 1: The results of different experiments on the SemEval lexical simplification data (de Belder and Moens, 2012), showing the SUBTLEX data’s superior performance over several baselines. Each baseline gave a familiarity value to a set of words based on their frequency of occurrence. These values were used to produce a ranking over the data which was compared with a gold standard ranking using kappa agreement to give the scores shown here. A baseline using the Google Web 1T dataset was shown to give a higher score than SUBTLEX, however this dataset was not available during the course of this research.

<table>
<thead>
<tr>
<th>System</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUBTLEX</td>
<td>0.3552</td>
</tr>
<tr>
<td>Wikipedia Baseline</td>
<td>0.3270</td>
</tr>
<tr>
<td>Kučera-Francis</td>
<td>0.3097</td>
</tr>
<tr>
<td>Random Baseline</td>
<td>0.0157</td>
</tr>
</tbody>
</table>
SUBTLEX data is chosen over the more conventional Kućera-Francis frequency (Kućera and Francis, 1967) and over a baseline produced from Wikipedia frequencies due to a previous experiment using a lexical simplification dataset from task 1 of SemEval 2012 (de Belder and Moens, 2012). See Table 1.

**Word Sense**

Homonymy is the phenomenon of a wordform having 2 distinct meanings as in the classic case: ‘Bank of England’ vs. ‘River bank’. In each case, the word bank is referring to a different semantic entity. This presents a problem when calculating word frequency as the frequencies for homonyms will be combined. Word sense disambiguation is an unsolved problem and was not addressed whilst creating the CW corpus. The role of word sense in lexical simplification will be investigated at a later stage of this research.

**Yatskar et al. (2010)**

The CW corpus was built following the work of Yatskar et al. (2010) in identifying paraphrases from Simple Wikipedia edit histories. Their method extracts lexical edits from aligned sentences in adjacent revisions of a Simple Wikipedia article. These lexical edits are then processed to determine their likelihood of being a true simplification. Two methods for determining this probability are presented, the first uses conditional probability to determine whether a lexical edit represents a simplification and the second uses metadata from comments to generate a set of trusted revisions, from which simplifications can be detected using pointwise mutual information. Our method (further explained in Section 2.2) differs from their work in several ways. Firstly, we seek to discover only single word lexical edits. Secondly, we use both article metadata and a series of strict checks against a lexicon, a thesaurus and a simplification dictionary to ensure that the extracted lexical edits are true simplifications. Thirdly, we retain the original context of the simplification as lexical complexity is thought to be influenced by context (Biran et al., 2011; Bott et al., 2012).

Automatically mining edit histories was chosen as it provides many instances quickly and at a low cost. The other method of creating a similar corpus would have been to ask several professionally trained annotators to produce hundreds of sets of sentences, and to mark up the CWs in these. The use of professionals would be expensive and annotators may not agree on the way in which words should be simplified, leading to further problems when combining annotations.

**2.2 Method**

In this section, we explain the procedure to create the corpus. There are many processing stages as represented graphically in Figure 1. The stages in the diagram are further described in the sections below. For simplicity, we view Simple Wikipedia as a set of pages P, each with an associated set of revisions R. Every revision of every page is processed iteratively until P is exhausted.

**Content Articles**

The Simple Wikipedia edit histories were obtained. The entire database was very large, so only main content articles were considered. All user, talk and meta articles were discarded. Non-content articles are not intended to be read by typical users and so may not reflect the same level of simplicity as the rest of the site.

**Revisions which Simplify**

When editing a Simple Wikipedia article, the author has the option to attach a comment to their revision. Following the work of Yatskar et al. (2010), we only consider those revisions which have a comment containing some morphological equivalent of the lemma ‘simple’, e.g. simplify, simplifies, simplification, simpler, etc. This allows us to search for comments where the author states that they are simplifying the article.

**Tf-idf Matrix**

Each revision is a set of sentences. As changes from revision to revision are often small, there will be many sentences which are the same in adjacent revisions. Sentences which are likely to contain a simplification will only have one word difference and sentences which are unrelated will have many different words. Tf-idf (Salton and Yang, 1973) vectors are calculated.
For every relevant pair of revisions $r_i$ and $r_{i+1}$

Calculate tf-idf matrix for sentences in $r_i$ and $r_{i+1}$

Threshold matrix to give likely candidates

Sentence Pairs in the form $<A,B>$ Where $A$ is a sentence from $r_i$ and $B$ is from $r_{i+1}$

For every sentence pair

Set of Pages $P = p_1, ..., p_i$ where each $p_i$ is the set of revisions $R = r_1, ..., r_i$ and each $r_i$ is the set of sentences $S = s_1, ..., s_i$.

Calculate Hamming distance between $A$ and $B$, check it is equal to 1

Extract the edited Words: $\alpha$ from $A$ and $\beta$ from $B$

Check $\alpha$ and $\beta$ are real words

Stem $\alpha$ and $\beta$, checking the stems are not equal

Check $\alpha$ and $\beta$ are synonymous

Check $\beta$ is simpler than $\alpha$

If all conditions are met True

Store pair $<A,B>$ in CW Corpus

Process next pair False

Figure 1: A flow chart showing the process undertaken to extract lexical simplifications. Each part of this process is further explained in Section 2.2. Every pair of revisions from every relevant page is processed, although the appropriate recursion is omitted from the flow chart for simplicity.
for each sentence and the matrix containing the dot product of every pair of sentence vectors from the first and second revision is calculated. This allows us to easily see those vectors which are exactly the same — as these will have a score of one.\footnote{As tf-idf treats a sentence as a bag of words it is possible for two sentences to give a score of 1 if they contain the same words, but in a different order. This is not a problem as if the sentence order is different, there is a minimum of 2 lexical edits — meaning we still wish to discount this pair.} It also allows us to easily see which vectors are so different that they could not contain a one word edit. We empirically set a threshold at $0.9 \leq X < 1$ to capture those sentences which were highly related, but not exactly the same.

### Candidate Pairs

The above process resulted in pairs of sentences which were very similar according to the tf-idf metric. These pairs were then subjected to a series of checks as detailed below. These were designed to ensure that as few false positives as possible would make it to the corpus. This may have meant discarding some true positives too, however the cautious approach was adopted to ensure a higher corpus accuracy.

### Hamming Distance

We are only interested in those sentences with a difference of one word, because sentences with more than one word difference may contain several simplifications or may be a rewording. It is more difficult to distinguish whether these are true simplifications. We calculate the Hamming distance between sentences (using wordforms as base units) to ensure that only one word differs. Any sentence pairs which do not have a Hamming distance of 1 are discarded.

### Reality Check

The first check is to ensure that both the words are a part of our lexicon, ensuring that there is SUBTLEX frequency data for these words and also that they are valid words. This stage may involve removing some valid words, which are not found in the lexicon, however this is preferable to allowing words that are the result of spam or vandalism.

### Inequality Check

It is possible that although a different word is present, it is a morphological variant of the original word rather than a simplification. E.g., due to a change in tense, or a correction. To identify this, we stem both words and compare them to make sure they are not the same. If the word stems are equal then they are unlikely to be a simplification, so this pair is discarded. Some valid simplifications may also be removed at this point, however these are difficult to distinguish from the non-simplifications.

### Synonymy Check

Typically, lexical simplification involves the selection of a word’s synonym. WordNet (Fellbaum, 1998) is used as a thesaurus to check if the second word is listed as a synonym of the first. As previously discussed (Section 2.1), we do not take word sense into account at this point. Some valid simplifications may not be identified as synonyms in WordNet, however we choose to take this risk — discarding all non-synonym pairs. Improving thesaurus coverage for complex words is left to future work.

Stemming is favoured over lemmatisation for two reasons. Firstly, because lemmatisation requires a lot of processing power and would have terminally slowed the processing of the large revision histories. Secondly, stemming is a dictionary-independent technique, meaning it can handle any unknown words. Lemmatisation requires a large dictionary, which may not contain the rare CWs which are identified.

### Simplicity Check

Finally, we check that the second word is simpler than the first using the SUBTLEX frequencies. All these checks result in a pair of sentences, with one word difference. The differing words are synonyms and the change has been to a word which is simpler than the original. Given these conditions have been met, we store the pair in our CW Corpus as an example of a lexical simplification.

#### 2.3 Examples

This process was used to mine the following two examples:
Complex word: functions.
Simple word: uses.
A dictionary has been designed to have one or more _______ that can help the user in a particular situation.

Complex word: difficult
Simple word: hard
Readability tests give a prediction as to how _______ readers will find a particular text.

3 Corpus Analysis

3.1 Experimental Design

To determine the validity of the CW corpus, a set of six mutually exclusive 50-instance random samples from the corpus were turned into questionnaires. One was given to each of 6 volunteer annotators who were asked to determine, for each sentence, whether it was a true example of a simplification or not. If so, they marked the example as correct. This binary choice was employed to simplify the task for the annotators. A mixture of native and non-native English speakers was used, although no marked difference was observed between these groups. All the annotators are proficient in English and currently engaged in further or higher education. In total, 300 instances of lexical simplification were evaluated, covering over 40% of the CW corpus.

A 20 instance sample was also created as a validation set. The same 20 instances were randomly interspersed among each of the 6 datasets and used to calculate the inter-annotator agreement. The validation data consisted of 10 examples from the CW corpus and 10 examples that were filtered out during the earlier stages of processing. This provided sufficient positive and negative data to show the annotator’s understanding of the task. These examples were hand picked to represent positive and negative data and are used as a gold standard.

Agreement with the gold standard is calculated using Cohen’s kappa (Cohen, 1968). Inter-annotator agreement is calculated using Fleiss’ kappa (Fleiss, 1971), as in the evaluation of a similar task presented in de Belder and Moens (2012). In total, each annotator was presented with 70 examples and asked to label these. A small sample size was used to reduce the effects of annotator fatigue.

3.2 Results

Of the six annotations, four show the exact same results on the validation set. These four identify each of the 10 examples from the CW corpus as a valid simplification and each of the 10 examples that were filtered out as an invalid simplification. This is expected as these two sets of data were selected as examples of positive and negative data respectively. The agreement of these four annotators further corroborates the validity of the gold standard. Annotator agreement is shown in Table 2.

The 2 other annotators did not strongly agree on the validation sets. Calculating Cohen’s kappa between each of these annotators and the gold standard gives scores of 0.6 and 0.4 respectively, indicating a moderate to low level of agreement. The value for Cohen’s kappa between the two non-agreeing annotators is 0.2, indicating that they are in low agreement with each other.

Analysing the errors made by these 2 annotators on the validation set reveals some inconsistencies. E.g., one sentence marked as incorrect changes the fragment ‘education and teaching’ to ‘learning and teaching’. However, every other annotator marked the enclosing sentence as correct. This level of inconsistency and low agreement with the other annotators

<table>
<thead>
<tr>
<th>Annotation Index</th>
<th>Cohen’s Kappa</th>
<th>Sample Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>98%</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>96%</td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>70%</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>84%</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>96%</td>
</tr>
</tbody>
</table>

Table 2: The results of different annotations. The kappa score is given against the gold standard set of 20 instances. The sample accuracy is the percentage of the 50 instances seen by that annotator which were judged to be true examples of a lexical simplification. Note that kappa is strongly correlated with accuracy (Pearson’s correlation: $r = 0.980$)
shows that these annotators had difficulty with the task. They may not have read the instructions carefully or may not have understood the task fully.

Corpus accuracy is defined as the percentage of instances that were marked as being true instances of simplification (not counting those in the validation set). This is out of 50 for each annotator and can be combined linearly across all six annotators.

Taking all six annotators into account, the corpus accuracy is 90.67%. Removing the worst performing annotator (kappa = 0.4) increases the corpus accuracy to 94.80%. If we also remove the next worst performing annotator (kappa = 0.6), leaving us with only the four annotators who were in agreement on the validation set, then the accuracy increases again to 97.5%.

There is a very strong Pearson’s correlation ($r = 0.980$) between an annotator’s agreement with the gold standard and the accuracy which they give to the corpus. Given that the lower accuracy reported by the non-agreeing annotators is in direct proportion to their deviation from the gold standard, this implies that the reduction is a result of the lower quality of those annotations. Following this, the two non-agreeing annotators should be discounted when evaluating the corpus accuracy — giving a final value of 97.5%.

4 Discussion

The necessity of this corpus developed from a lack of similar resources. CW identification is a hard task, made even more difficult if blind to its evaluation. With this new resource, CW identification becomes much easier to evaluate. The specific target application for this is lexical simplification systems as previously mentioned. By establishing and improving upon the state of the art in CW identification, lexical simplification systems will directly benefit by knowing which wordforms are problematic to a user.

Methodologically, the corpus is simple to use and can be applied to evaluate many current systems (see Section 6). Techniques using distributional semantics (Bott et al., 2012) may require more context than is given by just the sentence. This is a shortcoming of the corpus in its present form, although not many techniques currently require this level of context. If necessary, context vectors may be extracted by processing Simple Wikipedia edit histories (as presented in Section 2.2) and extracting the required information at the appropriate point.

There are 731 lexical edits in the corpus. Each one of these may be used as an example of a complex and a simple word, giving us 1,462 points of data for evaluation. This is larger than a comparable data set for a similar task (de Belder and Moens, 2012). Ways to further increase the number of instances are discussed in Section 6.

It would appear from the analysis of the validation sets (presented above in Section 3.2) that two of the annotators struggled with the task of annotation, attaining a low agreement against the gold standard. This is most likely due to the annotators misunderstanding the task. The annotations were done at the individual’s own workstation and the main guidance was in the form of instructions on the questionnaire. These instructions should be updated and clarified in further rounds of annotation. It may be useful to allow annotators direct contact with the person administering the questionnaire. This would allow clarification of the instructions where necessary, as well as helping annotators to stay focused on the task.

The corpus accuracy of 97.5% implies that there is a small error rate in the corpus. This occurs due to some non-simplifications slipping through the checks. The error rate means that if a system were to identify CWs perfectly, it would only attain 97.5% accuracy on the CW corpus. CW identification is a difficult task and systems are unlikely to have such a high accuracy that this will be an issue. If systems do begin to attain this level of accuracy then a more rigorous corpus will be warranted in future.

There is significant interest in lexical simplification for languages which are not English (Bott et al., 2012; Aluísio and Gasperin, 2010; Dell’Oroletta et al., 2011; Keskiääkkä, 2012). The technique for discovering lexical simplifications presented here relies heavily on the existence of Simple English Wikipedia. As no
other simplified language Wikipedia exists, it would be very difficult to create a CW corpus for any language other than English. However, the corpus can be used to evaluate CW identification techniques which will be transferrable to other languages, given the existence of sufficient resources.

5 Related Work

As previously noted, there is a systemic lack of evaluation in the literature. Notable exceptions come from the medical domain and include the work of Zeng et al. (2005), Zeng-Treitler et al. (2008) and Elhadad (2006). Zeng et al. (2005) first look at word familiarity scoring correlated against user questionnaires and predictions made by a support vector machine. They show that they are able to predict the complexity of medical terminology with a relative degree of accuracy. This work is continued in Zeng-Treitler et al. (2008), where a word’s context is used to predict its familiarity. This is similarly correlated against a user survey and used to show the importance of context in predicting word familiarity. The work of Elhadad (2006) uses frequency and psycholinguistic features to predict term familiarity. They find that the size of their corpus greatly affects their accuracy. Whilst these techniques focus on the medical domain, the research presented in this paper is concerned with the more general task of CW identification in natural language.

There are two standard ways of identifying CWs in lexical simplification systems. Firstly, systems attempt to simplify every word (Devin and Tait, 1998; Thomas and Anderson, 2012; Bott et al., 2012), assuming that CWs will be modified, but for simple words, no simpler alternative will exist. The danger is that too many simple words may be modified unnecessarily, resulting in a change of meaning. Secondly, systems use a threshold over some word familiarity score (Biran et al., 2011; Elhadad, 2006; Zeng et al., 2005). Word frequency is typically used as the familiarity score, although it may also be combined with word length (Biran et al., 2011). The advent of the CW corpus will allow these techniques to be evaluated alongside each other on a common data set.

The CW corpus is similar in conception to the aforementioned lexical simplification dataset (de Belder and Moens, 2012) which was produced for the SemEval 2012 Task 1 on lexical simplification. This dataset allows synonym ranking systems to be evaluated on the same platform and was highly useful during this research (see Table 1).

6 Future Work

The CW corpus is still relatively small at 731 instances. It may be grown by carrying out the same process with revision histories from the main English Wikipedia. Whilst the English Wikipedia revision histories will have fewer valid simplifications per revision, they are much more extensive and contain a lot more data. As well as growing the CW corpus in size, it would be worthwhile to look at ways to improve its accuracy. One way would be to ask a team of annotators to evaluate every single instance in the corpus and to discard or keep each according to their recommendation.

Experiments using the corpus are presented in Shardlow (2013), further details on the use of the corpus can be found by following this reference. Three common techniques for identifying CWs are implemented and statistically evaluated. The CW Corpus is available from META-SHARE under a CC-BY-SA Licence.
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Abstract

In this paper we report the results of a pilot study of basing readability prediction on training data annotated with reading time. Although reading time is known to be a good metric for predicting readability, previous work has mainly focused on annotating the training data with subjective readability scores usually on a 1 to 5 scale. Instead of the subjective assessments of complexity, we use the more objective measure of reading time. We create and evaluate a predictor using the binary classification problem; the predictor identifies the better of two documents correctly with 68.55% accuracy. We also report a comparison of predictors based on reading time and on readability scores.

1 Introduction

Several recent studies have attempted to predict the readability of documents (Pitler and Nenkova, 2008; Burstein et al., 2010; Nenkova et al., 2010; Pitler et al., 2010; Tanaka-Ishii et al., 2010). Predicting readability has a very important role in the field of computational linguistics and natural language processing:

- Readability prediction can help users retrieve information from the Internet. If the readability of documents can be predicted, search engines can rank the documents according to readability, allowing users to access the information they need more easily (Tanaka-Ishii et al., 2010).

- The predicted readability of a document can be used as an objective function in natural language applications such as machine translation, automatic summarization, and document simplification. Machine translation can use a readability predictor as a part of the objective function to make more fluent translations (Nenkova et al., 2010). The readability predictor can also be used as a part of a summarizer to generate readable summaries (Pitler et al., 2010). Document simplification can help readers understand documents more easily by automatically rewriting documents that are not easy to read (Zhu et al., 2010; Woodsend and Lapata, 2011). This is possible by paraphrasing the sentences so as to maximize document readability.

- Readability prediction can be used for educational purposes (Burstein et al., 2010). It can assess human-generated documents automatically.

Most studies build a predictor that outputs a readability score (generally 1-5 scale) or a classifier or ranker that identifies which of two documents has the better readability. Using textual complexity to rank documents may be adequate for several applications in the fields of information retrieval, machine translation, document simplification, and the assessment of human-written documents. Approaches based on complexity, however, do not well support document summarization.

In the context of automatic summarization, users want concise summaries to understand the important information present in the documents as rapidly as possible— to create summaries that can be read as quickly as possible, we need a function that can evaluate the quality of the summary in terms of reading time.
To achieve this goal, in this paper, we show the results of our pilot study on predicting the reading time of documents. Our predictor has two features as follows:

1. Our predictor is trained by documents directly annotated with reading time. While previous work employs subjective assessments of complexity, we directly use the reading time to build a predictor. As a predictor, we adopt Ranking SVM (Joachims, 2002).

2. The predictor predicts the reading time without recourse to features related to document length since our immediate goal is text summarization. A preliminary experiment confirms that document length is effective for readability prediction confirming the work by (Pitler and Nenkova, 2008; Pitler et al., 2010). Summarization demands that the predictor work well regardless of text length.

This is the first report to show that the result of training a predictor with data annotated by reading time is to improve the quality of automatic readability prediction. Furthermore, we report the result of the comparison between our reading time predictor and a conventional complexity-based predictor.

This paper is organized as follows: Section 2 describes related work. Section 3 describes the data used in the experiments. Section 4 describes our model. Section 5 elaborates the features for predicting document readability based on reading time. Section 6 reports our evaluation experiments. We conclude this paper and show future directions in Section 7.

2 Related Work

Recent work formulates readability prediction as an instance of a classification, regression, or ranking problem. A document is regarded as a mixture of complex features and its readability is predicted by the use of machine learning (Pitler and Nenkova, 2008; Pitler et al., 2010; Tanaka-Ishii et al., 2010). Pitler and Nenkova (2008) built a classifier that employs various features extracted from a document and newswire documents annotated with a readability score on a 1 to 5 scale. They integrated complex features by using SVM and identified the better document correctly with 88.88% accuracy. They reported that the log likelihood of a document based on its discourse relations, the log likelihood of a document based on n-gram, the average number of verb phrases in sentences, the number of words in the document were good indicators on which to base readability prediction. Pitler et al., (2010) used the same framework to predict the linguistic quality of a summary. In the field of automatic summarization, linguistic quality has been assessed manually and hence to automate the assessment is an important research problem (Pitler et al., 2010). A ranker based on Ranking SVM has been constructed (Joachims, 2002) and identified the better of two summaries correctly with an accuracy of around 90%. Tanaka-Ishii et al., (2010) also built a ranker to predict the rank of documents according to readability. While Tanaka-Ishii et al. used word-level features for the prediction, Pitler and Nenkova (2008) and Pitler et al., (2010) also leveraged sentence-level features and document-level features. In this paper, we extend their findings to predict readability. We elaborate our feature set in Section 5. While all of them either classify or rank the documents by assigning a readability score on a 1-5 scale, our research goal is to build a predictor that can also estimate the reading time.

In the context of multi-document summarization, the linguistic quality of a summary is predicted to order the sentences extracted from the original documents (Barzilay and Lapata, 2005; Lapata, 2006; Barzilay and Lapata, 2008). In multi-document summarization, since sentences are extracted from the original documents without regard for context, they must be ordered in some way to make the summary coherent. One of the most important features for ordering sentences is the entity grid suggested by Barzilay and Lapata (2005; 2008). It captures transitions in the semantic roles of the noun phrases in a document, and can predict the quality of an order of the sentences with high accuracy. It was also used as an important feature in the work by Pitler and Nenkova (2008) and Pitler et al., (2010) to predict the readability of a document. Burstein et al., (2010) used it for an educational purpose, and used it to predict
the readability of essays. Lapata (Lapata, 2006) suggested the use of Kendall’s Tau as an indicator of the quality of a set of sentences in particular order; she also reported that self-paced reading time is a good indicator of quality. While Lapata focuses on sentence ordering, our research goal is to predict the overall quality of a document in terms of reading time.

3 Data

To build a predictor that can estimate the reading time of a document, we made a collection of documents and annotated each with its reading time and readability score. We randomly selected 400 articles from Kyoto Text Corpus 4.0. The corpus consists of newswire articles written in Japanese and annotated with word boundaries, part-of-speech tags and syntactic structures. We developed an experimental system that showed articles for each subject and gathered reading times. Each article was read by 4 subjects. All subjects are native speakers of Japanese.

Basically, we designed our experiment following Pitler and Nenkova (2008). The subjects were asked to use the system to read the articles. They could read each document without a time limit, the only requirement being that they were to understand the content of the document. While the subjects were reading the article, the reading time was recorded by the system. We didn’t tell the subjects that the time was being recorded.

To prevent the subjects from only partially reading the document and raise the reliability of the results, we made a multiple-choice question for each document; the answer was to be found in the document. This was used to weed out unreliable results.

After the subjects read the document, they were asked to answer the question.

Finally, the subjects were asked questions related to readability as follows:

1. How well-written is this article?
2. How easy was it to understand?
3. How interesting is this article?

Following the work by Pitler and Nenkova (2008), the subjects answered by selecting a value between 1 and 5, with 5 being the best and 1 being the worst and we used only the answer to the first question (How well-written is this article?) as the readability score. We dropped the results in which the subjects gave the wrong answer to the multiple-choice question. Finally, we had 683 tuples of documents, reading times, and readability scores.

4 Model

To predict the readability of a document according to reading time, we use Ranking SVM (Joachims, 2002). A target document is converted to a feature vector as explained in Section 5, then the predictor assigns a real number to a document as its score; ranking is done according to score. In this paper, a higher score means better readability, i.e., shorter reading time.

5 Features

In this section we elaborate the features used to predict the reading time. While most of them were introduced in previous work, see Section 3, the word level features are introduced here.

5.1 Word-level Features

Character Type (CT)

Japanese sentences consist of several types of characters: kanji, hiragana, katakana, and Roman letters. We use the ratio of the number of kanji to the number of hiragana as a feature of the document.

Word Familiarity (WF)

Amano and Kondo (2007) developed a list of words annotated with word familiarity; it indicates how familiar a word is to Japanese native speakers. The list is the result of a psycholinguistic experiment and the familiarity ranges from 1 to 7, with 7 being the most familiar and 1 being the least familiar. We used the average familiarity of words in the document as a feature.

5.2 Sentence-level Features

Language Likelihood (LL)

Language likelihood based on an n-gram language model is widely used to generate natural sentences. Intuitively, a sentence whose language likelihood is high will have good readability. We
made a trigram language model from 17 years (1991-2007) of Mainichi Shinbun Newspapers by using SRILM Toolkit. Since the language model assigns high probability to shorter documents, we normalized the probability by the number of words in a document.

**Syntactic Complexity (TH/NB/NC/NP)**

Schwarm and Ostendorf (2005) suggested that syntactic complexity of a sentence can be used as a feature for reading level assessment. We use the following features as indicators of syntactic complexity:

- The height of the syntax tree (TH): we use the height of the syntax tree as an indicator of the syntactic complexity of a sentence. Complex syntactic structures demand that readers make an effort to interpret them. We use the average, maximum and minimum heights of syntax trees in a document as a feature.

- The number of bunsetsu (NB): in Japanese dependency parsing, syntactic relations are defined between bunsetsu; they are almost the same as Base-NP (Veenstra, 1998) with postpositions. If a sentence has a lot of bunsetsu, it can have a complex syntactic structure. We use the average, maximum and minimum number of them as a feature.

- The number of commas (NC): a comma suggests a complex syntax structure such as subordinate and coordinate clauses. We use the average, maximum and minimum number of them as a feature.

- The number of predicates (NP): intuitively, a sentence can be syntactically complex if it has a lot of predicates. We use the average, maximum and minimum number of them as a feature.

**5.3 Document-level Features**

**Discourse Relations (DR)**

Pitler and Nenkova (2008) used discourse relations of the Penn Discourse Treebank (Prasad et al., 2008) as a feature. Since our corpus doesn’t have human-annotated discourse relations between the sentences, we use the average number of connectives per sentence as a feature. Intuitively, the explicit discourse relations indicated by the connectives will yield better readability.

**Entity Grid (EG)**

Along with the previous work (Pitler and Nenkova, 2008; Pitler et al., 2010), we use entity grid (Barzilay and Lapata, 2005; Barzilay and Lapata, 2008) as a feature. We make a vector whose element is the transition probability between syntactic roles (i.e. subject, object and other) of the noun phrases in a document. Since our corpus consists of Japanese documents, we use postpositions to recognize the syntactic role of a noun phrase. Noun phrases with postpositions “Ha” and “Ga” are recognized as subjects. Noun phrases with postpositions “Wo” and “Ni” are recognized as objects. Other noun phrases are marked as other. We combine the entity grid vector to form a final feature vector for predicting reading time.

**Lexical Cohesion (LC)**

Lexical cohesion is one of the strongest features for predicting the linguistic quality of a summary (Pitler et al., 2010). Following their work, we leverage the cosine similarity of adjacent sentences as a feature. To calculate it, we make a word vector by extracting the content words (nouns, verbs and adjectives) from a sentence. The frequency of each word in the sentence is used as the value of the sentence vector. We use the average, maximum and minimum cosine similarity of the sentences as a feature.

**6 Experiments**

This section explains the setting of our experiment. As mentioned above, we adopted Ranking SVM as a predictor. Since we had 683 tuples (documents, reading time and readability scores), we made \[ 683C_2 = 232,903 \] pairs of documents for Ranking SVM. Each pair consists of two documents where one has a shorter reading time than the other. The predictor learned which parameters were better at predicting which document would have the shorter reading time, i.e. higher score. We performed a 10-fold cross validation on the pairs consisting of the reading time explained in Section 3 and the features explained in Section 5. In order to analyze the contribution of each feature.
to prediction accuracy, we adopted a linear kernel. The range of the value of each feature was normalized to lie between -1 and 1.

6.1 Classification based on reading time

Table 1 shows the results yielded by the reading time predictor. ALL indicates the accuracy achieved by the classifier with all features explained in Section 5. At the bottom of Table 1, Baseline shows the accuracy of random classification. As shown in Table 1, since the height of syntax tree, entity grid and lexical cohesion are good indicators for the prediction, we combined these features. TH + EG + LC indicates that this combination achieves the best performance.

As to individual features, most of them couldn’t distinguish a better document from a worse one. CT, WF and LL show similar performance to Baseline. The reason why these features failed to clearer identify the better of the pair could be because the documents are newswire articles. The ratio between kanji and hiragana, CT, is similar in most of the articles and hence it couldn’t identify the better document. Similarly, there isn’t so much of a difference among the documents in terms of word familiarity, WF. The language model used, LL, was not effective against the documents tested but it is expected that it would useful if the target documents came from different fields.

Among the syntactic complexity features, TH offers the best performance. Since its learned feature weight is negative, the result shows that a higher syntax tree causes longer reading time. While TH has shows good performance, NB, NC and NP fail to offer any significant advantage. As with the word-level features, there isn’t so much of a difference among the documents in terms of the values of these features. This is likely because most of the newswire articles are written by experts for a restricted field.

Among the document-level features, EG and LC show good performance. While Pitler and Nenkova (2008) have shown that the discourse relation feature is strongest at predicting the linguistic quality of a document, DR shows poor performance. Whereas they modeled the discourse relations by a multinomial distribution using human-annotated labels, DR was simply the number of connectives in the document. A more sophisticated approach will be needed to model discourse.

EG and LC show the best prediction performance of the single features, which agrees with previous work (Pitler and Nenkova, 2008; Pitler et al., 2010). While, as shown above, most of the sentence-level features don’t have good discriminative performance, EG and LC work well. Since these features can work well in homogeneous documents like newswire articles, it is reasonable to expect that they will also work well in heterogeneous documents from various domains.

We also show the classification result achieved with document length. Piter and Nenkova (2008) have shown that document length is a strong indicator for readability prediction. We measure document length by three criteria: the number of characters, the number of words and the number of sentences in the document. We used these values as features and built a predictor. While the document length has the strongest classification performance, the predictor with TH + EG + LC shows equivalent performance.

6.2 Classification based on readability score

We also report that the result of the classification based on the readability score in Table 2. Along with the result of the reading time, we tested ALL and TH + EG + LC, and the single features. While DR shows poor classification performance in terms of reading time, it shows the best classi-
### Table 2: A result of classification based on readability score.

<table>
<thead>
<tr>
<th>Features</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>57.25</td>
</tr>
<tr>
<td>TH + DR + EG + LC</td>
<td>56.51</td>
</tr>
<tr>
<td>TH + EG + LC</td>
<td>56.50</td>
</tr>
<tr>
<td>Character Type (CT)</td>
<td>51.96</td>
</tr>
<tr>
<td>Word Familiarity (WF)</td>
<td>51.50</td>
</tr>
<tr>
<td>Language Likelihood (LL)</td>
<td>50.68</td>
</tr>
<tr>
<td>Height of Syntax Tree (TH)</td>
<td>55.77</td>
</tr>
<tr>
<td>Number of Bunsetsu (NB)</td>
<td>52.99</td>
</tr>
<tr>
<td>Number of Commas (NC)</td>
<td>51.50</td>
</tr>
<tr>
<td>Number of Predicates (NP)</td>
<td>52.56</td>
</tr>
<tr>
<td>Discourse Relations (DR)</td>
<td>58.14</td>
</tr>
<tr>
<td>Entity Grid (EG)</td>
<td>56.14</td>
</tr>
<tr>
<td>Lexical Cohesion (LC)</td>
<td>55.77</td>
</tr>
<tr>
<td>Document Length</td>
<td>56.83</td>
</tr>
<tr>
<td>Baseline</td>
<td>50.00</td>
</tr>
</tbody>
</table>

### Table 3: Correlation coefficients of the reading time and readability score between the subjects.

<table>
<thead>
<tr>
<th></th>
<th>Cor. coef.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading Time</td>
<td>0.822</td>
</tr>
<tr>
<td>Readability Score</td>
<td>0.445</td>
</tr>
</tbody>
</table>

In general, the same features used for classification based on the reading time work well for predicting the readability score. TH and EG, LC have good prediction performance.

#### 6.3 Variation in reading time vs. variation in readability score

We show the correlation between the subjects in terms of the variation in reading time and readability score in Table 3. As shown, the reading time shows much higher correlation (less variation) than the readability score. This agrees with the findings shown by Lapata (2006) in which the reading time is a better indicator for readability prediction. Since the readability score varies widely among the subjects, training becomes problematic with lower predictor performance.

The biggest difference between the prediction of the reading time and readability score is the effect of feature DR. One hypothesis that could explain the difference is that the use of connectives works as a strong sign that the document has a good readability score—it doesn’t necessarily imply that the document has good readability for the subjects. That is, the subjects perceived the documents with more connectives as readable, however, those connectives contribute to the reading time. Of course, our feature about discourse relations is just based on their usage frequency and hence more precise modeling could improve performance.

### 7 Conclusion and Future Work

This paper has described our pilot study of readability prediction based on reading time. With automatic summarization in mind, we built a predictor that can predict the reading time, and readability, of a document. Our predictor identified the better of two documents with 68.55% accuracy without using features related to document length.

The following findings can be extracted from the results described above:

- The time taken to read documents can be predicted through existing machine learning technique and the features extracted from training data annotated with reading time (Pitler and Nenkova, 2008; Pitler et al., 2010).
- As Lapata (2006) has shown, reading time is a highly effective indicator of readability. In our experiment, reading time showed good agreement among the subjects and hence more coherent prediction results can be expected.

Future work must proceed in many directions:

1. Measuring more precise reading time is one important problem. One solution is to use an eye tracker; it can measure the reading time more accurately because it can capture when
the subject finishes reading a document. In order to prepare the data used in this paper, we set questions so as to identify and drop unreliable data. The eye tracker could alleviate this effort.

2. Testing the predictor in another domain is necessary for creating practical applications. We tested the predictor only in the domain of newswire articles, as described earlier, and different results might be recorded in domains other than newswire articles.

3. Improving the accuracy of the predictor is also important. There could be other features associated with readability prediction. We plan to explore other features.

4. Applying the predictor to natural language generation tasks is particularly important. We plan to integrate our predictor into a summarizer and evaluate its performance.
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