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Introduction

The Linked Open Data (LOD), understood as published structured data, which is interlinked and which builds upon standard Web technologies, such as HTTP and URIs, as well as on RDF-presented world facts datasets in various domains, has become a necessary component within all modern NLP-related tasks and applications since it provides large quantities of useful knowledge about people, facts, organizations, events, etc.

At the same time, the Information Extraction community specialises in mining the nuggets of information from text: such techniques could, however, be enhanced by annotated data or domain-specific resources. The Semantic Web community has already taken great strides in making these resources available through the Linked Open Data cloud, which are now ready for uptake by the Information Extraction community.

The Joint NLP&LOD and SWAIE Workshop presents papers that discuss the above mentioned topics from various perspectives. Enjoy reading them!
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The last decades have seen an immense maturation of Natural Language Processing (NLP) and an increased interest to apply NLP techniques and resources to real-world applications in business and academia. This process has certainly been facilitated by the increased availability of language data in the internet age, and the subsequent paradigm shift to statistical approaches, but also it coincided with an increasing acceptance of empirical approaches in linguistics and related academic fields, including empirical approaches to typology (Greenberg, 1963), corpus linguistics (Francis and Kucera, 1979, Brown Corpus), and (computational) lexicography (Kucera, 1969), as well as the dawn of Digital Humanities (Busa, 1974).

Given the complexity of language and the analysis of linguistic data on different levels, its investigation involves a broad bandwidth of formalisms and resources used to analyze, process and generate natural language. With the transition to empirical, data-driven research, the primary challenge in the field is thus to store, connect and exploit the wealth of language data available in all its heterogeneity. Interoperability of language resources has hence been an important issue addressed by the community since the late 1980s (Text Encoding Initiative, 1990), but still remains a problem that is solved only partially, i.e., on the level of specific sub-types of linguistic resources, such as lexical resources (Francopoulo et al., 2006) or annotated corpora (Ike and Suderman, 2007), respectively. A closely related challenge is information integration, i.e., how information from different sources can be retrieved and combined in an efficient way.

Recently, both challenges have been addressed by means of Linked Data principles (Chiarcos et al., 2013a,b), eventually leading to the formation of a Linguistic Linked Open Data (LLOD) cloud (Chiarcos et al., 2012b). The talk describes its current state of development, it presents selected examples for main types of linguistic resources in the LLOD cloud, and objectives leading to the adaptation of Linked Data principles for any of these.

Further, the talk elaborates on history and goals behind this effort, its relation to established standardization initiatives in the field, and on-going community activities conducted under the umbrella of the Open Linguistics Working Group (OWLG) of the Open Knowledge Foundation (Chiarcos et al., 2012a), an initiative of experts from various fields concerned with linguistic data, which works towards

1. promoting the idea of open linguistic resources,
2. developing means for their representation, and
3. encouraging the exchange of ideas and resources across different disciplines.

As the Linked Data paradigm can be used to facilitate any of these aspects, the OWLG identified potential application scenarios for linked and/or open resources in linguistics since its formation in 2010. The Working Group also has intensified its community-building efforts by means of a series of workshops, accompanying publications and data set releases. As a result of this process, numerous resources have been provided in a Linked-Data-compliant way, and linked with each other, as sketched here for selected examples.
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Evaluation of SPARQL query generation from natural language questions
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Abstract

SPARQL queries have become the standard for querying linked open data knowledge bases, but SPARQL query construction can be challenging and time-consuming even for experts. SPARQL query generation from natural language questions is an attractive modality for interfacing with LOD. However, how to evaluate SPARQL query generation from natural language questions is a mostly open research question. This paper presents some issues that arise in SPARQL query generation from natural language, a test suite for evaluating performance with respect to these issues, and a case study in evaluating a system for SPARQL query generation from natural language questions.

1 Introduction

The SPARQL query language is the standard for retrieving linked open data from triple stores. SPARQL is powerful, flexible, and allows the use of RDF, with all of its advantages over traditional databases. However, SPARQL query construction has been described as “absurdly difficult” (McCarthy et al., 2012), and even experienced users may struggle with it. For this reason, various methods have been suggested for aiding in SPARQL query generation, including assisted query construction (McCarthy et al., 2012) and, most germane to this work, converting natural language questions into SPARQL queries.

Although a body of work on SPARQL query generation from natural language questions has been growing, no consensus has yet developed about how to evaluate such systems. (Abacha and Zweigenbaum, 2012) evaluated their system by manual inspection of the SPARQL queries they generated. No gold standard was prepared—the authors examined each query and determined whether or not it accurately represented the original natural language question. (Yahya et al., 2012) used two human judges to manually examine the output of their system at three points—disambiguation, SPARQL query construction, and the answers returned. If the judges disagreed, a third judge examined the output. (McCarthy et al., 2012) does not have a formal evaluation, but rather gives two examples of the output of the SPARQL Assist system. (This is not a system for query generation from natural language questions per se, but rather an application for assisting in query constructions through methods like auto-completion suggestions.) (Unger et al., 2012) is evaluated on the basis of a gold standard of answers from a static data set. It is not clear how (Lopez et al., 2007) is evaluated, although they give a nice classification of error types. Reviewing this body of work, the trends that have characterized most past work are that either systems are not formally evaluated, or they are evaluated in a functional, black-box fashion, examining the mapping between inputs and one of two types of outputs—either the SPARQL queries themselves, or the answers returned by the SPARQL queries. The significance of the work reported here is that it attempts to develop a unified methodology for evaluating systems for SPARQL query generation from natural language questions that meets a variety of desiderata for such a methodology and that is generalizable to other systems besides our own.

In the development of our system for SPARQL query generation from natural language questions, it became clear that we needed a robust approach to system evaluation. The approach needed to meet a number of desiderata:

- Automatability: It should be possible to automate tests so that they can be run automat-
ically many times during the day and so that there is no opportunity for humans to miss errors when doing manual examination.

- **Granularity:** The approach should allow for granular evaluation of behavior—that is, rather than (or in addition to) just returning a single metric that characterizes performance over an entire data set, such as accuracy, it should allow for evaluation of functionality over specific types of inputs.

- **Modularity:** The approach should allow for evaluating individual modules of the system independently.

- **Functionality:** The approach should allow functional, black-box evaluation of the end-to-end performance of the system as a whole.

The hypothesis being explored in the work reported here is that it is possible to conduct a principled fine-grained evaluation of software for SPARQL query generation from natural language questions that is effective in uncovering weaknesses in the software.

As in any software testing situation, various methods of evaluating the software exist. A typical black-box approach would be to establish a gold standard of the SPARQL queries themselves, and/or of the answers that should be returned in response to a natural language question. However, we ruled out applying the black-box approach to the SPARQL queries themselves because there are multiple correct SPARQL queries that are equivalent in terms of the triples that they will return from a linked open data source. We ruled out a black-box approach based entirely on examining the triples returned from the query when the SPARQL query was executed against the triple store because the specific list of triples is subject to change unpredictably as the contents of the triple store are updated by the OMIM maintainers. For that reason, we have focused on ensuring that we know one correct triple which should occur in the output, and validating the presence of that triple in the output. We have also inspected the output for triples that we knew from domain expertise should not be returned, although we have done that manually so far and have not formalized it in the test suite.

In this paper, we focus on one specific aspect of the gray-box evaluation: the mapping to TUIs. As will be seen, mapping to TUIs when appropriate, and of course to the correct TUI, is an important feature of answering domain-specific questions. As we developed our system beyond the initial prototype, it quickly became apparent that there was a necessity to differentiate between elements of the question that referred to specific entities in the triple store, and elements of the question that referred to general semantic categories. For example, for queries like *What genes are related to heart disease?*, we noticed that *heart disease* was being mapped to the correct entity in the triple store, but *genes*, rather than being treated as a general category, was also being mapped (erroneously) to a particular instance in the triple store. Given the predicates in the triple store, the best solution was to recognize general categories in questions and map them to TUIs. Therefore, we developed a method to recognize general categories in questions and map them to TUIs. Testing this functionality is the main topic of this paper.

2 Materials and methods

2.1 Online Mendelian Inheritance In Man

In this work we focused on a single linked open data source, known as Online Mendelian Inheritance in Man (OMIM) (Amberger et al., 2011).

The most obvious application of OMIM, and the one that biomedical researchers are most accustomed to using it for, is queries about genes and diseases, but this is a much richer resource that is probably not often exploited to the full extent that it could be; in fact, the web-based interface offers
no options at all for exploiting it beyond querying for genes and diseases. The knowledge model goes far beyond this. It includes linkages between at least 12 semantic types, listed below in the Results section. OMIM makes use of TUIs in typing the participants in many of the triples that it encodes. In particular, each of the linkages described above is actually a pair of TUIs.

### 2.2 LODQA

To understand the evaluation methodology that we developed, it is helpful to understand the system under test. A prototype version of the system that differed from the current system primarily in terms of not performing TUI identification and of using a default relation for all predicates is described in some detail in (Kim and Cohen, 2013). We briefly describe the current version of the system here.

#### 2.2.1 Architecture

In order both to understand what features of our system need to be tested and to understand how well the testing approach will generalize to evaluating other systems for SPARQL query generation from natural language questions, it is helpful to understand, in general terms, the architecture of the system that we are testing. The primary modules of the system are as follows:

- A dependency parser for determining semantic relations in the question.
- A base noun chunker for finding terms that need to be mapped to entities or TUIs in the linked open data set.
- A system for matching base noun chunks to entities or TUIs in the linked open data set.
- A module for pseudo-SPARQL generation.
- A module for generating the final SPARQL query.

The user enters a question in natural language and selects a linked open data source to be queried. The first step is production of a dependency parse, using a version of the Enju parser that was trained on a corpus of English-language questions. This parse is used to identify the “target” of the question, e.g. the *wh-NP genes* in *What genes are associated with congestive heart failure?*. Base noun chunks are then extracted using a pattern-based approach. A pseudo-SPARQL query is generated, using the base noun chunks. TUIs are identified. The REST API of the OntoFinder system is then used to identify entities from the relevant linked open data source. For example, with OMIM selected as the linked open data source, in the query *What genes are associated with congestive heart failure?*, the base noun chunk *genes* is mapped to the TUI T028 and the base noun chunk *congestive heart failure* is mapped to the OMIM entity MTHU005753. Finally, the full SPARQL query is generated, including the appropriate relation type.

### 2.3 A test suite for LODQA and OMIM

To build the test suite, we used three strategies: exploring a single disease in depth, sampling a variety of topics from a broad domain, and exploring linguistic variability. We began by selecting a disease represented in OMIM that had links to a wide variety of semantic types—Kearns-Sayre syndrome, a syndrome associated with ophthalmoplegia, pigmentary degeneration of the retina, and cardiomyopathy, caused by mitochondrial deletions (Kearns, 1965). For a broad domain, we chose cardiology, since one of the authors has extensive experience in that clinical area.

We accessed the entry for Kearns-Sayre syndrome through the National Center for Biomedical Ontology BioPortal. To obtain a representative sample of TUIs, we exhaustively followed all links in the RO field. We then constructed at least one pair of questions for each pair of semantic types—one that required recognizing the type of the TUI, and one that required recognizing an instance of an entity with that TUI. For example, for the TUI *Congenital Abnormality*, we constructed the questions *What congenital abnormalities are associated with Kearns-Sayre syndrome?* (type) and *What diseases is microcephaly associated with?* (where *microcephaly* is an entity of type *Congenital Abnormality*). We then explored the CHD field, yielding two additional TUIs. 10 of the TUIs could reasonably be expected to occur in natural questions (details below), and we built questions for all of these.

### 3 Results

The strategy described above resulted in a set of 38 natural language questions. Since the point of a test suite is to uncover problems, we focus here on the ability of the test suite to find problems, rather than focusing on how many tests we passed.

Within the set of triples for Kearns-Sayre syn-
We found the following types of relations:

- Disease or Syndrome → Anatomical Abnormality
- Disease or Syndrome → Finding
- Disease or Syndrome → Functional Concept
- Disease or Syndrome → Disease or Syndrome
- Disease or Syndrome → Sign or Symptom
- Disease or Syndrome → Congenital Abnormality
- Disease or Syndrome → Mental or Behavioral Dysfunction
- Disease or Syndrome → Cell or Molecular Dysfunction
- Disease or Syndrome → Body Part, Organ, or Organ Component
- Disease or Syndrome → Clinical Attribute
- Disease or Syndrome → Qualitative Concept
- Disease or Syndrome → Pathologic Function

Of these twelve TUIs, 10 had forms from which one could produce a natural-sounding natural language question, the exceptions being Functional Concept and Qualitative Concept. Out of 10 TUIs that we tested, we were able to find problems with 3 of them. The problems ranged from failures to recognize TUIs to crashing the system.

Although there is as yet no non-application-specific taxonomy of error types in the task of SPARQL query generation from natural language questions (although see (Lopez et al., 2007) for an application-specific one), a number of categories that should appear in such a taxonomy presented themselves in the results of our tests:

- Number disagreements between the canonical form in the triple store and the most natural form in natural language. For example, the TUI Cell or molecular dysfunction is more likely to appear in natural language as cellular dysfunction than as cell dysfunction; these more natural forms were not recognized.

4 Discussion and conclusions

Initial exploration of a linked open data source is likely to reveal issues that must be resolved in order for natural language processing techniques to succeed. In our case, an immediate challenge that presented itself was recognizing when noun phrases should be mapped to TUIs, rather than being mapped to entities in the knowledge base.

Having recognized an issue to be resolved, test suites can be constructed to evaluate how well the issue is handled. In our case, this meant determining the full range of interacting TUIs in the knowledge base through manual exploration of the data, and then constructing a test suite that contained strings that should map to these TUIs, with the full range of linguistic variation that they can manifest.

A reasonable question to ask is whether this methodology is generalizable. Although it remains to be demonstrated, we suspect that it is, in two directions. The first is generalization to other linked open data sources. It seems likely that the methodology will generalize to the many biomedical linked open data sources in the National Center for Biomedical Ontology BioPortal. The second is generalization to other systems for SPARQL query generation from natural language questions. Based on a review of related work, we suspect that the methodology could be applied with very little adaptation to the systems described in (Lopez et al., 2007), (Abacha and Zweigenbaum, 2012), and (Yahya et al., 2012), which all have architectures that lend themselves to the type of gray-box evaluation that we have done here.

Future work will extend in a variety of directions. Following the test-driven development paradigm, further construction of the test suite will proceed ahead of the development of the LODQA application. Pressing issues for future development as we evolve further in the continuum from prototype proof-of-concept to fully-functioning application are automatic determination of the relation between the subject and object; handling negation; and handling questions that require querying multiple triple stores.
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Abstract

In this paper we consider the prospect of extracting translations for words from the web of linked data. By searching for entities that have labels in both English and German we extract 665,000 translations. We then also consider a linguistic linked data resource, lemonUby, from which we extract a further 115,000 translations. We combine these translations with the Moses statistical machine translation, and we show that the translations extracted from the linked data can be used to improve the translation of unknown words.

1 Introduction

In recent years there has been a massive explosion in the amount and quality of data available as linked data on the web. This data frequently describes entities in multiple languages and as such can be used as a source of translations. In particular, the web contains much data about named entities, such as locations, films, people and so forth, and often these named entities have translations in many languages. In this paper, we address the question of what can be achieved by using the large amounts of data available as multilingual Linked Open Data (LOD). As state-of-the-art statistical machine translation systems (Koehn, 2010) are typically trained on outdated or out-of-domain parallel corpora such as on the transcripts of the European Parliament (Koehn, 2005), we expect to increase the coverage of domain-specific terminology.

In addition, there has recently been a move towards the publication of language resources using linked data principles (Chiarcos et al., 2011), which can be expected to lead to a significant increase the availability of information relevant to NLP on the Web. In particular, the representation of legacy resources such as Wiktionary and OmegaWiki on the web of data should ameliorate the process of harvesting translations from these resources.

We consider two sources for translations from linked data: firstly, we consider mining labels for concepts from the data contained in the 2010 Billion Triple Challenge (BTC) data set, as well as DBpedia (Auer et al., 2007) and FreeBase (Bollacker et al., 2008). Secondly, we mine translations from lemonUby (Eckle-Kohler et al., 2013), a resource that integrates a number of distinct dictionary language resources in the lemon (Lexicon Model for Ontologies) format (McCrae et al., 2012), which is a model for representing rich lexical information including forms, sense, morphology and syntax of ontology labels. We then consider the process of including these extra translations into an existing translation system, namely Moses (Koehn et al., 2007). We show that we can extract many translations which are complementary to those found by the statistical machine translation system and that these translations improve the translation performance of the system.

2 Mining translations from the linked open data cloud

Obtaining translations from the Linked Open Data (LOD) cloud is a non-trivial task as there are many different properties used to specify the label or name of resources on the LOD. The standard method of identifying the language of a label is by means of the xml:lang annotation, which should be an ISO-639 code, such as “en” or “eng” for English. As noted by Ell et al. (2011), very little of the data found on the web actually has such a language tag. Further, as the labels are typically short it is very difficult to infer the language reliably based on its surface form. As such we are compelled to rely on the language tags, and this means that from the data we can only recover a small amount of what may be available. In par-
ticular, out of the Billion Triple Challenge data we recover approximately 398 million labels in English but only 144,000 labels in German. Unsurprisingly, given the dominance of English on the web of data (Gracia et al., 2012), we find that there are many more labels in English. We then filter these two sets so that we keep only URIs for which there is both an English and a German label. Among this data is a significant number of long textual descriptions, which are very unlikely to be useful for translation, such that we also filter out all labels whose length is more than 10 characters. This filter was necessary to reduce the amount of noisy “translations”. We do not filter according to any particular property, e.g., we do not limit ourselves to the RDFS label property, but in the case where we have multiple labels on the same entity we select the RDFS label property as a preference.

In addition to the BTC data, we also include two large resources for which there are multilingual labels in their entirety. These resources are DBpedia\(^1\) and FreeBase\(^2\) as these resources contain many labels in many languages. As the resources are consistent in the use of the rdfs:label property, we extract translations by looking at the rdfs:label property and the language tag. In Table 1 we see the number of translations that we extract from the three resources. We see that we extract fewer resources from the BTC data but a large and reasonable number of translations from the other two resources.

### Table 2: Number of translations extracted for linguistic linked data resource lemonUby

<table>
<thead>
<tr>
<th>Resource</th>
<th>Translations</th>
</tr>
</thead>
<tbody>
<tr>
<td>OmegaWiki (English)</td>
<td>56,077</td>
</tr>
<tr>
<td>OmegaWiki (German)</td>
<td>55,990</td>
</tr>
<tr>
<td>Wiktionary (English)</td>
<td>34,421</td>
</tr>
<tr>
<td>Wiktionary (German)</td>
<td>43,212</td>
</tr>
<tr>
<td>All</td>
<td>114,644</td>
</tr>
<tr>
<td>lemonUby and cloud</td>
<td>777,173</td>
</tr>
</tbody>
</table>

Out of these resources, FrameNet, VerbNet and WordNet are monolingual English resources, so we focus on the OmegaWiki and Wiktionary part of the resources. LemonUby contains direct translations on the lexical senses of many of the resources (see Figure 1 for an example). The total number of translations extracted for each subresource is given in Table 2 as well as the results in combination with the number of translation extracted from labels in the previous section.

### 4 Exploiting mined translations mined from linked data

In order evaluate the utility of the translations extracted from the linked data cloud, we integrate them into the phrase table of the Moses system (Koehn et al., 2007) trained on Europarl data (Koehn, 2005). We used the system primarily in an ‘off-the-shelf’ manner in order to focus on the effect of adding the linked data translations.

Moses uses a log-linear model as the baseline for its translations, where translations are generated by a decoder and evaluated according to the following model:

\[
p(t|f) = \exp(\sum \phi_i(t, f))
\]

Where \(t\) is the candidate translation sentence, \(f\) is the input foreign text and \(\phi_i\) are scoring functions. In the phrase-based model the translation is derived compositionally by considering phrases and their translations stored in the so called phrase table of the Moses system.

The main challenge in integrating these translations derived from linked data lies in the fact that they lack a probability score. For each translation pair \((a, b)\) derived from the linked data, we distinguish two cases: If the translation is already in the phrase table, we add a new feature that is set to 1.0 to indicate that the translation was found

---

\(^1\)We use the dump of the 3.5 version

\(^2\)The dump was downloaded on June 21st 2013

\(^3\)http://omegawiki.org

\(^4\)http://www.wiktionary.org
Table 1: The number of labels and translations found in the linked data cloud by resource

<table>
<thead>
<tr>
<th>Resource</th>
<th>English Labels</th>
<th>German Labels</th>
<th>Translations</th>
</tr>
</thead>
<tbody>
<tr>
<td>BTC</td>
<td>398,902,866</td>
<td>144,226</td>
<td>51,756</td>
</tr>
<tr>
<td>DBpedia</td>
<td>7,332,616</td>
<td>590,381</td>
<td>540,134</td>
</tr>
<tr>
<td>FreeBase</td>
<td>41,261,806</td>
<td>1,654,254</td>
<td>259,923</td>
</tr>
<tr>
<td>All</td>
<td>447,497,288</td>
<td>2,338,861</td>
<td>665,910</td>
</tr>
</tbody>
</table>

Table 3: The comparative evaluation of the translations with and without linked data

<table>
<thead>
<tr>
<th></th>
<th>BLEU</th>
<th>Evaluator 1</th>
<th>Evaluator 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>11.80</td>
<td>36%</td>
<td>34%</td>
</tr>
<tr>
<td>+LD</td>
<td>11.78</td>
<td>64%</td>
<td>64%</td>
</tr>
</tbody>
</table>

The results show that there is very little change in BLEU scores but the manual evaluation reveals that there was an improvement in quality of the translations. We believe the BLEU scores did not correlate with the manual evaluation due to the fact that many of the translations harvested from the linked data cloud were longer on the German side than the English side, for example the English “RPG” was translated as “Papier-und-Bleistift Rollenspiele”, which was not in the reference translation.
6 Conclusion

In this paper we investigated the impact of integrating translations harvested from the Linked Open Data cloud into a state-of-the-art statistical machine translation system. We have shown that it is possible to harvest a large number of translations from the LOD. Furthermore, we found that the task was further enabled by the current growth in linguistic linked data represented in models such as lemon. We then integrated these extracted translations into the phrase table of a statistical machine translation system and found that the usage of linked data was most appropriate for terms that were out of the vocabulary of the machine translation system. One of the key challenges in extracting and exploiting such translations is to appropriately capture the context of these translations allow for selecting what kind of linked data may be effective for a given translation task. This will be addressed in future work.
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Abstract

We describe work on porting linguistic and semantic annotation applied to the Austrian Baroque Corpus (ABaC:us) to a format supporting its publication in the Linked Open Data Framework. This work includes several aspects, like a derived lexicon of old forms used in the texts and their mapping to modern German lemmas, the description of morphosyntactic features and the building of domain-specific controlled vocabularies for covering the semantic aspects of this historical corpus. As a central and recurrent topic in the texts is death and dying, a first step in our work was geared towards the establishment of a death-related taxonomy. In order to provide for linguistic information to their textual content, labels of the taxonomy are pointing to linked data in the field of language resources.

1 Introduction

ABaC:us1 is a project conducted at ICLTT2 focusing on the creation of a thematic research collection of texts based on the prevalence of sacred literature during the Baroque era, in particular the years from 1650 to 1750. Books of religious instruction and works concerning death and dying were a focal point of Baroque culture. Therefore, the ABaC:us collection holds several texts specific to this genre including sermons, devotional books and works related to the dance-of-death theme. The corpus comprises complete versions, not just samples, of first editions3 yielding some 165,000 running words. An interdisciplinary approach has been adopted for the creation of this digital corpus, which is designed to meet the needs of both literary/historical and linguistic/lexicographic research.

In order to guarantee easy data-interchange and reusability, the corpus was encoded in TEI (P5).4 In addition, applied PoS tags and lemma information5, taken from modern German language, allow for complex search queries and more sophisticated research questions.6 While starting work on the semantic annotation of the corpus, we saw the need to develop a specific taxonomy, which would also ease the task of semi-automated semantic annotation of the morpho-syntactically annotated corpus and other related texts (Declerck et al., 2011, Mörh et al., 2012). Following a bottom-up strategy, we identified all death-related lexical units such as non-

---

1 Parity supported by funds of the Österreichische Nationalbank, Anniversary Fund (project number 14783), the ABaC:us project started in spring 2012. See http://www.oeaw.ac.at/icltt/abacus and http://www.oeaw.ac.at/icltt/abacus-project for more details.

2 The Institute for Corpus Linguistics and Text Technology (http://www.oeaw.ac.at/icltt/) of the Austrian Academy of Sciences in Vienna pursues corpus-based linguistic and literary research, focusing on the creation and adaptation of corpora and dictionaries as well as technologies for building, accessing and exploiting such data.

3 The majority of the selected works can be ascribed to the Baroque Catholic writer Abraham a Sancta Clara (1644-1709): e.g. Mercks Wienn (1680), Lösch Wienn (1680), Grosse Todten Bruderschaft (1681), Augustini Feariges Hertz (1693), and Todencapelle (1710). For detailed information about the author see Eybl (1992) and Knittel (2012).


5 PoS tagging has been realized using Tree Tagger, an open standard developed at the University of Stuttgart. See http://www.imst.uni-stuttgart.de/projekte/corplex/Treetagger/ for more information.

6 All ABaC:us texts, which represent a non-canonical variety, were tagged using automated tools adapted to the needs of historic language and were afterwards verified by domain-experts.
inal simplicia, compound nouns and multi-word expressions for the personification of death. In addition, all terms and phrases dealing with the “end of life”, “dying” and “killing” were identified. In total, more than 1,700 occurrences could be discovered in Mercks Wienn, Grosse Todten Bruderschaft and Todten-Capelle, the three most important works of our corpus.

The next step consisted in organizing the identified vocabulary in a taxonomy, which is encoded in the SKOS format (Simple Knowledge Organization System). Based on the Resource Description Framework (RDF), SKOS “provides a model for expressing the basic structure and content of concept schemes such as thesauri, classification schemes, subject heading lists, taxonomies, folksonomies, and other similar types of controlled vocabulary.” We chose it because SKOS concepts can be (1) “semantically related to each other in informal hierarchies and association networks”, (2) “the SKOS vocabulary itself can be extended to suit the needs of particular communities of practice” and finally, because it (3) “can also be seen as a bridging technology, providing the missing link between the rigorous logical formalism of ontology languages such as OWL and the chaotic, informal and weakly-structured world of Web-based collaboration tools.” With the use of SKOS (and RDF), we are also in the position to make our resource compatible with the Linked Data Framework.

The following sections provide an overview of the ABaC:us taxonomy and describe the way the language data contained in its labels are linked to web resources in the Linguistic Linked Open Data (LLOD) cloud.

2 The ABaC:us Taxonomy

Currently the scheme of the ABaC:us taxonomy consists of 7 concepts comprising 362 terms or phrases, which are encoded in SKOS labels. In addition, 137 compounds and associated terms have been integrated in 4 more temporary concepts, which still await a further processing. The terms included in the labels (both preferred and alternative ones) have been manually excerpted from the original texts and partly normalized. The majority of texts are written in German, some parts in Latin, therefore all lexical labels belong to one of these languages.

Table 1 lists concepts and definitions. Row 3 and 4 show selected examples for preferred and alternative terms in German and Latin—for better readability, a rudimentary English translation has been added. The reader can see how the death as “end of life” (concept 1) and the personified death (concept 2) are distinguished.

Labels are related to each other by means of the following properties: abacus:hasTranslation and inverse abacus:isTranslationOf, used for German and corresponding Latin terms, abacus:hasVariant and inverse abacus:isVariantOf indicate spelling variants.

In order to systemize concept 4 (dealing with “manners of death”) we use the annotation property skos:comment: “death by accident or circumstances”, “death by disease”, “death by foreign hand”, and “death as a murderer” (i.e. personification of death). We refrained from creating concepts (labeled skos:broader) in this case, as this kind of terms does not represent corpus text. Next, we will link for this purpose to corresponding concepts included in external knowledge sources, allowing thus to distinguish between concepts and terms directly related to our corpus and other knowledge sources that can be used for additional interpretation and classification. This can be seen as the most important difference of the ABaC:us taxonomy to other vocabularies, which are often characterized by strict hierarchical formalisms making them little useful for literary sciences.

3 Lexicalization of the Taxonomy

In order to be able to use the taxonomy in the context of NLP applications, there is the need to lexicalize the content of its labels, enriching them with linguistic information. This includes tokenization, lemmatization, PoS tagging, and possibly other levels of natural language (NL) processing. Labels enriched with this information can be better compared to text, which has also been submitted to NL processing tools. If a certain amount of linguistic similarity is found in a text passage with a lexicalized label, this text segment can then be semantically annotated with the concepts the label is associated with.

---

7 http://www.w3.org/2004/02/skos/
8 http://www.w3.org/RDF/
9 http://www.w3.org/TR/2009/NOTE-skos-primer-20090818/
10 Ibid.
11 See http://linkeddata.org/
12 http://linguistics.okfn.org/resources/lloid/
13 Those comments are not displayed in Table 1.
14 Recently Bradley and Pasin (2012 and 2013) described how informal semantic annotations could become more compatible with computer ontologies and the Semantic Web.
The model we adopt for the representation of the results of lexicalized labels is the one described by lemon15, developed in the context of the Monnet project16. lemon is also available as an ontology17, which has been imported in our taxonomy, so that we can make direct use of all classes and properties of this model.

### 3.1 Tokenization and Sense Disambiguation

All tokens in ABaC:us have been semi-automatically annotated with lemma and PoS information, following the STTS tag-set (Mörth et al., 2012)18, so that all parts of the texts selected as relevant terms for inclusion in the labels come already with this information. Thus, our task consists mainly in applying lemon ontology elements for annotating the labels of the taxonomy with this linguistic information.

As can be seen in Example 1 below, for the term included in the alternative label “rasender Tod@de” (raging death), we make use of the lemon property decomposition for encoding the results of tokenization. And we use the lemon property altRef, which has as rdfs:range an entity that is encoded as an instance of the lemon class lexicalSense19, for linking to the concept the alternative label is an expression of.

### 3.2 Linking to external Lexical and Linguistic Resources

We still need to associate the tokens, which are now each encoded as value of the lemon property decomposition, with morpho-syntactic information. As mentioned earlier, we already have all the information about the corresponding modern German lemmas and PoS (in the STTS format) for all tokens of the corpus.

But, instead of using directly the lemon class lexical entry and the lemon properties canonical form and lexical property for including the linguistic information we have for every token in the corpus, we are for now linking the values of

<table>
<thead>
<tr>
<th>skos:concept</th>
<th>skos:definition</th>
<th>skos:prefLabel</th>
<th>skos:altLabel</th>
</tr>
</thead>
<tbody>
<tr>
<td>concept/1</td>
<td>“Das Ende des Lebens”</td>
<td>&quot;Tod&quot; @de</td>
<td>&quot;Ende&quot;</td>
</tr>
<tr>
<td></td>
<td>“the end of life”</td>
<td>&quot;mors&quot; @la</td>
<td>&quot;garauß&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;death&quot;</td>
<td>&quot;hinnit&quot;</td>
</tr>
<tr>
<td>concept/2</td>
<td>“Der Tod als Subjekt”</td>
<td>&quot;Tod&quot; @de</td>
<td>&quot;dürer Ripp-Kramer&quot;</td>
</tr>
<tr>
<td></td>
<td>“death as a subject”</td>
<td>&quot;mors&quot; @la</td>
<td>&quot;General Haut und Bein&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;death&quot;</td>
<td>&quot;ohngeschliffener Schnitter&quot;</td>
</tr>
<tr>
<td>concept/3</td>
<td>“aufhören zu leben”</td>
<td>&quot;sterben&quot; @de</td>
<td>&quot;ad Patres gehen&quot;</td>
</tr>
<tr>
<td></td>
<td>“the process of dying”</td>
<td>&quot;mori&quot; @la</td>
<td>&quot;das Valet von der Welt nehmen&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;dying&quot;</td>
<td>&quot;dem Tod unter die Sensen geraten&quot;</td>
</tr>
<tr>
<td>concept/4</td>
<td>&quot;einen bestimmten Tod erleiden&quot;</td>
<td>&quot;getötet werden&quot; @de</td>
<td>&quot;aufgehängt werden&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;specific ways of dying&quot;</td>
<td></td>
<td>&quot;erbärmlich hingerichtet werden&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;to be killed&quot;</td>
<td>&quot;ermort werden&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&quot;mit solchen vergifften Pfeil getroffen werden&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&quot;zu tod gebissen werden&quot;</td>
</tr>
<tr>
<td>concept/5</td>
<td>&quot;Verstorbene, Leichen&quot;</td>
<td>&quot;Toter&quot; @de</td>
<td>&quot;christliche Leiche&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;dead bodies&quot;</td>
<td>&quot;mortuus&quot; @la</td>
<td>&quot;Leichnam&quot;</td>
</tr>
<tr>
<td>concept/6</td>
<td>&quot;tot sein&quot;</td>
<td>&quot;toter&quot; @de</td>
<td>&quot;seelig-verstorbener&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;to be dead&quot;</td>
<td>&quot;mortuus&quot; @la</td>
<td>&quot;todter Körper&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;dead&quot;</td>
<td>&quot;Todter&quot;</td>
</tr>
<tr>
<td>concept/7</td>
<td>&quot;töten, ermorden&quot;</td>
<td>&quot;töten&quot; @de</td>
<td>&quot;abgestorben&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;to kill someone&quot;</td>
<td>&quot;morden&quot;</td>
<td>&quot;der Geist ist hinaus&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;tödlich&quot;</td>
<td>&quot;leblos&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;tötet&quot;</td>
<td>&quot;verblühen&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;tödlich&quot;</td>
<td>&quot;verstirben&quot;</td>
</tr>
</tbody>
</table>

Table 1: ABaC:us Taxonomy

15 lemon stands for “Lexicon Model for Ontologies”. See http://lemon-model.net/ and McCrae et al. (2012)
16 See www.monnet-project.eu
17 See http://www.monnet-project.eu/lemon
18 The STTS tag-set is described, among others. here: http://www.ims.uni-stuttgart.de/forschung/ressourcen/lexika/TagSets/stts-table.html
19 See http://lemon-model.net/lemon.rdf for the whole list of properties and classes of lemon.
the lemon property decomposition to already existing lexical entries that are encoded in the LOD format. We choose for this the actual DBpedia instantiation of Wiktionary\(^20\). There we get also the information that “rasender” is an adjective with lemma “rasend” and that “Tod” is a noun with lemma “Tod” (see Example 1 below)\(^21\). The two meanings we have distinguished in the ABaC:us taxonomy for “Tod” (death), as the “end of life” and as “a subject”, are also present in this external resource\(^22\). Depending on the specific Wiktionary entries, we have a variable number of sense-specific translations at our disposal. The word “Tod”, with the meaning “end of life”, is provided with 44 translations. We can automatically add those labels to our taxonomy and link them to the German labels via the abacus:isVariantOf property, and so support cross-lingual access to our semantically annotated corpus. It was more difficult to find an English equivalent for the second meaning of “death”, “death as a subject”\(^23\), since no direct translation for English is given in this instantiation of Wiktionary. The same can be said of the ambiguous German lemma “rasend” (raging).

As a result, the term “rasender Tod@de” (raging death) is now encoded in our taxonomy (with lemon being integrated) this way:

\[
\begin{align*}
\text{Example 1: The simplified entry for the label “rasender Tod” (raging death)} & \quad <\text{http://www.oeaw.ac.at/icltt/abacus/term/2.003-de}>  \\
& \quad \quad \text{rdf:type owl:NamedIndividual} \quad \text{skosxl:Label} ;  \\
& \quad \quad \text{skosxl:literalForm “rasender Tod”@de} ;  \\
& \quad \quad \text{http://www.monnet-project.eu/lemon#decomposition} >  \\
& \quad \quad \text{http://wiktionary.dbpedia.org/page/rasend-German-Adjective-1de} ;  \\
& \quad \quad \text{http://www.monnet-project.eu/lemon#decomposition} >  \\
& \quad \quad \text{http://wiktionary.dbpedia.org/page/Tod-German-Noun-1de} ;  \\
& \quad \quad \text{http://www.oeaw.ac.at/icltt/abacus/term/2.003-de} .
\end{align*}
\]

\(^{20}\) See http://dbpedia.org/Wiktionary. There, lemon is also used for the description of certain lexical properties.  
\(^{21}\) But in the longer term we will use the lemon constructs for linking to the URLs associated to those pieces of information in the DBpedia coverage of Wiktionary.  
\(^{22}\) See wiktionary.dbpedia.org/page/Tod-German-Noun-1de and wiktionary.dbpedia.org/page/Tod-German-Noun-2de for abacus:concept/1 and abacus:concept/2 respectively.  

4 Conclusion

The ABaC:us collection contains a wide range of death-related linguistic vocabulary deriving from the Baroque era. Its writers were extremely inventive in paraphrasing experiences with death and dying. Thus, one integral approach was to make those different concepts more easily discernible. The numerous SKOS labels in the ABaC:us taxonomy give evidence of how the culture of death and dying was transmitted in lexical and linguistic patterns. By making those patterns accessible and reusable on the (L)LOD, we complement existing contemporary concepts of the topic and provide a basis for sharing and comparing the concepts, which can be used in NLP applications in the context of eHumanities.
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Abstract

Formalization and representation of the language resources life cycle in a formal language to support the creation, update and application of the language resource instances is made possible via the developments in the area of ontologies and Linked Open Data. In the paper we present some of the basic functionalities of a system to support dynamic language resources.

1 Introduction

Recent developments in Natural Language Processing (NLP) are heading towards knowledge rich resources and technology. Integration of linguistically sound grammars, sophisticated machine learning settings and world knowledge background is possible given the availability of the appropriate resources: deep multilingual treebanks, which represent detailed syntactic and semantic information. Such knowledge is mainly present in deeply processed language resources like HPSG-based (LFG-based) treebanks (RedWoods treebank, DeepBank, and others). The inherent characteristics of these language resources is their dynamic nature. They are constructed simultaneously with the development of a deep grammar in the corresponding linguistic formalism. The grammar is used to produce all potential analyses of the sentences within the treebank. The correct analyses are selected manually on the base of linguistic discriminators which would determine the correct linguistic production. The annotation process of the sentences provides feedback for the grammar writer to update the grammar. The life cycle of a dynamic language resource can be naturally supported by the semantic technology behind the ontology and LOD - modeling the grammatical knowledge as well as the annotation knowledge; supporting the annotation process; reclassification after changes within the grammar; querying the available resources; exploitation in real applications. The addition of a LOD component to the system would facilitate the exchange of language resources created in this way and would support the access to the existing resources on the web.

The structure of this paper is as follows: next section introduces related work; Section 3 discusses the main requirements of Knowledge-based Language Resources; Section 4 presents dynamic treebanking as an example of a Knowledge-based Language Resource; Section 5 concludes the paper.

2 Related work

Linked Open Data has been in active development during the last decade. (Bizer et al., 2009) defines the principles for publishing RDF data on the Web:

- Use URIs as (unique) names for things,
- Use HTTP URIs so that people can look up those names,
- When someone looks up a URI, provide useful information, using Web standards such as RDF, and SPARQL,
- Include links to other URIs, so that they can discover more things.

Usually LOD is grouped in datasets, equipped with ontology. Examples of LOD Datasets are: (1) DBPedia. DBPedia dataset is based on extraction of structural information from Wikipedia, which is presented in RDF form; (2) Freebase. Freebase is a community-curated database of well-known people, places, and things; (3) Geonames. A geographical database. The different LOD datasets are interlinked via owl:sameAs statements which state that some individuals (represented via different URIs) denote the same object in the world.
The ontologies in LOD define the conceptualization of the world and provide mechanism for inference, search and maintenance over the data within the datasets. Thus ontologies are a powerful mechanism for representation and manipulation of knowledge. They can be used to define different views over the same information and facilitate inference for consistency checking. Unfortunately, the conceptualization encoded in ontologies could follow different ontological assumptions. Thus, when someone uses datasets from LOD, he/she has to pay attention to the way in which they are conceptualized. One solution for the diversity of the ontologies within LOD is the definition of a common unifying ontology.

Different communities have already defined and published their datasets on the LOD cloud. In the last years the linguistic community also moved towards the creation of Linguistic Linked Open Data (LLOD). The area has been under active development. Many of the community activities are reported here:

- The Open Linguistics Working Group: http://linguistics.okfn.org
- W3C Ontology-Lexica Community Group: http://www.w3.org/community/ontolex

(Chiarcos et al., 2012) list the following advantages:

- Representation and modeling
- Structural interoperability
- Federation
- Ecosystem
- Expressivity
- Conceptual interoperability
- Dynamic import

In this paper we rely on several of these advantages. More specifically, on the representation and modeling of language resources and their dynamic nature.

As an example of a knowledge-based language resource (KBLR) we follow the methodology for dynamic treebanking as it was implemented within the Redwood, DeepBank (Flickinger et al., 2012), BulTreeBank (Simov et al., 2004) treebanks and the infrastructure for dynamic treebanking INESS (Rosén et al., 2012). For example, the Redwoods treebank was compiled by coupling English Resource Grammar (ERG) and a tree selection module of [incr tsdb()] (see (Oepen, 1999) and (Oepen et al., 2002)). ERG produces very detailed syntacto-semantic analyses of the input sentence. For many sentences, HPSG processor (e.g. LKB — (Copestake, 2002)) overgenerates, producing analyses that are not acceptable. From the complete analyses different components can be extracted in order to highlight different views over the analyses: (1) derivation trees composed of identifiers of lexical items and constructions used to build the analysis; (2) phrase structure trees; and (3) underspecified MRS representations. From these types of information the most important with respect to the treebank construction is the first one, because it is good enough to support the reconstruction of the HPSG analysis by a parser. The steps of constructing the Redwood treebank are:

- LKB produces all possible analyses according to the current version of ERG;
- The tree comparison module provides a mechanism for selection of the correct analyses;
- The selection is done via basic properties (called also discriminating properties) which discriminate between the different analyses;
- The set of the selected basic properties are stored in the treebank database for later use in case of a treebank update.
- The update of the grammar initiates an update of the treebank itself. All the sentences that were annotated on the basis of the previous version of the grammar are analyzed again. The selection is done on the basis of the previous annotator selections.

We aim at designing and implementing a system that supports the creation and maintenance of language resources following the ideas of dynamic treebanking.

3 Knowledge-Based Language Resources

Our goal is to implement a system for supporting the whole life cycle of the creation and usage of
language resources at knowledge level. This process includes formal modeling of different aspects of the LRs management, such as:

- Representation of the annotation schema (e.g. a grammar). Here we envisage a representation of linguistic ontology, defining the vocabulary for describing linguistic objects and their basic properties, and constraints determining the actual linguistic objects.

- Representation of the annotation (analyses with respect to the annotation schema). We expect the annotation to be a representation of linguistic objects. Additionally, we require the implementation of appropriate tools for supporting creation of the annotation (automatically and/or manually). Checking consistency of annotation. Searching in the knowledge base.

- Creation (management) of language resources. Here we expect all the metainformation to be modeled and stored in the process of creation and evolution of LRs. Also, some of the activities in the process of creation and management of LRs to be supported on knowledge level.

- Usage of language resources. Originally each LR is created with a task in mind, but frequently this LR is used for many other tasks. In these cases usually the language resource is adapted to the new task including reformulation of the knowledge, stored in the LR, extensions with information from other resources and human intervention. Thus LR are directly connected to the actual usage. We view the knowledge-based approach to language resources management as being ideal to support all these requirements.

Modeling the annotation schema and annotations using ontologies is motivated by the need of complex and detailed language resources. Such language resources cannot be theory independent because of the following reasons:

- For real applications - detailed analyses are needed. The corresponding language resources need to incorporate the same level of granularity as the analyses necessary for the applications.

- On a certain level of granularity the annotation scheme becomes very complicated to be processed manually in a consistent way. Thus, a certain formalization will be necessary.

- On a certain level of granularity some linguistic theory has to be exploited. When it is possible, it is better to select existing theories instead of inventing a new “annotation” theory.

The example presented in the next section is based on the Head-driven Phrase Structure Grammar (HPSG). There are several reasons for this choice. HPSG is already formalized and this formalization allows a conversion between different formalisms. There exist examples of dynamic language resources created within this linguistic theory. The created framework could be easily ported to the setup of the knowledge-based language resources.

4 Dynamic Treebanking

This section is heavily based on (Simov, 2003). As it was stated above, we aim at modeling the HPSG dynamic treebanking as a knowledge-based language resource. First, we need to formalize the HPSG Language Model. It includes the following components:

- Linguistic objects in HPSG are represented as directed graphs called feature structures. The analyses of sentences are represented as complete feature structures in which all the constraints stated in the sort hierarchy and the grammar are satisfied.

- Sort hierarchy\(^1\) defines a linguistic ontology. It represents the types of linguistic objects and their characteristics (features). The sort hierarchy determines the possible linguistic objects.

- Grammar is represented as a theory within a logical formalism over the sort hierarchy. It constraints the possible linguistic objects to the actual linguistic objects. The grammar is divided in two parts: (1) HPSG Universal and Language\(^2\) Specific Principles; and (2) Language Specific Lexicon. Each principle and

\(^1\)Sometimes it is called type hierarchy.

\(^2\)English, Bulgarian, Tagalog or another natural language.
each lexical entry is represented as a formula in the logical formalism. The formulas include sort assignment, equality of compositions of features as elementary formulas and full logical set of connectives over the elementary formulas.  

In order to support the HPSG dynamic treebank as knowledge-based language resources management we have to be able to support at least the following tasks:

• Implementation of an Annotation Schema. The sort hierarchy can be represented as an ontology in a straightforward way. The representation of formulas from the grammar is possible, but the standard inference for OWL DL can not be used, because OWL DL does not support equality.

• Analyses of sentences are represented as a set of complete instances. Without appropriate inference over the annotation schema we rely on an external processor which produces all the acceptable analyses over the grammar. These analyses are translated as RDF graphs using the ontology behind the annotation schema.

• Minimisation of manual work for the creation of the treebank. We select the correct analysis from the set of all analyses via classification of elementary formulas with respect to these analyses. After finite number of steps the correct analysis is selected. The process is described below.

• Adaptation of the treebank to different uses. Some usages require different views over the data. This is implemented by defining a new ontology for each new view over the treebank. See below.

• Dynamic nature is supported by a re-design of the annotation schema and re-classification of the existing analyses with respect to the new annotation schema. See below.

**Corpus Annotation.** As it is stated above, the corpus annotation within this framework is based on parse selection from a number of automatically constructed sentence parses. There are tree steps in the annotation process: (1) Pre-processing of the selected sentence. This step includes a segmentation of the text in sentences. Each sentence is annotated morphologically. (2) The result is encoded as a partial feature graph and it is further processed by an HPSG processor to a set of complete feature graphs. (3) The parse selection is considered as a classification with respect to the result from the previous step based on partial descriptions provided by the annotator.

Classification is done by means of index over the set of the produced parses. First, the intersection of all graphs is calculated. We assume that this part is true. Then an index is created on the basis of the elementary formulas within the graph. The index is a decision tree over the analyses. Each node in the tree is marked with an elementary formula which can be true or false. After selection of the correct value the corresponding edge is traversed to the next node. In this way the number of possible choices is reduced. The leaves of the tree are marked with the parses. Thus, in the index the formulas are chosen in such a way that each path from the root of the tree to some of its leaves determines exactly one graph in the initial set of graphs.

In the annotation the annotator supplies partial formulas (elementary formulas) about the true analysis. The index is traversed and the number of the possible choices is reduced. The process is repeated to the moment when only one analysis is selected. This analysis is stored within the treebank.

There is a problem with this annotation procedure. Any index represents just one view on the classification over the set of graphs. The annotator can have different views of classification over the same set of graphs. This means that at some moment the annotator could be not able to provide a formula that is in the index.

This clash between a predetermined way of classification scheme and the linguistic intuition could be resolved by construction by all the indices. In this case, the annotator chooses the most appropriate for him/her type of classification. These indices are represented as a forest in order to minimize the size of the representation. The annotation process proceeds according to the following classification algorithm:

1. The nodes in the index are available to be
chosen by the annotator
2. The annotator decides on an elementary formula about the sentence
3. The elementary formula is found in the index and the number of the possible graphs is reduced
4. If there is only one possible graph, it is returned as a result, otherwise the algorithm returns to step 2

The number of the selections are in the worst case equal to the number of all analyses for the sentence. This can happen when the annotator rules out exactly one analysis per choice. The average number of selections is a logarithm from the number of the analyses. An important advantage of this selection-analysis-approach is that the annotator works locally. Thus, the number of parameters necessary to be considered simultaneously is minimized.

**Corpus Update.** If at some step of annotation the annotator cannot select any elementary formula from the index, we assume that there is no correct analysis in the set for the sentence. This fact is reported back to the grammar writer in order to modify the grammar. In such cases of grammar update the annotated sentences in the treebank needs to be reclassified with respect to the new annotation schema. The change of the annotation schema could be necessary in many cases like:

- Modifications in the target linguistic model of the elements in the corpus,
- New developments in the linguistic theory,
- Misleading decisions, taken during the design phase of the corpus development,
- New applications, for which the corpus might be adjusted.

In each of these cases the result is a new annotation schema. The treebank created with respect to the previous annotation schema could not be valid anymore with respect to the new one. The main question in this case is: How to use the existing corpus in the new circumstances and at minimal costs? In the case of knowledge-based language resources the idea of reclassification could be implemented as a transfer of all the relevant knowledge represented from the old annotation scheme to the new one. The transfer of the linguistic knowledge is defined by correspondence rules of the following format $\delta_{\text{old}} \Rightarrow \delta_{\text{new}}$, where $\delta_{\text{old}}$ is a formula with respect to the old annotation schema and $\delta_{\text{new}}$ is a corresponding formula with respect to the new annotation schema. In most cases the transfer rules are for formulas that are the same with respect to both annotation schemas. In such settings the reclassification algorithm for an HPSG treebank is as follows:

- For a sentence in the treebank we construct a new set of complete graphs $\{G_1, \ldots, G_n\}$,
- From the existing annotation we construct a set $ED_{\text{new}}$ of formulas using the correspondence rules,
- The set $ED_{\text{new}}$ is used for a classification of the sentences with respect to the set $\{G_1, \ldots, G_n\}$.

There could be the case when the transferred knowledge is not enough to classify the sentence with respect to the new set of graphs. In such a case manual intervention of an annotator will be necessary in order to complete the annotation.

**Corpus Usage.** Reclassification can be exploited in cases when the treebank will be used for a particular task which requires a different view over the represented linguistic knowledge. For example, for evaluation of parsers usually one needs to convert the treebank into a format comparable to the format of the parses. In case of knowledge-based language resources such evaluation could be done via representation of the parses with respect to annotation schema with the KBLR system. Then we apply appropriate reclassification of both: the treebank and the parses. Defining different annotation schema for the evaluation schema allows us to measure the performance of the parser with respect to different phenomena when this is necessary. For example, most of the parsers will be good on non-recursive phrases, but they will make mistakes over phenomena like PP attachment, coordination, etc. Thus, we could design annotation schema that hides the easy cases and compare the parses and the treebank on the hard problems.

**Documentation of Annotation Process.** Formalization of the annotation process via ontologies and knowledge bases of instances provide a rich mechanism for storing important information...
from the process of the annotation. For this we envisage the usage of the so called annotation context ontology. This ontology describes the annotation setup: annotation schema, version of the HPSG grammar, annotators, time information, different annotation tasks. Each time some annotation action is performed appropriate record is created and stored. This will allow very detailed description of the annotation process. For example, it will allow to search for all the sentences annotated by some annotator, even after several modifications of the annotation schema and the eventual reclassification of the data.

Also such recording will help further usage of the treebank. For example, each usage could be reported with respect to the annotation context ontology. Later when somebody wants to use the treebank for evaluation of a new parser he/she could first examine the setups in which the treebank was used for similar tasks and then design a new one. Similarly the history of the annotation process could be useful in the process of design and implementation of new language resources.

Created in such a way language resources provide an easy connection to linked open data. Each knowledge-based language resource can be seen as a LOD dataset in which:

- The annotation schema is represented as an ontology,
- The annotated corpus is a set of instance data,
- The actual representation of the ontology and instance data in RDF is a trivial task,
- The documentation can be generated from the documentation of the annotation schema and published as a set of web pages dynamically,
- The description of the annotation process is also part of the dataset.

Integration with LOD is possible in both directions: (1) Any version of the created language resource could be immediately made available as a LOD dataset. This would facilitate the further use of the resource and feedback response as early as possible. (2) In some cases access the annotation process could gain from the access to other knowledge-based language resources. This can be done via inference mechanisms like classification and reclassification described above.

5 Conclusion and Future Work

This paper presented the main requirements for the creation of knowledge-based language resources on the basis of HPSG treebanking. As it is presented here, the actual implementation depends heavily on external processors like LKB system for producing HPSG analyses of sentences. In future, a system supporting knowledge-based language resources management will need integration with many external systems. But in our view, for such a system to be widely used, it needs to provide also internal tools working directly with ontologies and instance data. These tools need to support the complete manual annotation cycle, not just the selection of correct analysis. The cycle would include also: creation of processing procedure directly over RDF graphs like regular grammars, rules, transformation scripts, etc. These services will include many standard tools that already exist in the world of Linked Open Data. But there are also needs for new specific tools which are specially designed for the creation and management of KBLR. Another group of tools necessary to be implemented are: visualization and editing facilities.

In many respects we will follow the design and the implementation of CLaRK system — (Simov et al., 2003). In this context we consider RDF graphs corresponding to XML documents, ontologies corresponding to DTDs or XML schemas, etc. We believe that this is the way in which exploitation of language resources and technologies will be made widely used. Such a system is especially important within initiatives like CLARIN whose huge target group of end users would like to exploit the available language resources and tools for their specific tasks. Many of them are not familiar with the principles behind the language resources and technologies. Knowledge-based system are perfect to support such kind of users. Especially important for them is the annotation context ontology which will provide them with access to the best practises in usage of language technologies. We envisage developing our system in this direction within the Bulgarian part of CLARIN infrastructure. We envisage extension of the annotation context ontology to incorporate also information about creation of language technologies and their dependency on language resources.

\[^{4}\text{www.clarin.eu}\]
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1 Abstract

In recent years Semantic publishing applications get more and more domain-spread and user-oriented in several aspects, among which: customization and re-purpose of data and content reflecting the user needs in various domains; focused summaries with respect to user interests; high relevance of the retrieved information and minimal effort in receiving it.

There are various works, exploring the relation between publishing and Linked Open Data, since the latter enriches the semantics successfully across various domains. In (Villazon-Terrazas et. al 2012), for example, authors present their idea on a life cycle model (specification, modeling, generation, linking, publication, exploitation) and demonstrate its application within various domains. At the same time, in (Mendes et. al 2011) a DBpedia service has been presented (called DBpedia Spotlight), which automatically annotates text documents with DBpedia URI’s using the DBpedia in-house ontology. Similarly, Zemanta provides a plug-in to content creators, which recommends links to relevant content (articles, keywords, tags). Our approach is generally in-line with these ideas and services – domain specific applications, automatic semantic annotation, and addition of relevant linked content. However, our focus is preferably on: the trade-off between the semantic knowledge holders (ontologies, linked data) and their language reflection (domain texts), mediated by the linguistic processing pipelines; the adaptive flexibility of the constructed applications and the efficient storage and publishing of large data.

Within Ontotext, examples of mass media, semantic publishing web sites, such as the BBC’s sport web and the official web of the London’s Olympics 2013, have proven to attract a multi-million user bases. Behind such applications, as revealed by lead engineers at the BBC, there lies the complex architecture of the state-of-the-art Semantic and Text Analytics technologies, such as in-house: fast RDF database management system OWLIM and knowledge management platforms KIM; for robust semantic annotation and search, as well as for text analytics applications.

Both platforms are incorporated into numerous successful Semantic Publishing Solutions (including the BBC Sport, Press Association, Newz, EuroMoney, Publicis etc.). For the core methodology see (Kiryakov et. al 2003) and (Popov et. al 2003). Starting with the FIFA 2010 BBC web site, through the London Olympics, feeding the official news site with enriched content together with Press Association, we have built domain expertise, sound solution implementation methodologies, and a semantic publishing platform to serve our clients. Beyond mass media, specialized publishers licensed our products and commissioned us for customizations - like Euromoney for macroeconomic report analytics and Oxford University Press and IET for high value scientific content.

This talk aims to describe the parameters of our domain adaptation approach, used successfully in many projects for more than 5 years, to build rigorous semantic publishing solutions.

Our strategy relies on the calibration between the RDF semantic repository OWLIM, the semantic resources in KIM and the optimized Text Analytics techniques including methodologies for fast creation of gold data in the selected do-

---

1 http://en.wikipedia.org/wiki/Zemanta
2 www.bbc.com/sport
3 www.bbc.co.uk/blogs/bbcinternet/2012/04/sports_dynamic_semantic.html
4 www.ontotext.com/owlim
5 http://www.ontotext.com/kim
6 http://www.ontotext.com/publishing
7 http://www.pressassociation.com/
8 newz.nl
9 http://www.euromoney.com/
10 http://www.publicis.de/
main; focused curation of the automatically analyzed data and the application of advanced machine learning algorithms in data clustering. Thus, the success of our solutions lays in the customization of the advanced semantic technologies in combination with text analytics techniques, tuned to the needs of publishers and adapted to the requested domains.
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Borislav Popov is the Head of the Semantic Annotation and Search division at Ontotext. He has specialized in AI, spent some time on landmark projects in the financial and ERP industry across the Balkans with clients like BASF and AC Nielsen. He is a part of Ontotext since its founding and leads the company’s involvement in several EC funded projects with multi–million budgets. He took part in the birth of the KIM Platform and since then is leading both its development, the semantic annotation and search division and is primarily responsible for all the solution the group provides. Under his guidance the group delivered multiple solutions in Publishing and Media for the BBC, Press Association and several other major customers.
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Abstract

Digitized biodiversity literature provides a wealth of content for using biodiversity knowledge by machines. However, identifying taxonomic names and the associated semantic metadata is a difficult and labour intensive process. We present a system to support human assisted creation of semantic metadata. Information extraction techniques automatically identify taxonomic names from scanned documents. They are then presented to users for manual correction or verification. The tools that support the curation process include taxonomic name identification and mapping, and community-driven taxonomic name verification. Our research shows the potential for these information extraction techniques to support research and curation in disciplines dependent upon scanned documents.

1 Introduction

Our understanding of the natural world is rapidly increasing. At the same time, issues in biodiversity are shown to be relevant to many important policy areas, such as climate change, food security and habitat management. Biological taxonomy is a discipline that underlies all of these areas; understanding species, their behaviours and how they interact is of critical importance in being able to manage commercially important land and environment use (SCBD, 2008).

A major difficulty facing the curation of comprehensive taxonomic databases is incorporating the knowledge that is currently contained only in the printed literature, which spans well over one hundred million pages. Much of the literature, especially old taxonomic monographs that are both rare documents and extremely valuable for taxonomic research, are almost entirely in paper-print form and are not directly accessible electronically. Recent large-scale digitization projects like the Biodiversity Heritage Library 1 (BHL) have worked to digitize the (out of copyright) biodiversity literature held in natural history museums and other libraries’ collections. However, due to the lack of semantic metadata, the tasks of finding, extracting, and managing the knowledge contained in these volumes is still a primarily manual process and remains extremely difficult and labour-intensive. The difficulty in accessing the existing taxonomic literature is a severe impediment to research and delivery of the subject’s benefits (Godfray, 2002). Semantic tagging of organism mentions in biodiversity literature has recently been regarded as a pivotal step to facilitate taxonomy-aware text mining applications, including species-specific document retrieval (Sarka, 2007), linking biodiversity databases (White, 2007), and semantic enrichment of biodiversity articles (Pen et al, 2010).

Semantic web is a potential solution to the problems of data fragmentation and knowledge management if the appropriate metadata can be created (Page, 2006). However, manually creating this metadata is an enormous and unrealistic task. The verification process of checking the validity of a taxonomic name is a specialist task requiring expert skills.

In this paper, we present a semi-automated system that aims to develop a literature-driven curation process among practicing taxonomists, by providing tools to help taxonomists identify and validate appropriate taxonomic names from the scanned historical literature. Potential taxonomic names are automatically extracted from scanned biodiversity documents with their associated contextual information. These are presented for validation to taxonomic curators via an online web service. The manually verified or corrected names can then be indexed, and the semantic data stored, using the Darwin Core biodiversity data standard.

2 System Framework

Figure 1 shows the process for obtaining metadata and curating taxonomic names. Publishers who specialise in biological taxonomy often add appropriate metadata (Pen et al. 2010), but for scanned literature, this is generally not available.

1 http://www.biodiversitylibrary.org
Figure 1. System framework of literature-driven curation for taxonomic databases

The image files from scanned literature are processed through the ABBY FineReader or PrimeReader Optical Character Recognition (OCR) software to generate a plain text file.

Next, we identify those tokens in the plain text that may be taxonomic names (possibly containing errors through imperfect OCR, or other transcription errors). We use an information extraction tool for Named Entity Recognition (NER) based on Conditional Random Fields (CRFs) (Lafferty et al., 2001). The detected names are then mapped onto unique identifiers across a range of taxonomic databases such as uBio Name Bank, Encyclopaedia of Life (EoL), and Catalogue of Life (CoL).

Taxonomic names that cannot be found in online databases will be validated manually. Potential unknown taxonomic names are presented for validation or correction to the research community via the Scratchpads social network (e.g., professional taxonomists, experienced citizen scientists and other biodiversity specialists) in a community-driven verification process. The newly verified taxonomic name, along with additional metadata recording the user who verified the name, its context and bibliographic details is published as a semantic web service layer (currently a Scratchpads portal).

3 Taxonomic Name Recognition

Automatic identification of taxonomic names from biodiversity text has attracted increasing research interest over the past few years, but is difficult because of the problems of erroneous transcription and synonymy. There may be orthographic and other term variation in names assigned to the same species (Remsen, 2011). For example, *Actinobacillus actionomy*, *Actinobacillus actionomycetam*, and *Actinobacillus actionomyce* could all be variants of the same name. In addition, scanned documents can cause many OCR errors due to outdated fonts, complex terms, and aspects such as blemishes and stains on the scanned pages. Wei et al (2010) have observed that 35% of taxonomic names in scanned documents contain an error, and this creates difficulties for term recognition (Willis et al. 2009).

For example, erroneous OCR might propose ‘o’ in place of ‘c’ for the taxon *Pioa*, not a known name, rather than *Pica* (European magpie).

Approaches to taxonomic name recognition (TNR) span a broad range from traditional dictionary lookup (Gerner et al., 2010; Koning et al., 2005; Leary et al., 2007) combined with linguistic rule-based (Sautter et al., 2006) to pure machine learning (Akella et al., 2012).

In our system (Figure 1), the first stage is identifying potential taxonomic names. We used a supervised learning algorithm implemented by the CRF++ Package. Compared to other machine learning algorithms, CRFs are good at sequence segmentation labeling tasks such as Named Entity Recognition, which have been shown to be effective for biological entity identification in the biomedical literature (Yang et al. 2008). They can be easily adapted to similar tasks like Taxonomic Name Recognition (TNR).

3.1 Dataset Preparation and Annotation

To assess the performance of the CRFs on taxonomic texts, we generated training and test sets from scanned volumes between 1879 and 1911 from the Biodiversity Heritage Library (BHL).

Annotations were carried out using the BRAT Rapid Annotation Tool (BRAT) (Stenetorp et al., 2011).
al., 2012) to mark up taxonomic elements in biodiversity literature. All mentions of taxonomic names in the text were manually tagged and linked to identifiers in external taxonomic databases (i.e. uBio Name Bank, Catalogue of Life, and Encyclopaedia of Life) where possible. Annotated mentions were also assigned to several categories that indicate specific linguistic or semantic features (e.g. taxonomic rank, genus abbreviation or omission) for evaluation analysis. The manually annotated dataset consists of:

(a) **Training data.** We selected three BHL volumes of different animal groups: Coleoptera (Beetles), Aves (Birds), and Pisces (Fish) as the training data to build a CRF-based taxon recogniser. The volume text used for the annotation is clear text, i.e. text from which OCR errors are removed, which was obtained from the INOTAXA Project. Table 1 reports the statistical annotation information about these three volumes.

<table>
<thead>
<tr>
<th></th>
<th>#Pages</th>
<th>#Taxonomic Names</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coleoptera</td>
<td>324</td>
<td>7,264</td>
</tr>
<tr>
<td>Aves</td>
<td>553</td>
<td>8,354</td>
</tr>
<tr>
<td>Pisces</td>
<td>234</td>
<td>4,915</td>
</tr>
</tbody>
</table>

Table 1. The statistics on the training data

(b) **Test data.** The dataset used for the evaluation of the taxon recogniser is another BHL volume about Coleoptera (Beetles). Taxonomic names are annotated in two datasets of different quality text, one is clear text (high-quality text) and the other is the original OCR text with scanning errors (poor-quality text). The reason for building this comparative corpus is to estimate the impact of OCR errors on taxon name recognition. The statistics about this corpus are given in Table 2. More taxonomic names are found in the OCR text than the clear text because the OCR text includes page headings that may contain the scientific name of an organism.

<table>
<thead>
<tr>
<th></th>
<th>Clear Text</th>
<th>OCR Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Pages</td>
<td>373</td>
<td>373</td>
</tr>
<tr>
<td>#Taxonomic Names</td>
<td>5,198</td>
<td>5,414</td>
</tr>
<tr>
<td>#Taxonomic Names (with OCR error)</td>
<td>--</td>
<td>2,335 (43.1%)</td>
</tr>
</tbody>
</table>

Table 2. The statistics on the test data

3.2 Taxonomic Name Identification

To train the CRF-based recogniser, we used a variety of linguistic and semantic features to characterise the semantics of taxonomic names. The features used for taxon recognition were grouped into the following five categories:

- **Word-token Feature.** This type of feature includes word lemma, Part-of-Speech (POS) tag, and chunk tag of the word, which are obtained from the Genia Tagger.

- **Context Features.** The features for the lemma and POS tag of the three neighbouring words before and after the current word token are also considered.

- **Orthographic Features.** Taxonomic names tend to be case sensitive, e.g. *Agelaus phaeinio*. Moreover, much taxonomic literature employs abbreviations as standard like *A. phaenio*. Some special tokens, e.g. Greek symbols (*α*, *β*, *γ*) and Roman numbers (*I*, *II*, *iv*) also frequently occur in the text.

- **Morphologic Features.** Some taxonomic names contain typographic ligatures, e.g., *æ* (ae), *œ* (oe), *Æ* (AE). We observed that some mentions contain the same suffix strings such as *-us*, *-um*, *-eis*.

- **Domain-specific Features.** Taxonomic rank markers and their abbreviations, e.g., *species*, *genus*, *sp.*, *subg.*, *fam.*, etc., frequently occur in the text preceding taxonomic names. This is a binary property. *Y* if the word is a rank marker or *O* otherwise.

The training data file for the CRFs consists of a set of word token instances, each of which contains a feature vector that is made up of five groups of features described above together with an entity class label – BIO tags.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear text</td>
<td>0.9285</td>
<td>0.8642</td>
<td>0.8952</td>
</tr>
<tr>
<td>OCR text</td>
<td>0.4450</td>
<td>0.3716</td>
<td>0.4050</td>
</tr>
</tbody>
</table>

Table 3. The overall performance of taxonomic name identification on a comparative dataset

**Performance Evaluation.** The trained CRFs were evaluated on the test corpus. We compared the results of the clear text with those of the OCR text in order to test the OCR-error toleration capability of the trained CRFs. As shown in Table 3, the trained CRFs performs well and achieves an F-measure as high as 0.8952 on the clear text.
OCR Error Correction. To reduce the impact of OCR errors on the identification of taxonomic names, we developed a mechanism for error checking and correction. Figure 2 shows a screen shot of the web service used to highlight a potential taxon to a user. The left-hand panel is the image of the original page, and the right-hand panel is the corresponding text, which is extracted from the DjVu XML file created by the OCR software. When a word is selected using the navigation content in the right-hand panel, a small error-correction window pops up, and the user is allowed to make possible modifications, based on the enlarged image of the target word appearing in the pop-up window.

3.3 Taxonomic Name Mapping

Taxonomic name mapping or normalization is to map the detected mentions in the text into standardised taxonomic identifiers (Gerner et al. (2010). It aims to generate correct lists of unique identifiers (typically from referent taxonomic databases) for each taxonomic name. There are two potential factors that affect mapping accuracy. First, taxonomic names are not completely stable, and may change due to taxonomic revision. There may be multiple names (synonyms) for the same organism, and the same name may refer to different taxa (homonyms). Moreover, there is lexical and terminological variation among taxonomic names. Second, currently there is not a complete taxonomic database that covers all the organisms in the world so multiple taxonomic databases are needed to complement each other.

To resolve the problem of orthographic and term variations between taxonomic names, we exploited a generic and effective cascaded matching method that consists of two stages:

• **Stage I - Exact Matching:** string matching between original identified mentions and database entries. If a name mention is a known synonym in the curated list of a taxonomic database, the unique identifier of a taxon entry associated with the synonym will be assigned to the mention. It is possible that the mention might be mapped to synonyms of different organisms. In these ambiguous cases, additional information such as the surrounding context of the mention and the attributes of its neighboring mentions are needed to help determine the selection of the most appropriate organism.

• **Stage II - Rule-based approximate matching:** First, a set of transformation rules that capture morphologic features of name variations are generated to produce more potential extended mentions. Second, for each unmatched mention filtered at the first stage, the possible extended candidate names created by the transformation rules (described later) are sent to the taxonomic databases again to find the possible matched synonyms of a known taxon entry.

---

14 http://mcs-notes2.open.ac.uk/CommunityCuration/Book1.asp#Concept1.xsp
Construction of transformation rules. According to the observations on our manually-annotated taxonomic dataset, we roughly group name variations into the four categories below:

(a) **Ligature replacement**: typographic ligatures (e.g., æ, œ, Æ, Œ, etc.) that appear in taxonomic names of the old literature are generally replaced with the corresponding two or more consecutive letters. For example, *Agelaus pheneiceus* → *Agelaus phoeniceus*, *Dendraea* → *Dendroica*

(b) **Latin declension**: the scientific name of an organism is always written in either Latin or Greek. A Latin noun can be described in different declension instances (e.g., First-declension, Second-declension) by changing its suffix substring. For instance, *puellæ*, *puellarum*, *puellis*, *puellas*, can be normalized as the same root word Puella.

(c) **Parenthesized trinomial names**: some taxonomic names consist of three parts. These are usually represented as a species names with a subgenus name contained within parentheses, e.g., *Corvus (Pica) beecheii*, *Tanagra (Aglæa) diaconus*. However, the parenthesized subgenus name is not used very much, and some taxonomic databases do not contain the information at this low rank level. Therefore, the subgenus name can be ignored when mapping, e.g., *Corvus (Pica) beecheii* → *Corvus beecheii*

(d) **Taxon variety names**: taxon variety names are another special case, which can appear in various name forms like *Peucæa æstivalis arizonæ*; *Peucea æstivalis var. arizonæ*; *Peucea æstivalis, var arizonæ*; *Peucea æstivalis, ß. Arizonæ*; even *Peucæa arizonæ* due to taxonomic inflation in which known subspecies are raised to species as a result in a change in species concept (Isaac et al. 2004).

A set of linguistic rules are expressed as regular expressions to record the syntactic and semantic clues found in the name variations discussed above. These rules are used to transform the original mentions to possible extended candidates for string matching in taxonomic databases.

**External taxonomic databases.** To link more identified mentions to existing taxonomic databases, we chose three widely-used large-scale taxonomic databases: uBio Name Bank, Encyclopaedia of Life (EoL), and Catalogue of Life (CoL), which separately curate 4.8 million, 1.3 million, and 1.6 million taxonomic names respectively. In each database, each species has exactly one entry with a unique identifier, a name classified as *scientific name* (i.e. the “correct” canonical name), as well as other possible variants (e.g., synonyms, common misspellings, or retired names if the organism has been reclassified). Moreover, these three databases provide relevant web services to users for online search of taxonomic names. For each candidate name, we send a name query to different databases, and automatically extract the relevant unique identifier from the returned result.

**Mapping Results.** We collected a total of 8,687 distinct candidate names from four annotated BHL volumes and mapped them to the chosen taxonomic databases. Table 4 shows the statistical information of name matches in the individual databases. It is interesting to note that the matched names in EoL usually can be found in uBio, whereas CoL can find some names that do not appear in either uBio or EoL. Nearly a half of the names (4, 273 names) could not be found in any of the taxonomic databases. This suggests that machine-learning based TNR can find quite a lot of new names that a simple dictionary approach cannot identify. Moreover, biodiversity literature is a potentially useful resource to enrich the existing taxonomic databases.

<table>
<thead>
<tr>
<th>Mapped Names</th>
<th>uBio</th>
<th>EoL</th>
<th>CoL</th>
</tr>
</thead>
<tbody>
<tr>
<td>(total names: 8,687)</td>
<td>3,565</td>
<td>2,893</td>
<td>3,354</td>
</tr>
<tr>
<td>(41.1%)</td>
<td>(33.3%)</td>
<td>(38.6%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Name mapping in taxonomic databases

4 **Community Metadata Collection**

Biodiversity communities have come to the consensus that converting unstructured biodiversity literature into semantically-enabled, machine-readable structured data is essential to use the currently highly fragmented data sources. The main semantic metadata system is the Darwin Core biodiversity data standard\(^\text{15}\), maintained by the Biodiversity Information Standards group (TDWG)\(^\text{16}\), and based on Dublin Core. The main objects in Darwin Core represent an organism’s scientific name, information pertaining to its classification, and the geographical and geological contexts of the organism.

For this research, key information can be stored in the `dwc:Taxon` class, which has terms defined for the taxonomic name itself (`dwc:scientificName`), as well as a unique identifier, the Life Sciences ID (LSID) to locate the

\(^{15}\) [http://rs.tdwg.org/dwc/index.htm](http://rs.tdwg.org/dwc/index.htm)

\(^{16}\) [http://www.tdwg.org/](http://www.tdwg.org/)
taxon across remote databases (dwc:taxonID) and various terms giving taxonomic information and provenance. For example, the metadata identifying the LSID and publication data for the species *Anthus correndera* might be represented using the standard Darwin Core terms:

```xml
<dwc:Taxon>
  <dwc:scientificName>Anthus correndera</dwc:scientificName>
  <dwc:class>Aves</dwc:class>
  <dwc:genus>Anthus</dwc:genus>
  <dwc:specificEpithet>correndera</dwc:specificEpithet>
  <dwc:namePublishedIn>London Med. Repos., 15: 308.</dwc:namePublishedIn>
</dwc:Taxon>
```

Further contextual information can be stored, providing species description information including morphological features, biogeographic distribution, and ecology. Figure 3 shows a web page 17 corresponding to a species in which the contexts surrounding the occurrence of the target mention are extracted from the text. Each piece of evidence is given a bibliographic citation that is linked to the respective copy of the referring page (here, the BHL). Unique database identifiers and hyperlinks to external taxonomic databases are provided on the web page if possible. Connections to external databases increase the understanding and analysis of the behaviour of the target species. These bibliographic linkages allow the system to identify and track back the raw data across the range of remote databases.

The metadata can potentially encode many semantic aspects of the data. Identified taxonomic names and hyperlinks to repositories will improve species-specific document retrieval. Encoding different names for organisms will improve synonym detection so reconciliation techniques are needed to connect multiple names. Also, linkages to the unique identifiers of organisms facilitate the reconciliation process. Future work will consider citation information, which improves the traceability of naming authorities.

---

17 [http://www9.open.ac.uk/Web_NER/mobotbca_03_01_00/3982.html](http://www9.open.ac.uk/Web_NER/mobotbca_03_01_00/3982.html)
4.1 Taxonomic Name Validation

Taxonomic name validation task is to present unknown names for human validation. Validating taxonomic names is a specialist process, requiring extensive human involvement and expertise. Non-professional taxonomists and citizen scientists are an essential part of this effort. We aim to demonstrate how small, lightweight plugins integrated to existing web-based collaboration tools can facilitate the semantic annotation of open biodiversity resources via crowdsourcing techniques.

Scratchpads (Smith et al. 2009) are a content management system that is optimised for handling biological taxonomy data. Scratchpads are widely used amongst professional and amateur taxonomists, and so are a useful portal for validation.

Our curation web service is a Scratchpads plug-in. Text for validation is selected via a simple recommender system18 (Figure 4). Users are presented with one or more potential taxonomic names found by the CRFs, as text "snippets" containing the proposed name with the surrounding context of the original scan (Figure 4-1). To collect specialists’ judgments, a multiple-option form (Figure 4-2) is used to request a judgment of whether the text snippet represents a potentially new taxon, a synonym or a name variant of an existing organism.

The validation information is collected in a back-end MySQL database in a metadata format that contains the curator’s name, verification time stamp, the target name, the associated publication, along with appropriate page citations and associated URI page linkages to make the support evidence traceable. By ensuring that this data is available to the community via the semantic web service layer, the judgment is exposed to the community for further validation or modification (distribution illustrated in Figure 4-3).

Our aim in the medium term is to link the validation task to search results within the Scratchpad portal19. This will allow us to investigate whether the output of document searching can be used as a reward for carrying out the validation exercise, and so whether the task can be presented in a (relatively) unobtrusive manner to users.

5 Conclusions and Future Work

Increasing numbers of older documents are scanned and made available online, through digital heritage projects like BHL. It will become more important to annotate those documents with semantic data in order to curate and manage the information contained in the documents.

We have described how information extraction techniques can be used as part of a curation system to improve the mechanisms for collecting

18 http://www9.open.ac.uk/ComTax/mobotbca_03_01_004136.html

19 http://taxoncuration.myspecies.info/node/77
The development of an automated OCR-error correction tool and a TNR tool built for OCR text. (3) Our project is in its early stages and requires more time for the collection of validation judgments; to conduct the evaluation of the validation tool and to analyse the validation results.
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Abstract

In this paper we present a novel methodology for automatic information extraction from natural language texts, based on the integration of linguistic rules, multiple ontologies and inference resources, integrated with an abstraction layer for linguistic annotation and data representation. The SAURON system was developed to implement and integrate the methodology phases. The knowledge domain of legal realm has been used for the case study scenario through a corpus collected from the State Superior Court website in Brazil. The main contribution presented is related to the exploration of the flexibility of linguistic rules and domain knowledge representation, through their manipulation and integration by a reasoning system. Therefore, it is possible to the system to continuously interact with linguistic and domain experts in order to improve the set of linguistic rules or the ontology components. The results from the case study indicate that the proposed approach is effective for the legal domain.

1 Introduction

The aim of Information Extraction (IE) field is to develop tools and methodologies to identify, annotate and extract specific information from natural language text documents. Although the efforts in this field are not recent (Rillof, 2009), its growing importance and necessity certainly are related to the large volume of natural language text documents and relevant textual information currently stored in databases. Due to this context, the manual analysis of these resources becomes unfeasible. Therefore, text documents automatic processing stands as a necessity and the achievement of better results in IE systems allow improvements in the effectiveness of other related systems, such as, for instance, the Information Retrieval systems.

The initial systems of IE generally were related to specific domains as a way to achieve better results in their operation. Some of the main aspects considered by these IE systems are the frequency and position of domain-related terms (Wimalasurya, 2009). Related to these approach, some well-known works in the area (Bruninghaus, 2001; Jijkoun, 2004) do not consider certain important relation descriptions concerning linguistic and domain knowledge aspects. Recently, aiming to improve the flexibility and precision in IE, the use of domain knowledge, expressed by ontologies, is observed in several approaches (Saravanan, 2009; Daya 2010). Some other initiatives incorporate linguistic aspects in their design (Wyner, 2011; Moens, 1999; Amardeihl, 2005) in order to better treat natural language complex structures.

This paper presents a novel methodology for Information Extraction from natural language texts that combine domain knowledge with linguistic knowledge. The linguistics information is represented in form of ontologies and allows the application of automated reasoning algorithms. Therefore some improvements over related work are achieved. The first one is the wide use of semantic information described in domain ontologies, allowing reuse and the integration of multiple ontologies. The second is the incorporation of linguistic information, which is obtained from studies of the domain documents, composing flexible and precise rules for information extraction. The last one is the extensive use of an inference system, in order to integrate and process textual, domain and linguistic information. Moreover, an abstraction layer for linguistic annotation and data representation (Chiarcos, 2012a) is adopted as a key component of the methodology. The main benefit from this choice is the greater flexibility in the integration and processing of different parser originated annotations, as well as some facilities in the use of corpora originated from different sources.
The work has been developed in the context of a research group within the scope of the project "Semantic technologies and legal information retrieval systems"\(^1\). The group involved in this project aims to develop a conceptual-semantic model of the Brazilian legal domain, in order to integrate it into Information Retrieval systems targeted at legal documentation. The group has an interdisciplinary composition, comprising lawyers, linguists and computer science researchers.

2 Related Work

In this section we present two aspects of related works. The first one is more general and not related to IE techniques, but illustrates the increasing availability of data collections and data repositories, some of them fully integrated with several databases. The second aspect is related to the technical differences of the proposed approach from previous works.

There is a trend in providing facilitated access to documents in several specific domains and in the adoption of some standards to describe document collections. Therefore, these initiatives foster the generation of document patterns and repositories for annotation and automatic processing.

Since the case study adopted in this work is dedicated to the legal realm, some relevant examples of this situation are mentioned here. Currently, there are several initiatives underway to achieve a standard representation of legal documents, aimed at facilitating their automatic processing. In Brazil, LXML project\(^7\) is concerned with information representation and information retrieval, as well as some other projects in Italy also care about those issues (Brighi, 2009; Biagioli, 2005; Palmirani 2011). Some other examples of projects in this area can be cited, as the Institute of Legal Information Theory and Techniques\(^3\), the results of Estrella Project\(^4\) and Metalex standard proposal\(^5\). In general, standards and schemes are used in these initiatives, implemented in flexible formats, such as XML\(^2\), fostering the generation of patterns for annotation and access. The existence of this trend in providing affordable computational formats shows the correct positioning of efforts to create automatic tools for legal text treatment.

Regarding the technical aspects, it is important to identify the main differences presented by the proposed methodology from previous works, which resides mainly in the representation of linguistic information in form of ontologies and in the extensive use of inference mechanisms and linguistic rules to identify relevant events. This novel approach was not found in the reviewed material and it brings to the implemented system the possibilities of achieving better precision and flexibility, as described in the results analysis.

Some initial efforts in Information Extraction for legal realm were conceived with the same syntactic pattern approach observed in other fields (Jijkoun, 2004; Oard, 2010). These works presents no capability to cope with some important linguistic relations and also lack flexibility to maintain the sets of syntactic patterns used.

To overcome such aspects, some works apply knowledge representation as a resource to improve the domain information possibilities, since the IE is dependent of specific vocabulary and related to proper concepts. The use of ontologies is adopted in several works (Saravanan, 2009; Soysal, 2010) and allow improvements in domain concepts representation. In such works, in general, the ontologies are mainly used as concepts repositories, dedicated to help in search operations, therefore with little exploration of inference and reasoning possibilities.

The linguistics information is also applied in several works (Moens, 1999; Mazzei, 2009; Cederberg, 2003) and these approaches contribute to the understanding of the great importance of using linguistic structures in IE, since they allow a more precise analysis of the texts. Extending these initiatives, some proposals suggest the use of ontologies combined with linguistic analysis (Amardeilh, 2005; Palmirani, 2011; Lenci, 2007). The main argument in these cases is the possible improvements integrating the linguistic and domain knowledge, providing a better basis to the text analysis. In these approaches, however, there is not an integrated representation of the domain knowledge and the linguistic analysis, as provided by the proposed methodology in this work.

3 Proposed methodology

The proposed methodology has two phases, called linguistic phase and computational phase. In the first one the focus of attention is the cor-

\(^{1}\) Legal Research Support Program No. 020/2010/CAPES/CNJ
\(^{2}\) http://www.metallex.eu/
\(^{3}\) http://www.ittig.cnr.it/
\(^{4}\) http://www.ittig.cnr.it/
\(^{5}\) http://www.estrellaproject.org/
\(^{6}\) http://www.w3.org/XML/
pus study, which is necessary to build the necessary domain ontology and linguistic rules. The second phase objective is to integrate linguistic rules with domain ontologies through the use of an inference system and the abstraction layer for linguistic annotation and data representation. This phase is therefore based on the use of Natural Language Processing techniques (LIDDDY, 2003), ontology and inference resources. The outcome of this phase is a knowledge base composed by the relevant information identified.

To illustrate the overall methodology integration aspects, the Figure 1 shows the main elements of each phase. As indicated in the Figure 1, in the linguistic phase the desired corpus is studied and then are generated two ontologies: the ontology with the linguistic rules and the domain ontology. The linguistic rules, depending on their complexity, are formalized in OWL (McGuinness, 2004), through logical axioms in Description Logic (Baader, 2003) or SWRL7. The domain ontology is formalized in OWL language.

The computational phase aims to provide the text documents processing and the integration of the domain ontology with the ontology containing the linguistic rules. We propose in our methodology that the natural language text documents submitted to the IE process should be first treated by a deep linguistic parser and then represented in OWL with the POWLA data model (Chiarcos, 2012). This data model represents corpora structures through linguistic concepts in OWL, therefore allowing the use of the linguistic rules and the domain ontology concepts in an integrated and flexible manner. When necessary, some optimizations can be performed in order to ensure that the represented text do not generate excessive and not useful information.

As an outcome of these methodological choices, we can indicated the following positive aspects: (a) the IE process can be done with data originated from different linguistic parsers; (b) the linguistic rules can be formulated considering more than one annotation layer; (c) the reasoning system integrates the description of the domain, the linguistic rules and the documents linguistic annotation; (d) the knowledge representation of linguistic rules, domain and linguistic annotation can be manipulated in a flexible way. Some details in the proposed methodology are described below.

3.1 Domain Ontology construction

In general, IE is context dependent, since there are specific vocabulary and textual constructions more frequently observed in each knowledge field. Due to this situation, our methodology applies domain ontology to describe the important concepts of the targeted area. This domain ontology is created through a semantic analysis of terms and their relations, during the study of natural language texts describing the desired domain area.

We consider that using the domain ontology together with linguistic rules can improve precision and recall in the computational phase. One of the main aspects supporting this consideration is the integration of concepts and relations described in the domain ontology with elements of the linguistic rules ontology, thus allowing greater accuracy.

Also it is important to note that the reuse aspect of ontologies can be a very important element to foster the methodology application in different knowledge domains. In the case study related in this work, aiming at the legal realm, the domain ontology was created using the categories recommended by (Minghelli, 2011), that are: Legal Events, Legal Institutions, Legal Documents and Legal Participants.

With these categories, is possible to capture and describe specific contexts that assist in the interpretation of textual information found in the text documents. It also enables the identification of various important relations, such as dependency and composition. The integration established between the domain ontology and the linguistic rules foster the specification of references between elements described in the domain ontology and linguistic elements.

3.2 Description of Linguistic Rules

Linguistic experts define the linguistic rules applied in our methodology, in order to better represent the knowledge involved in textual analy-
sis. The experts in the knowledge field are also involved in this phase.

Therefore, the linguistic rules represent the reflections of the linguistic experts about the textual constructions, based on linguistic corpus analysis and interactions with other experts in the knowledge area.

In order to achieve flexibility and to maintain the greater amount of semantic information, in our methodology, the linguistic rules will be expressed in sets of constructions in Description Logic and SWRL rules. These rules also combine the concepts of the domain ontology, and therefore are able to correctly and precisely identify terms and excerpts of the text documents analyzed.

These documents are represented using the POWLA/OWL data model. One of the advantages of this approach is the flexibility for describing linguistic rules. Since the basic elements of the text are available, together with more complex components, such as sentences or phrasal structures, the linguistic rules can be expressed using all these aspects. This expands the possibilities of the linguists in the description of the rules. This context is possible through the use of multiple ontologies, which are specialized in different components, such as the annotation layer, the domain concepts, and the linguistic rules specification.

Despite the higher computational cost that this approach can present when compared with some other options, the results, as described in the result analysis section, presents a good precision and are not dependent of a large volume of documents to generate basic and reference models.

3.3 Computational Phase: the SAURON System

The computational phase of the methodology suggested is implemented in the SAURON system, developed in Java Language\(^8\) and the OWL Api\(^9\) support, integrating the Pellet reasoner\(^10\).

This system is inspired in the unifying logic layer of the standard technology stack for semantic web\(^11\), since one of the objectives of this system is to unify the use of several semantic technologies applied. The system provides the necessary support to the tasks involving Natural Language Processing, such as the text preprocessing, the syntactic parser access and some format conversions tasks.

The first computational process performed on the text documents is to convert them to OWL representation. To do this, we first apply the widely adopted Palavras parser (Bick, 2000), which is a morph-syntactic parser for Portuguese. The result produced by the parser after the text document analysis is a file in TIGER-XML format (König, 2003). This file contains a hierarchical structure of the sentences from the original document and the linguistic annotations (Bick, 2005) about terms that compose them. TIGER-XML file has many linguistic annotations that represent a rich source of data to carry out the identification of information in automated systems.

The large amount of linguistic information generated by linguistic parser will be used to make ontological inferences. To accomplish this we used the POWLA data model to convert the TIGER-XML format to OWL. For this task we adapted a script developed originally to convert documents from TIGER-XML to POWLA (Chiarosc 2012a). After this initial processing of the texts, the SAURON System integrates the textual information, the ontologies containing the linguistic rules and the domain knowledge produced at linguistic phase. This is done through a process of ontologies integration and the use of the inference engine, responsible for identifying the concepts in the text documents processed.

4 Experiment description

To obtain and evaluate results with the use of the developed methodology, we conducted an experiment in the legal realm. To better demonstrate the methodology aspects, the next sections describe the domain ontology created, then some of the linguistic rules construction and, finally, the obtained results. The experiment was conducted with a corpus of 200 documents, composed of 39,895 sentences, that was obtained from RS State Superior Court (in Portuguese, Tribunal Superior do Rio Grande do Sul - TJRS). The results of the automatic extraction of events were manually reviewed by experts for the identification of its correction and to latter recall and precision metrics application.

4.1 Domain ontology creation

To implement the tasks of the linguistic phase in this case study, we adopted the following methodology: selection of corpus, relevant term ex-
traction, choice of ontology terms, definition of hierarchy and relations as well as formalization of the ontology in the Protégé12 editor. Experts in linguistics, law and knowledge representation did this task.

The next step was to find verb’s definition for a better semantic description. The participation of research group’s law experts was essential in the determination and description of the events to better represent the domain knowledge. We also made use of a Legal Vocabulary dictionary (Silva, 2009) to clarify the meaning of terms related to legal events. Considering the verbs extracted from the corpus and their meaning, a list of legal events evoked by each one was defined. Having clearly defined verbs and events, we moved on to the semantic analysis based on Lexical Semantics (Cruse, 2000) to establish a taxonomic relation between events and verbs.

The relations of hyponymy and synonymy stood out, guiding the organization in terms of ontology. In addition, we performed a parsing of sentences to verify participants involved in the event. The last part of this process was to include detected events, participants and verbs in Protégé ontology editor. Closing the study phase of the linguistic corpus, the domain ontology was structured including legal events found in the analyzed corpus. That ontology resulted in 95 axioms, being 51 logical axioms, 41 classes (3 main and 38 subclasses), with 7 axioms of class equivalence.

4.2 Linguistic rules description

In this study case our objective was to automatically identify the legal events Denúncia (formal charges), Absolvição (acquittal), Condenação (conviction) and Interrogatório (questioning). These are the main events described in the domain ontology created for the experiment.

The linguistic analysis of phrases intends to identify linguistic patterns, which will lead to the creation of the linguistic rules used to identify these legal events. This process will be illustrated in details through the analysis of the phrase in Figure 2, which was extracted from one of the case study documents. This phrase describes one example of the Denúncia event.

The excerpt from Figure 2 presents a simple linguistic pattern typical of phrases containing the event Formal Charges in its verbal form. So, we identified that the presence of the verb Denunciar (present formal charges, in English) is an indication of the presence of the event.

However, we must seek other linguistic marks, because the verb alone is not sufficient to conclude the presence or absence of the event. In the sentence being analyzed in Figure 2, we see that the agent of the verb is the Prosecutor, indicating that the verb expresses the meaning we want to identify.

“O Ministério Público denunciou NNNN como incurso nas sanções do artigo 121, § 2o, inciso IV, do Código Penal.”

(in English: “Prosecutors charged NNNN according to the article 121, paragraph 2, item (IV), of the Penal Code.”)

The above findings lead us to define that phrases containing the verb DENUNCIAR whose agent is the Prosecutor refer the event DENUNCIAS (formal charges). These conclusions will be represented in the form of linguistic rules. The information required for the elaboration of the linguistic rules are generated by the Portuguese language parser Palavras [Bick 2000], which provides various information ranging from the sentence analyzed through labeling and classifying words and phrases.

The Figure 3 shows part of the the linguistic information generated by the Palavras parser, but now represented in OWL language through the POWLA data model. In the Figure 3 we can see the integration of the syntactic and structural information. This structural information aims to represent, for example, the relations of the term described as "s1_7" with other phrase components, such as the components described as nextNode, previousNode, hasRoot, isTargetOf and hasParent. These components are part of the annotation layer of the POWLA data model.
The use of OWL language to represent the linguistic information of the text documents makes possible to use Description Logic or SWRL to formalize the linguistic rules. A linguistic rule to identify the verb *denunciar*, for example, can be described in a simple way: all the individuals of the Terminal class containing the term which canonical form (lemma) is *denunciar* can be considered examples of this form.

The rule for the identification of examples of the *denunciar* verb can be defined in a Description Logic axiom as illustrated in Figure 4. The POWLA’s data property has lemma, which corresponds to the tag lemma of TIGER-XML, contains the canonical form of the word. This makes it possible to define that any individual Terminal class, whose has_lemma property is *denunciar*, is also an instance of the class *Denunciar*.

The other essential element for assessing the presence of the event is the agent of the verb. By definition, we know that the agent of the *denunciar* verb should be *Ministério Público* (Prosecutor, in English). The linguistic rule for identification of this entity on text is also simple and can be represented by another Description Logic axiom. The Figure 5 shows this linguistic rule using Manchester syntax (Horridge, 2006).

![Figure 4. Linguistic Rule to identify the verb denunciar](image)

![Figure 5. DL linguistic rule to identify Ministério Público (Prosecutor).](image)

Now that we have the linguistic rules for the identification of the two main components of *Denúncia* event, we can define the linguistic relations between them to verify if the event is referenced at the analyzed phrases. As this rule is more complex and requires a more expressive set of elements, it is formalized in SWRL. Figure 6 shows an example of the SWRL rule, that use the information generated by linguistic parser. This rule uses both structural (hasParent, isSourceOf, hasTarget and hasChild) and syntactical (has_label) information.

![Figure 6. SWRL linguistic rule to identify Denúncia (present formal charge).](image)

At lines 1 and 7 in the Figure 6 are illustrated the use of the previously defined Description Logic rules (*Denunciar* and *Ministério Público*), in an approach that foster the reuse of some basic rules in order to build more complex ones. In the line 8 of the rule is expressed the obtained conclusion: the *Denúncia* event is present in the phrase analyzed. The defined linguistic rules are inserted in an OWL file apart from the domain ontology, therefore maintaining the separation between the ontology containing concepts and the other one containing linguistic rules.

To perform this experiment were generated 12 linguistic rules, aiming to identify the main events of interest. These rules allow also the treatment of linguistic aspects, such as, for instance, the use of passive voice. The phase described in this section is a very simple one, but the methodology allow the treatment of complex linguistic structures as well. For instance, the implemented rules can deal with relations beyond verb and subject ones, exploring the linguistic information generated by the Palavras parser. Also the rules make use of the domain ontology components, both in order to generate the resulting knowledge base and to relate specific concepts.

5 Results Analysis

For the development of the case study presented here, two corpuses were elaborated, being originated from documents returned by a query performed at jurisprudence search tool available at State Superior Court TJRS website. The first one was called learning corpus, because it was used to elaborate the linguistic rules used in the experiment. This corpus consists of 10 judgments, covering the decisions published by 4 different judges. The number of sentences in the corpus is 1,861 and the number of words is 6,142.

The testing corpus had the same origin that the learning corpus, but this time 200 documents were selected and the judgments of the learning
corpus were not used. The testing corpus had 39,895 sentences, 618,892 words, covering decisions taken by 19 judges.

In order to identify the events in the text documents, the domain ontology and the linguistic rules ontology are merged with the OWL file containing the linguistic information from the original text, described in POWLA format. Then the Pellet reasoner is triggered, resulting in the evaluation of the rules and in the identification of the existing events.

All the steps are performed in the context of the Sauron system. This system is fully implemented, with all the features necessary to the proposed methodology.

Comparing the results of our approach against the manually parsed set of the text documents, we have the precision and recall results shown in Table 1.

The precision metric stands for the number of correctly identified events, given the number of identified ones. The recall metric stands for the number of events identified correctly, given the total number of existent events.

The good results in the precision of events identification can be associated with the use of rules based on linguistic information. The previous documents study by experts and the broad use of parser generated linguistic information allows the creation of linguistic rules with good accuracy. The recall results present also a good outcome.

Further analysis of the text documents and the linguistic rules applied shows that these results can be improved. In our analysis, they are dependent on the available rules and, therefore, the inclusion of some additional specific rules can improve these results.

The performance achieved in terms of recall indicated that the solution proposed here has a good level of generalization, which is enough to use them in the real world applications. The proportion between the learning and the testing corpora used in this experiment, and the results presented in Table 1, indicate that the suggested methodology can be successfully used on a wider scale.

The tests were conducted in a computer with 32 Gbytes of memory, equipped with Xeon processor and running Windows Server operational system. The mean size of the processed documents after the conversion to POWLA data model increase in 318% and their mean is 231 Kbytes size. The computational effort to run the reasoning system is feasible, since the mean time to process the documents is 79 seconds.

6 Conclusions and Future Work

The approach presented here indicates important perspectives, evidenced in the aspects of accuracy and recall observed in experiment. These results are associated with the integration between the linguistic and computational phases, allowing effective results and flexibility.

This work is in continuous development, with experiments planned to provide the model verification in some different domain, such as the educational domain and the medical domain.
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Abstract

While it is widely recognized that streams of social media messages contain valuable information, such as important trends in the users’ interest in consumer products and markets, uncovering such trends is problematic, due to the extreme volumes of messages in such media. In the case of Twitter messages, following the interest in relation to all known products all the time is technically infeasible. IE narrows topics to search. In this paper, we present experiments on using deeper NLP-based processing of product-related events mentioned in news streams to restrict the volume of tweets that need to be considered, to make the problem more tractable. Our goal is to analyze whether such a combined approach can help reveal correlations and how they may be captured.

1 Introduction

Twitter is a social networking and a microblogging service, that currently has more than 500 million users of which 200 million are using the service regularly. Many commercial organizations, e.g., companies, newspapers and TV stations, as well as public entities, publish and promote their content through Twitter. According to the company itself, 60% of its users “access the service through mobile devices.” On Twitter the relationships are by default directed, that is, user A can follow user B’s posts without B following A. The posts on Twitter are referred to as tweets and at the moment of this writing there are more than 500 million tweets created daily. A tweet is limited to 140 characters of text, a legacy from the time when the system was envisioned to operate via SMS messages.

We will argue that our practice is not applicable to the Twitter service exclusively, however we elected to survey Twitter for a number of reasons. It has a huge number of users and is used worldwide. Because tweets are limited in length, the amount of data to be collected is kept manageable and it also helps maintain the analysis process simple. However, the most important factor for us was its openness. By default all tweets are public and the service offers a relatively functional and free API for gathering data.

Our earlier investigations demonstrate that Twitter users do react with higher volumes of posts to topical, news-worthy events. For instance, consider Figure 1, which plots the number of posts that contain keywords related to the 2009-2010 outbreak of H1N1 virus (swine flu). The curve matches almost perfectly with the peak of the outbreak and declines as the epidemic decayed. In this paper we will show that the topicality can be extended to business events, such as new product releases, and some releases indeed generate a large number of posts.

Until recently, a large part of research on social media has focused on analyzing and examining networks and graphs that emerge among users, references and links, and measuring patterns in creation and consumption of content. At present, more attention is being devoted to analyzing the vast volume of messages in the social media.
media in terms of the content of the messages itself. Researchers in academia and industry are eager to mine the content for information that is not available from other sources, or before it becomes available from other sources (for example, see (Becker et al., 2012; Becker et al., 2011), and other works of the authors).

However, our work is not aimed at event discovery in Twitter. Instead, we try to discover how events, which we find in other sources—e.g., in traditional media—are presented on Twitter. We assume that it is worthy to know not only what kind of events can be found in Twitter but also events that are not present in tweets. For example, continuing the previous example, we can note that apart from flu there are many other diseases that can be less represented or completely absent from tweets.

From the point of view of natural language processing (NLP), the immediate problem that arises is that the linguistic register and language usage that is typical for social media content—such as web logs, and especially the ultra-short messages, such as those on Twitter—is very different from the register and usage in “traditional,” well-studied sources of on-line textual information, such as news feeds. Therefore, it has been observed that new approaches are needed if we are to succeed raising the quality of analysis of the content of social media messages to useful levels. This territory remains largely uncharted, though the need is quite urgent, since a better understanding of the content will enable developments in areas such as market research and advertisement, and will also help improve the social media services themselves.

In this paper we examine how companies and products mentioned in the news are portrayed in message streams on the Twitter social networking service; in particular, we focus on media events related to the announcement or release of new products by companies. Our main research questions are: do interesting correlations exist between reports of a product release in the news and the volume of posts discussing the product on Twitter? Are some types of products more likely to generate more posts than others? Do different types of products trigger the generation of different types of messages?

One serious problem when conducting social media research is managing the data collection, and assuring that the system does not become overwhelmed with an enormous volume of data. In this paper we present a hybrid approach, where we first apply Information Extraction (IE) to messages found in news streams to narrow down scope of potentially relevant data that we will subsequently collect from Twitter. The volume of news is orders of magnitude smaller and more manageable than the volume of Twitter. In particular, extracting company and product names mentioned in the news will yield keywords that will match hot topics on Twitter. Although we may miss some important events on Twitter using this procedure, we reason that it is more tractable than continually keeping track of a large list of companies and products. An equally important factor is the fact that keeping lists of companies and products is not only impractical, but it is also insufficient, since new companies and novel products are introduced to the markets every day.

Our contributions and results include:

- we demonstrate how deeper NLP analysis can be used to help narrow down scope of messages to be retrieved from social-media message streams;
- we observe interesting correlations between events that are found in the two sources;
- we present some details about the content of tweets that correspond to news-worthy events: e.g., proportions retweeted messages and links, showing that sharing links is common when discussing certain products.

The remainder of the paper is structured as follows. Section 2 discusses related work. Section 3 describes the event extraction process, and covers the details of the data collection from Twitter. We discuss our results in Section 4, and Section 5 presents our conclusions and an outline of future work.

2 Related work

Research on social media, and on Twitter in particular, has been attracting increasing attention. It is a crucial source of information about public moods and opinions, for example, on topics of public concern such as political changes and elections (Diakopoulos and Shamma, 2010), or revolutions (Lotan et al., 2011). Twitter also can be
useful for monitoring of natural disasters and epidemics of infectious disease (Lamb et al., 2013). At the same time, Twitter is a problematic source since traditional NLP methods for information extraction, opinion mining, etc., are not directly applicable to very short texts, or texts using communication styles peculiar to social media (Timonen et al., 2011).

Similar work to ours was reported by Tanev et al. (2012), who first used a fact extraction system to find events related to social unrest and cross-border criminal activity, and then tried to find additional information by using Twitter feeds. Becker et al. (2011) trained a classifier to distinguish tweets that relate to real-world events from tweets that do not. They demonstrate that event-related tweets are quite rare; the majority of tweets do not contain events.

Kwak et al. (2010) compared topics that attract major attention on Twitter with coverage in other sources, namely, Google Trends and CNN headlines. They have found that Twitter can be a source of breaking news as well. Zhao et al. (2011) used topic modelling to compare Twitter with the New York Times news site. They found Business as being among the top-10 topics on Twitter; however, business-related tweets rarely express opinions.

Krüger et al. (2012) manually analyzed 500 random tweets related to Adidas, and came to the conclusion that the company uses Twitter to promote their brand. Jansen et al. (2009) manually prepared a list of companies and brands belonging to different Business sectors, and then collected tweets related to these companies and brands. They demonstrate that approximately 20% of tweets contain mentions of companies or brands, which means that Twitter is an important marketing medium; however, only 20% of the tweets that mention companies and brands express a sentiment about them.

3 Data Collection

We use PULS\textsuperscript{1} to extract events from text. PULS is a framework for discovering, aggregating, visualization and verification of events in various domains, including Epidemics Surveillance, Cross-Border Security and Business.

In Business scenario events typically include mergers and acquisitions, investments, layoffs, nominations, etc. In this paper we focus on “New Product” events, i.e., when a company launches a new product or service on the market. Figure 2 presents an example of a piece of text from a news article and an event structure extracted from this text. A product event describes a company name, a product name, a location, a date, and the industry sector to which the event is related. These slots are filled by a combination of rule-based and supervised-learning approaches (Grishman et al., 2002; Yangarber, 2003; Huttunen et al., 2013).

For identifying the industry sectors to which the events relate, we use a classification system, currently containing 40 broad sectors, e.g., “Electronics,” “Food,” or “Transport.” This classification system is similar to existing classification standards, such as the Global Industry Classification System (GICS),\textsuperscript{2}, or the Industry Classification Benchmark (ICB, http://www.icbenchmark.com/), with some simplifying modifications. The sector is assigned to the event using a Naive-Bayes classifier, which is trained on a manually-labeled set of news articles, approximately 200 for each sector, that we collected over several years.

We use the new-product events extracted by PULS to construct special queries to the Twitter API. One query contains a company name and a product name, which are the slots of a product event (see Figure 2). Every day we extract about 50 product events from news articles, and generate 50 corresponding queries to the Twitter API. We then use the Twitter API and collect all tweets that include both the company and the product name. Below one can see an example tweet containing the company name Audi and the product name A3:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{twitter_example.png}
\caption{A news text and a “New Product” event, extracted from this document by IE system.}
\end{figure}

\textsuperscript{1}The Pattern Understanding and learning System: http://puls.cs.helsinki.fi

\textsuperscript{2}http://www.msci.com/products/indices/sector/gics/
The new A3 from Audi looks great!

The Twitter API has some restrictions. While conducting our survey\(^3\), we could make 150 requests per hour, asking for 100 tweets per request, yielding a maximum of 15,000 tweets per hour. We had at our disposal the University of Helsinki cluster consisting of approximately machines, giving us the theoretical possibility to collect up to 3,000,000 tweets per hour.

While the company and product names are used as keywords in the Twitter query, other slots of the event are used for analyzing the results of the query. These slots, which include the industry sector, the country, the product description, and the date of the report, are used to label the tweets returned by the query. For example, we extract an event as in Figure 2 and get 2,000 tweets which contain both “Nokia” and “Lumia 928”. Since the event is related to the industry sector “Telecommunications”, we consider these 2,000 tweets are also related to “Telecommunications”. Thus, we can group the returned tweets by industry sectors, country, etc., and analyze the flow of information.

The Twitter API lets us fetch tweets from seven previous days, and we kept collecting the tweets for each keyword for at least 3 days after its mention in the news. Thus, every keyword query has a time-line of roughly ten days around the news date.

The dataset is summarized in Table 1. We started the survey in November 2012 and the results presented in this paper include data collected through May 2013. In total, there are 1764 different events and in total close to 4 million tweets. In the final section of this paper we will discuss how we plan to improve the data collection in the future.

### 4 Experiments and results

#### 4.1 Tweet statistics overview

First we present an overview of the tweet statistics. Table 2 summarizes the statistics, grouping the events based on the number of tweets they generated. The table also lists the total number of tweets, the percent of tweets that contain at least one hyper-link URL, and the percent of “retweets”. A retweet is somewhat analogous to forwarding of an email. A retweet starts with “RT” abbreviation, making it easily distinguishable. Note that retweet can contain additional text compared to the original tweet, e.g., the retweeting user’s personal opinion. The last column on the table represents the fraction of unique tweets; to count this number we subtracted from the total amount of tweets the number of tweets which were exactly identical. We pruned away the shortened link URLs from the tweet text when we calculated the uniqueness percentage, since the same URL can be shortened differently.

As can be seen from Table 2 there were 33 product events that generated more than 10,000 tweets. Strikingly, 82 percent of the tweets had a link. We checked a random sample through a subset of the tweets, and it seems that the single most common reason for the high number of links is that many websites today have a “share on Twitter” button, which allows a user to share a Web article with his/her followers by posting it on the user’s Twitter page. The resulting tweet will have the article’s original title, a generic description of the article (such as the one used in a RSS feed), and a link to the actual article. This can also be seen on the last column in Table 2, since the resulting tweets are always identical.

It is interesting to observe that the tweet uniqueness drops as the number of tweets increases. This would seem to indicate that the likelihood that an article is shared increases with the number of times it has already been shared. The same seems to hold for retweets as well. This corresponds to the observations found in literature: it was shown, (Kwak et al., 2010), that if a particular tweet has been retweeted once, it is likely that it will be retweeted again. Similarly, tweets that contain a URL are more likely to be retweeted (Suh et al., 2010). However, tweets related to business are rarely retweeted (Zhao et al., 2011).
<table>
<thead>
<tr>
<th>COMPANY</th>
<th># events</th>
<th>max # tweets</th>
<th>total # tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>13</td>
<td>444188</td>
<td>1931445</td>
</tr>
<tr>
<td>Microsoft</td>
<td>18</td>
<td>440831</td>
<td>447104</td>
</tr>
<tr>
<td>Google</td>
<td>24</td>
<td>410986</td>
<td>877842</td>
</tr>
<tr>
<td>Nokia</td>
<td>8</td>
<td>52955</td>
<td>60655</td>
</tr>
<tr>
<td>Nintendo</td>
<td>2</td>
<td>46611</td>
<td>75275</td>
</tr>
<tr>
<td>Apple</td>
<td>8</td>
<td>19619</td>
<td>42243</td>
</tr>
<tr>
<td>Lamborghini</td>
<td>1</td>
<td>21951</td>
<td>21951</td>
</tr>
<tr>
<td>Adobe</td>
<td>3</td>
<td>16230</td>
<td>17801</td>
</tr>
<tr>
<td>Lego</td>
<td>2</td>
<td>15371</td>
<td>26001</td>
</tr>
<tr>
<td>Audi</td>
<td>9</td>
<td>13373</td>
<td>13829</td>
</tr>
<tr>
<td>Netflix</td>
<td>2</td>
<td>9880</td>
<td>14249</td>
</tr>
<tr>
<td>Casio</td>
<td>1</td>
<td>8970</td>
<td>8970</td>
</tr>
<tr>
<td>Amazon</td>
<td>5</td>
<td>8678</td>
<td>10079</td>
</tr>
<tr>
<td>Huawei</td>
<td>5</td>
<td>8559</td>
<td>8906</td>
</tr>
<tr>
<td>Sony</td>
<td>12</td>
<td>8081</td>
<td>12459</td>
</tr>
<tr>
<td>T-Mobile</td>
<td>2</td>
<td>7884</td>
<td>9043</td>
</tr>
<tr>
<td>Adidas</td>
<td>13</td>
<td>6487</td>
<td>9171</td>
</tr>
<tr>
<td>Acer</td>
<td>1</td>
<td>6099</td>
<td>8592</td>
</tr>
<tr>
<td>Volkswagen</td>
<td>2</td>
<td>4454</td>
<td>4454</td>
</tr>
<tr>
<td>Subaru</td>
<td>1</td>
<td>4397</td>
<td>4397</td>
</tr>
<tr>
<td>Macklemore</td>
<td>1</td>
<td>4301</td>
<td>4301</td>
</tr>
<tr>
<td>Zyniga</td>
<td>2</td>
<td>4166</td>
<td>4170</td>
</tr>
<tr>
<td>Starbucks</td>
<td>1</td>
<td>3993</td>
<td>3993</td>
</tr>
<tr>
<td>Lenovo</td>
<td>2</td>
<td>3129</td>
<td>3129</td>
</tr>
<tr>
<td>Land Rover</td>
<td>3</td>
<td>2951</td>
<td>4619</td>
</tr>
<tr>
<td>Seat</td>
<td>1</td>
<td>2641</td>
<td>2641</td>
</tr>
<tr>
<td>Walmart</td>
<td>1</td>
<td>2575</td>
<td>2575</td>
</tr>
<tr>
<td>Samsung Electronics</td>
<td>24</td>
<td>2566</td>
<td>4578</td>
</tr>
<tr>
<td>Chevrolet</td>
<td>2</td>
<td>2517</td>
<td>2558</td>
</tr>
<tr>
<td>Coca-Cola</td>
<td>23</td>
<td>2432</td>
<td>5891</td>
</tr>
<tr>
<td>Dezer</td>
<td>1</td>
<td>2107</td>
<td>2107</td>
</tr>
<tr>
<td>Tesla Motors</td>
<td>1</td>
<td>2082</td>
<td>2082</td>
</tr>
<tr>
<td>Macef</td>
<td>1</td>
<td>2073</td>
<td>2073</td>
</tr>
<tr>
<td>Telefonica</td>
<td>6</td>
<td>2065</td>
<td>2090</td>
</tr>
<tr>
<td>Orange</td>
<td>7</td>
<td>1958</td>
<td>2532</td>
</tr>
<tr>
<td>H&amp;M</td>
<td>2</td>
<td>1787</td>
<td>1787</td>
</tr>
<tr>
<td>Dacia</td>
<td>2</td>
<td>1650</td>
<td>1849</td>
</tr>
<tr>
<td>Intel</td>
<td>2</td>
<td>1649</td>
<td>1649</td>
</tr>
<tr>
<td>Dell</td>
<td>2</td>
<td>1074</td>
<td>2450</td>
</tr>
<tr>
<td>Lacoste</td>
<td>2</td>
<td>799</td>
<td>821</td>
</tr>
</tbody>
</table>

Table 3: Most frequently tweeted companies

4.2 What is tweeted most frequently

The total number of distinct companies present in our data set is 1,140. The majority of these companies occur in one event only; for 50% of the companies less than 10 tweets have been returned. The list of most frequently tweeted companies is shown in Table 3. We show the number of events for a company in our dataset, the maximum number of tweets for any one event, and the total number of tweets for the company.

It can be seen from the table that only events related to well-known IT giants, (Facebook, Google, Microsoft), produce more than 100,000 tweets. Nokia, which is on the fourth position, produces 8 times fewer tweets than Google.4

Table 4: Most frequently tweeted industry sectors.

Other companies in table are telecommunication and automotive companies, food and drink producers, cosmetics and clothing suppliers. By contrast airlines receive little attention, the news about opening new flight routes cause little response on Twitter. For example, the only tweet related to a new flight by Air Baltic between Riga and Olbia was found in a Twitter account which is specialized for the airline’s news.

The list of the most frequently tweeted industry sectors is shown in Table 4. Note, that the business sectors are assigned to events, not to a particular company; for example, an event that describes Facebook launched “Home,” an operating system for mobile phones, was assigned with the sector “Telecommunications Technologies”, while an event that describes that Facebook launched Graph Search was assigned with sector “Media, Information Services”.

As can be seen from Table 4, the sectors in our data are distributed approximately according to Zipf’s law: the majority of tweets are related to a limited number of sectors, while the majority of sectors trigger little or no response on Twitter. For example, we do not find any tweets related to such sectors as “Construction” or “Minerals & Metals”; the “Agriculture” sector generated only 3 tweets.

Comparing tables 4 and 3 we can observe that there is a dependency between the number of new smartphones and other gadgets, which seem to be very popular in Twitter. We believe that we did not find more tweets because the full name of the company—“Samsung Electronics”—is rarely used in the tweets, which tend to refer to it as “Samsung;” this type of synonymy will be taken into account in future work. The majority of tweets related to Samsung are links to news (see an example in Figure 3); the text of these tweets are mostly identical (Figure 4), which means that people do not type new information but only click the “tweet” button on the news page.

---

4We have found relatively few tweets related to Samsung Electronics, even though these events are about launching new smartphones and other gadgets, which seem to be very popular in Twitter.
events related to a particular sector and the number of tweets related to this sector, whereas there seems to be no such relation between the number of events related to particular company and a number of tweets related to this company. For example, only one event involving Acer appeared during the covered period—a launch of the “Iconia B1” tablet—but it drew more than 6,000 tweets.

The dependencies between the number of events and the number of tweets for companies and sectors are presented in Figures 5 and 6 respectively.

All events were taken from news written in English, but depending on the resulting keywords, the tweets that match the query could be in any language. Since we use the English names for companies and products there is an inherent bias toward countries that use languages with a Latin-based script. However, despite that were able to find many tweets for events that happen in countries that use non-Latin scripts, e.g., Russia or Japan. Two reasons for this may be that the larger companies operates globally, and that Twitter users tend to type company and product names in English even though they tweet in their own languages, see examples in Figure 7.
5 Conclusion and future work

We described an end-to-end framework, which allows us to analyze the influence that business news have on tweets. We have demonstrated that the impact that new-product events have on Twitter depends more on the industry sector than on a particular company. It is clear, however, that the developed framework can be used in more broad applications, at least for more sophisticated data analysis.

Our data, as it was shown before, include the event date and the timestamps for tweets. However, in the current paper this data have been overlooked in the analysis. Thus, the main direction of the further work will focus more on the temporal dimension. We are going to add more metrics, such as the time gap between the product launch and the peak of tweets.

Furthermore, we would like to see whether we could predict the impact created by a product launch based on the history and to find out if there are some models to match that and the lifetime of the tweets. To solve this problem, we plan to modify our data collection process and to monitor a several big companies for a longer time, in order to establish baselines. This will allows us, first, to analyze the exact impact of a product launch on Twitter volume and, second, to measure an impact of corpus narrowing using IE.

Another aspect of the data, which would be interesting to investigate, is location. As have been shown before, the business events include a country slot; however, we cannot assume that corresponding tweets originate from the same country. Thus, we are going to use geolocation techniques, (Dredze et al., 2013; Bergsma et al., 2013), to find the tweets’ countries and to compare them with the countries found in news.

We also plan to improve the query construction algorithm to find more tweets for compound company names, such as “Samsung Electronics.” This cannot be done in a straightforward fashion: “Samsung” may likely refer to “Samsung Electronics”, though “Electronics” may refer to many different entities. Thus we cannot simply search for all substrings of a company name, because such queries will produce to many false hits. We assume that special named entity recognition techniques, which have been recently developed for Twitter (Ritter et al., 2011; Piskorski and Ehrmann, 2013), can be used to solve this problem. To improve coverage it is also possible to use automatic transliteration, which allows to map proper names from Latin to other scripts (Nouri et al., 2013).

We have studied the most and least frequently tweeted companies and industry sectors. In the next phases we will study the most frequently tweeted product types. Since every product found by IE system has a description (as presented in Figure 2), we can group tweets by product type. However, additional work is needed to merge such product types as, for example, “chocolate” and “chocolate candies”. We plan to use a Business concept ontology, which includes the long list of possible product types, to perform this task.
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1 Abstract
We are investigating the use of natural language expressions included in Knowledge Organization Systems (KOS) for supporting Ontology-Based Information Extraction (OBIE), in a multi- and cross-lingual context.

Very often, Knowledge Organization Systems include so-called annotation properties, in the form of labels, comments, definitions, etc, which have the purpose of introducing human readable information in the formal description of the domain modelled in the KOS.

An approach developed in the Monnet project, and continued in the TrendMiner project, consists in transforming the content of annotation properties into linguistically analysed data. Natural language processing of such language expressions, also called sometimes lexicalisation of Knowledge Organisation Systems, are thus transforming the unstructured content of annotation properties into linguistically structured data, which can be used in comparing language data included in a KOS with linguistically annotated texts. If some match of linguistic features between those two types of documents can be established, corresponding segments of the textual documents can be semantically annotated with the elements of the KOS the content of the annotation property is associated with. Evidently, this semantic annotation procedure can be of great help for OBIE, relating text segment to relevant parts of thesauri, taxonomy or ontologies.

But looking in more details at the language data contained in annotation properties, we can see that this data very often has to be modified in order to be better used in the context of OBIE. Also there is a need for a formal representation of such linguistically annotated language data in order to ensure interoperability with semantic data available in the Linked Data Framework.

The talk will expand on those issues.

2 Short Bio
Thierry Declerck is senior consultant at DFKIs LT lab and he was leading the DFKI contribution to the European Project MONNET\(^1\). Before this he was in charge of the DFKI contribution to the Integrated Project MUSING\(^2\), which finished in April 2010, and till March 2009 he was involved as well in the European Network of Excellence "K-Space" (Knowledge Space of semantic inference for automatic annotation and retrieval of multimedia content). In the field of standardization of language resources, Thierry Declerck was involved in the eContent "Lirics" (Linguistic Infrastructure for Interoperable Resources and Systems) project (see http://lirics.loria.fr/) and was leading the MUMIS project on the Indexing and Search of Multimedia data. He was also in charge of the ACL Natural Language Software Registry, which is now integrated in lt-world. Since Mai 2004, he was conducting the DFKI contribution of the eTen WINS project. Thierry Declerck is also actively involved in ISO TC37/SC4/ (on language resources management).

\(^1\) http://www.monnet-project.eu/
\(^2\) http://www.musing.eu/
Author Index

Chiarcos, Christian, 1
Chishman, Rove, 33
Cimiano, Philipp, 8
Cohen, K. Bretonnel, 3
Czeitschner, Ulrike, 12

de Araujo, Denis, 33
De Roeck, Anne, 25
Declerck, Thierry, 12, 49
Du, Mian, 41

Kangasharju, Jussi, 41
Karkulahti, Ossi, 41
Kim, Jin-Dong, 3

McCrae, John Philip, 8
Morse, David, 25
Muller, Carolina, 33

Pivovarova, Lidia, 41
Popov, Borislav, 23

Resch, Claudia, 12
Rigo, Sandro, 33

Simov, Kiril, 16

Willis, Alistair, 25

Yang, Hui, 25
Yangarber, Roman, 41