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Introduction

The papers in these proceedings were presented at the 5th annual workshop on Cognitive Modeling and Computational Linguistics (CMCL), held in Baltimore, Maryland on June 26th, 2014. CMCL-2014 followed in the tradition of earlier CMCL meetings, providing a venue for research in mathematical and computational psycholinguistics. We solicited papers on a broad spectrum of topics which spanned the formal modeling of language representation, development, and processing, and were very pleased to receive 17 submissions this year. The program below includes 8 of these papers which were selected for final presentation at the workshop. We would like to thank all submitting authors for the quality and variety of the papers we received, and for helping to foster the growth of the field of computational psycholinguistics. We would also like to thank our program committee for providing expertise in the evaluation of submitted papers. Finally, our program this year includes invited talks by Dr. Naomi Feldman of the University of Maryland and Dr. Edward Gibson of the Massachusetts Institute of Technology. We extend our appreciation to these researchers for sharing their work with us.
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Abstract
Eye-movements in reading exhibit frequency spillover effects: fixation durations on a word are affected by the frequency of the previous word. We explore the idea that this effect may be an emergent property of a computationally rational eye-movement strategy that is navigating a tradeoff between processing immediate perceptual input, and continued processing of past input based on memory. We present an adaptive eye-movement control model with a minimal capacity for such processing, based on a composition of thresholded sequential samplers that integrate information from noisy perception and noisy memory. The model is applied to the List Lexical Decision Task and shown to yield frequency spillover—a robust property of human eye-movements in this task, even with parafoveal masking. We show that spillover in the model emerges in approximately optimal control policies that sometimes process memory rather than perception. We compare this model with one that is able to give priority to perception over memory, and show that the perception-priority policies in such a model do not perform as well in a range of plausible noise settings. We explain how the frequency spillover arises from a counter-intuitive but fundamental property of sequenced thresholded samplers.

1 Introduction and overview
Our interest is in understanding how eye-movements are controlled in service of linguistic tasks involving reading—more specifically, how saccadic decisions are conditioned on the moment-by-moment state of incremental perceptual and cognitive processing. The phenomena we are concerned with here are spillover effects, where fixation durations on a word are affected by linguistic properties of the prior word or words. The specific idea we explore is that spillover effects may be emergent properties of a computationally rational control strategy that is navigating a tradeoff between processing immediate perceptual input, and continued processing of past input based on a memory of recent stimuli.

The paper is organized as follows. We first review evidence that eye-movement control in reading is strategically adaptive, and describe our theoretical approach. We then review evidence from gaze-contingent eye-tracking paradigms—some existing and some new—that suggests that frequency spillover is not driven exclusively by parafoveal preview of upcoming words. We take this as evidence that frequency spillover may be driven in part by processing of words that continues after the eyes have moved away. We then extend an existing adaptive control model of eye-movements with a minimal capacity for such continued processing, by allowing it to process a memory of past input. The model is based on a simple composition of thresholded sequential samplers that integrate information from noisy perception and noisy memory. Threshold parameters define the control policy and their values determine how processing resources are allocated to perception and memory. We provide a computational rationality analysis of the model’s policy space: First, we show that frequency spillover emerges in top-performing policies, where performance is evaluated on the same task and payoff given to human participants. Second, we show that a model capable of spillover does no worse than an otherwise identical model that can eliminate spillover by always attending to perception when it can, and that the spillover-capable policies in such a model do no worse than spillover-incapable ones across the speed-accuracy tradeoff curve, and in fact do better in some portions of the noise parameter space. Finally, we trace the origin of the effect to a counter-intuitive but fundamental property of the dynamics of sequenced thresholded samplers.

2 Adaptive control of eye-movements: Evidence and theoretical approach
A growing body of evidence suggests that eye-movements in reading are strategic adaptations that manifest at the level of individual fixations. For example, Rayner and Fischer (1996) showed...
that when participants are searching for a particular word in a text rather than reading for full comprehension, saccade durations are shortened and the magnitude of frequency effects is reduced. Wotschack (2009) showed that readers assigned the task of proofreading read more slowly and performed more second-pass reading with fewer skips than in a control reading-for-comprehension task.

People also adapt reading behavior to within-task manipulations of difficulty and payoff. Wotschack (2009) showed that people change their reading behavior in response to manipulations of the difficulty of comprehension questions. Lewis et al. (2013) showed that people adapt their eye movements in response to changes in quantitative task payoffs. Payoffs emphasizing speed at the expense of accuracy result in shorter fixation durations and lower accuracies.

We seek to develop a model that can explain such variation in eyeovement behavior as a rational adaptation to the task (including utility) and the internal oculomotor and cognitive architecture (Lewis et al., 2013). Such a model would permit a computational rationality analysis (Lewis et al., to appear) because the problem of rational behavior is defined in part by the bounded mechanisms of the posited computational architecture.

We constrain our architectural assumptions by building on existing theories of oculomotor architecture, such as E-Z Reader (Reichle et al., 2009). But we enrich these architectures with explicit assumptions about the policy space of saccadic control, and with assumptions about the processing of noisy perception and memory. This enriched architecture is then embedded in a minimal cognitive system that is capable of performing a complete experimental task. The complete model affords computational rationality analyses because it can be used to derive the implications of saccadic control policies for task performance.

3 The nature of spillover effects

Our aim in this section is to establish a link between spillover and the continued processing of past input based on memory. Consider a pair of words in sequence: word_{n-1} and word_n. There are three natural explanations for how the frequency of word_n-1 could affect the duration of fixations on word_n. (1) During fixation of word_n, perceptual information from word_{n-1} is available in the parafovea and continues to be processed.

We call this the parafoveal review explanation. (2) During fixation on word_{n-1}, perceptual information from word_n is available in the parafovea; the frequency of word_{n-1} affects the degree to which this information is processed, and this in turn affects the subsequent fixation duration on word_n. We call this the parafoveal preview explanation. (3) During fixation of word_n, processing of word_{n-1} continues based on some memory of the perception of word_{n-1}, and this processing is affected by the frequency of word_{n-1}. We call this the memory explanation.

It is unlikely that spillover is driven by parafoveal review because the effective visual field in reading does not extend to the left of the current word (Rayner et al., 1980).

The standard paradigm for investigating the relationship between spillover effects and parafoveal preview is some form of parafoveal masking (Rayner, 1975): a nonveridical preview of word_n is shown until the eye crosses an invisible boundary just before word_n, at which point word_n is shown. When participants are not informed of the manipulation or do not notice it, they do not exhibit frequency spillover (Henderson and Ferreira, 1990; Kennison and Clifton, 1995; White et al., 2005). However, when participants are aware of preview being unavailable or not veridical, the spillover frequency effect remains (White et al., 2005; Schroyens et al., 1999). These results suggest that parafoveal preview (or review) cannot be the only explanation of spillover and therefore the
memory explanation warrants consideration. We now summarize unpublished data consistent with these findings in a simple linguistic task that we also use to test the new model reported below.

**Spillover in the List Lexical Decision Task (LLDT).** We use the List Lexical Decision Task (LLDT) (Lewis et al., 2013), an extension of a task introduced by Meyer and Schvaneveldt (1971). In the LLDT participants must determine whether a list of six strings contains all words, or contains a single nonword. All strings are four characters in length and separated by six character spaces. The task was designed to require sequential eye-movements and contact with the mental lexicon (but not higher-level linguistic processing), to minimize parafoveal processing (via the wide spacing), and to yield a high proportion of single-fixation durations (via short strings).

Two versions of the task were performed by separate participant groups. In the masked condition, we used a gaze-contingent moving window paradigm wherein all strings but the fixated string were replaced with hashmarks (####). In the unmasked condition, all six strings remained visible.

Figure 1 shows the effects of word frequency on single fixation durations. The main result of current interest is that frequency spillover is evident in both conditions, despite the wide spacing in the unmasked condition, and the complete denial of parafoveal preview in the masked condition.

The work reviewed above and our new data are consistent with an account of spillover in which both parafoveal preview (if available) and memory-based processing are operative. Our concern here is with the latter: understanding how a noisy memory of recently seen stimuli might be incorporated into an adaptive oculomotor architecture, and exploring whether rational exploitation of that memory might lead to spillover.

4 A model of saccadic control with noisy memory for recent perception

Our new model extends the one presented in Lewis et al. (2013) to include a noisy memory that buffers perceptual input. We develop it in the context of the LLDT, but its essential elements are not tied to this task. It is most easily understood by first considering the dynamics of a single decision to saccade from one word to the next, as presented in Figure 2. After describing these dynamics we summarize the model’s key assumptions and associated mathematical specification.

**The dynamics of a decision to saccade from word \( n-1 \) to word \( n \).** The eye first fixates word \( n-1 \). Some time passes before information from the retina becomes available for perceptual processing (the eye-brain lag, EBL in Figure 2). A sequence of noisy perceptual samples then arrive and are integrated via an incremental and noisy Bayesian update of a probability distribution over lexical hypotheses in a manner described below. The perceptual samples are also buffered by storing them in a memory that contains samples from only one word. When the probability of one of the hypotheses reaches the **saccade threshold**, saccade planning is initiated. Perceptual sampling (marked as **free sampling** in Figure 2 because its length is not under adaptive control) continues in parallel with saccade planning until the fixation ends, and then for another EBL amount longer (these are samples received at the retina during the fixation and only now arriving at the lexical processor).

The model then switches to sampling from its memory, continuing to update the distribution over lexical hypotheses until one of the hypotheses reaches an **attention shift threshold**. If this threshold had already been reached during the earlier perceptual sampling stages, attention shifts instantly. Otherwise attention remains on word \( n-1 \) even if the eye has saccaded to word \( n \), and the eye-
brain lag on word$_n$ is completed. Perceptual samples from word$_n$ will not be processed until attention is shifted away from the memory-based processing of word$_{n-1}$. Thus the memory processing on word$_{n-1}$ may delay processing of perceptual samples from word$_n$; perceptual samples arriving during this time are buffered in the memory. In this way the posterior update is a limited computational resource and its relative allocation to perception or memory is determined by the saccade and attention shift thresholds. To the extent that the time to reach the attention shift threshold is sensitive to the frequency of word$_{n-1}$, the model may exhibit a spillover frequency effect.

**Lexical processing as rise-to-threshold decisionmaking.** The decisions to plan a saccade, shift attention, and make a motor response are realized as Multi-hypothesis Sequential Probability Ratio Tests (Baum and Veeravalli, 1994; Dragalin et al., 2000). At each timestep, the model performs a Bayes update based on a noisy sample drawn from perception or memory, with the posterior at each timestep becoming the prior for the next timestep. Our choice of word representation follows Norris (2006) in representing a letter as a unit-basis vector encoding and a word as a concatenation of such vectors.

To generate a perceptual sample, mean-zero Gaussian perception noise with standard deviation (SD) $\sigma_p$ is added to each component of the word representation vector. Each perceptual sample is also stored in a memory buffer, and memory samples are generated by uniformly drawing a stored sample from memory (with replacement), and adding an additional mean-zero Gaussian memory noise with SD $\sigma_m$ to each position. Before each Bayesian update, whether using a sample from perception or memory, mean-zero Gaussian update noise with SD $\sigma_u$ is added to each component of the word representation vector. Thus a Bayes update from a perceptual sample includes two noise terms, while a Bayes update from a memory sample includes three noise terms. All noises are drawn independently. The three SD’s, $\sigma_p$, $\sigma_m$ and $\sigma_u$, are free parameters in the model, and we explore their implications below.

The model uses the update specified in the appendix in Lewis et al. (2013) except for the noise generation specified above and the consequent change in the likelihood computation. The lexical hypotheses are updated as follows:

$$Pr_{\text{new}}(S^k | s^k, T) = \frac{Pr(s^k | S^k, T) Pr_{\text{old}}(S^k, T)}{\sum_S Pr(s^k | S, T) Pr_{\text{old}}(S, T)} \tag{1}$$

where $s^k$ is a sample generated as above from the letterstring (word or nonword) in the current position $k$, $S^k$ is the hypothesis that the string at position $k$ is $S$, and $T$ is a multinomial distribution reflecting the current belief of (a) whether this is an all-words trial and (b) otherwise, where the nonword is located. The eye movement planning and attention shift decisions are conditioned on the distribution of probabilities $Pr(S^k)$ for all strings in the current position. When the maximum of these probabilities crosses a saccade planning threshold $\theta_s$, saccade planning begins. When the maximum crosses the attention shift threshold $\theta_a$, attention shifts to the next word$^1$. Each sample takes 10ms, a fixed discretization parameter.

The likelihood of drawing perceptual or memory sample $s$ for a string $S$ is computed from the unit-basis word representation as follows:

$$Pr(s | S) = \prod_i f(s_i; \mu_i, \sigma) \tag{2}$$

where $i$ indexes the unit-basis vector representation of sample $s$ and some true letterstring $S$ (and so $\mu_i$ is either 0 or 1), $\sigma$ is the sampling noise (dependent on whether the samples are memory or perceptual samples as specified below), and $f(x; \mu, \sigma)$ is the probability density function of the normal distribution with mean $\mu$ and standard deviation $\sigma$.

We simplify the likelihood computation for memory samples by treating the perception and memory samples as independent. For present purposes this assumption may be treated as a bound on the architecture. The $\sigma$ in Equation 2 is $\sqrt{(\sigma^2_p + \sigma^2_u)}$ for perceptual samples and $\sqrt{(\sigma^2_p + \sigma^2_m + \sigma^2_u)}$ for memory samples. At each sample the string-level probabilities in each position are aggregated to the multinomial trial-level decision variable $T$ as described above. Given $T$ the model computes the probability of a word trial $Pr(W)$ or nonword trial $Pr(N) = 1 - Pr(W)$. When either of these probabilities exceeds the motor response threshold $\theta_r$, motor response planning commences.

$^1$Because there is a fixed set of memory samples available, the attention shift decision is not guaranteed to converge, unlike the saccade threshold. It nearly always converges, but we use a 30-sample deadline to prevent infinite sequences.
The prior probability of an all-words trial is 0.5, so the prior probability of a word in each position $k$ is $1 - \frac{0.5}{n}$. Therefore, we set the prior probabilities of words in each position to corpus frequency counts (Kučera and Francis, 1967), normalized to sum to this value, $1 - \frac{0.5}{n}$. Nonword probabilities are uniformly distributed over the remainder, $\frac{0.5}{n}$.

**Oculomotor and Manual Architecture.** The remainder of the architectural parameters are stage durations that are simulated as gamma deviates with means based on previous work or independently estimated from data. The key parameters for present purposes are the 50ms mean eye-brain lag and 125ms saccade planning time, following Reichle et al. (2009), and the 40ms mean saccade execution time, based on estimates from our own human participants. The standard deviation of each distribution is 0.3 times the mean. We transform the means and standard deviations into scale and shape parameters for a Gamma distribution and then draw duration values from these Gammas independently for every word and trial.

5 **A computational rationality analysis**

We explore whether spillover effects might be a signature of computationally rational behavior in two ways. First, we evaluate a space of policies (parameterized by $\theta_s, \theta_m, \theta_r$) against the task payoff given to our human participants, and show that top-performing policies yield frequency spillover consistent with human data, and poor-performing policies do not. Second, we extend the model’s policy space to allow it to prioritize perception over memory samples when both are available (eliminating spillover in those policies), and show that the spillover portions of the policy space perform better than non-spillover ones under any imposed speed-accuracy tradeoff in plausible noise settings, and never perform worse.

In computational rationality analyses, we distinguish between policy parameters, fixed architecture parameters, and free architecture parameters. Policy parameters are determined by selecting those policies that maximize a given task payoff, given the hypothesized architectural bounds. Fixed architecture parameters are based on previous empirical or theoretical work. Free architecture parameters can be fit to data or explored to show the range of predictions with which the model is compatible. We focus here on the latter, showing not only that the model is compatible with human data, but that it is incompatible with results significantly different from the human data.

Our first evaluation of the model asks the question of whether we see spillover effects emerging in approximately optimal policies under our assumptions about mechanism and task. We evaluated our model in the LLDT, under the balanced payoff presented in Lewis et al. (2013), the same

---

Figure 3: *Spillover effects generated by the top 5% of policies across different settings of memory, perception, and update noise.* On each distinct machine defined by a combination of noise settings, policies (settings of $\theta_s, \theta_m, \theta_r$) were evaluated by the same task payoff given to human participants in the experiment described in §3. Boxplots show spillover effects of the top-performing 5% of policies. Spillover effects are the difference in mean single fixation durations on word$_n$ when word$_{n-1}$ is low frequency and when word$_{n-1}$ is high frequency (low/high determined by median split). The highest noise settings in the bottom row are not shown because performance was near-chance even for the best policies.
Figure 4: Normalized spillover effect in model (vs. memory noise) and human participants. We define normalized spillover as the ratio of the spillover (word$_{n-1}$) frequency effect size to the foveal (word$_n$) frequency effect size; this normalizes against scale differences between high and low noise architectures. Left: Mean normalized spillover effect at different memory noises for best performing 5% of policies with and without memory sampling, and worst 50% performing policies. Right: Mean human spillover effect sizes in masked and unmasked versions of LLDT.

payoff given to our participants in the unpublished masking experiment described above. We explored a discretized policy space as follows: we let $\theta_s$ range between 0.199 and 0.999 in steps of 0.05; $\theta_m$ between 0.19999 and 0.99999 in steps of 0.05, and also include $\theta_m = 0$ which prevents memory sampling; and $\theta_r$ between 0.599 and 0.999 in steps of 0.1. We explored all 1530 permutations.

Figure 3 shows the distribution of spillover effect sizes in the top 5% of policies (evaluated by task payoff, not fit to human data), for a range of noise parameter settings (at higher noise settings, even the best policies are close to chance performance). The top 5% of policies average 7.78 points per trial across the noise and policy range, and the bottom 50% average 1.32 points. The figure shows that top-performing policies show little to no spillover when update noise is low, positive but small spillover effects when update noise is moderate, and sizable positive spillover effects when update noise is relatively high. These results are consistent with spillover as a rational adaptation to belief update noise.

Figure 4 (left panel) shows normalized spillover effects (the ratio of the word$_{n-1}$ frequency effect to the word$_n$ frequency effect) for the best policies, the bottom 50% of policies, and the best policies constrained with a memory threshold of zero ($\theta_m = 0$). When $\theta_m = 0$, the spillover effect is zero as expected. The top performing policies in the unconstrained space generate nonzero spillover effects that are consistent with the human data, but the poor performing policies do not (Figure 4, right panel). We know that the top performing policies exploit memory because they do yield nonzero spillover effects, and the values of $\theta_m$ are nonzero for these policies.

Our second evaluation asks whether a model that is constrained to always give priority to processing perceptual samples over memory samples will perform better than the present model, which has the flexibility to give priority to memory over perception. To explore this, we added a single binary policy parameter, the perceptual priority bit. If this bit is set, then the model has the choice between memory sampling from word$_{n-1}$ and perceptual sampling from word$_n$, it always chooses the latter. Such an option is not available in the previous model—there is no setting of the saccade and memory thresholds that will always use memory samples when only they are available, but also never choose to use memory samples when perceptual samples can be used. With the perceptual priority bit set, the model is capable of exploiting the least noisy samples available to it, but is incapable of exhibiting spillover effects.

Figure 5 shows speed-accuracy tradeoffs for the model, with the perceptual-priority bit not set (spillover-capable) and set (spillover-incapable), in three representative noise settings. Individual points are policies and the lines mark the best accuracy available at a particular reaction time for the two classes of policies; i.e. these lines represent the best speed-accuracy tradeoff possible for
both spillover-capable and -incapable policies. In the left plot of the figure, noise is low enough overall such that responses are very fast and spillover-capable policies do no worse and no better than spillover-incapable policies. In the middle plot, update noise is higher, and the optimal speed-accuracy tradeoff is better for the model that can yield spillover, consistent with the exploitation of memory sampling to mitigate update noise. In the right plot, perception and memory noise are high enough that it is not useful to sample from memory at the expense of perception. All the noise settings we explored (see Figure 3 for the range) yield one of these three patterns, or the uninteresting case of near-chance performance. In no setting does the spillover-capable model perform worse than the spillover-incapable one. The noise settings cover a range from implausibly-high accuracy to chance performance, and so we conclude that spillover-capable policies dominate, in that they do no worse, and occasionally do better, than those constrained to give priority to perception over memory.

6 Why spillover arises from sequenced thresholded samplers

We have demonstrated through simulations that the model yields frequency spillover through a composed sequence of perception and memory sampling. We have not yet addressed the question of how or why this happens. Indeed, it is initially somewhat puzzling that an effect of priors (set by lexical frequency) would persist after the initial perceptual sampling threshold \( \theta_p \) is passed, because this fixed threshold must be exceeded no matter the starting prior.

The crucial insight is that it is not always the case that the true word hypothesis reaches the threshold first; i.e., the decision to initiate saccade planning may be based on (partial) recognition of a different word than the true word. In such cases, at the start of memory sampling, the hypothesis for the true word is farther from the memory threshold \( \theta_m \) than if the true word had been (partially) recognized. Incorrect decisions are more likely for low frequency words, so in expectation the memory-driven attention shift mechanism will start farther from its threshold for low-frequency words, and therefore take longer to reach threshold, delaying the following word more.

We constructed a minimal two-sampler example to clearly illustrate this phenomenon. The leftmost panel of Figure 6 illustrates the dynamics of such a trial. In this panel, the threshold is crossed for the incorrect hypothesis (green line) in the first sampler, triggering the start of the second sampler. The second sampler recovers from the mistake, allowing the correct (red) hypothesis to cross the threshold, but at the cost of additional time. The middle panel shows that incorrect (and thus eligible for recovery) trials are more frequent for low priors. The rightmost panel shows that the finishing time of the second sampler is proportional to the prior probability of the correct hypothesis for the first sampler. It is also inversely proportional to accuracy (middle plot), consistent with inaccurate trials driving the relationship between the first sampler prior and second sampler finishing times.
Discussion and Conclusion

We briefly highlight the key properties of the model that yield our result and how they may generalize beyond our particular implementation.

Post-perceptual processing. Although we adopted a second MSPRT sampler, spillover may arise from other processes with access to the posterior of the perceptual sampling, such that it can recover from perceptually misidentified words. In the present model we investigated the possibility that post-perceptual memory-based processing could be partially motivated by mitigating noise in the update process itself. But it is almost certainly the case that post-perceptual processing is required in the course of reading for independent reasons, and such processing could also yield spillover frequency effects in a way that the memory sampling process does. (A challenge for such an alternate process is that spillover effects persist in the LLDT in the absence of required higher level syntactic or semantic processing).

A tradeoff between processing perception and memory. The serial queuing model is a simple realization (inspired by EZ-Reader (Reichle et al., 1998)) of a limited resource that can be allocated to perceptual and memory processing, but an alternative parallel attention machine might recover the results, as long as it suffers from the same tradeoff that processing the previous word from memory will slow down processing of the fixated word.

Direct oculomotor control. In the present model saccade planning is triggered directly by the perceptual evidence accumulation process, and as such is not obviously compatible with autonomous saccade generation models like SWIFT (Engbert et al., 2005). It may be possible to layer SWIFT’s time-delayed foveal inhibition over a sequential sampling process, but we note that spillover effects were part of the empirical motivation for such delayed control.

The present model and results open several avenues for future work. These include the interactions of memory-based or post-perceptual processing with models of saccade planning that include saccade targeting, re-targeting, and cancellation, as well as buttonpress behavior (e.g. in the self-paced moving window paradigm). The role that parafoveal preview plays in spillover effects can also be explored, including how the model (and thus human participants) might navigate the trade-off between using parafoveal preview information (noisy due to eccentricity) and using memory of past input in the service of a reading task. Finally, it is possible to explore the spillover explanation in an architecture capable of higher-level sentence processing in service of different reading task goals.
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Abstract

We outline four ways in which uncertainty might affect comprehension difficulty in human sentence processing. These four hypotheses motivate a self-paced reading experiment, in which we used verb subcategorization distributions to manipulate the uncertainty over the next step in the syntactic derivation (single step entropy) and the surprisal of the verb’s complement. We additionally estimate word-by-word surprisal and total entropy over parses of the sentence using a probabilistic context-free grammar (PCFG). Surprisal and total entropy, but not single step entropy, were significant predictors of reading times in different parts of the sentence. This suggests that a complete model of sentence processing should incorporate both entropy and surprisal.

1 Introduction

Predictable linguistic elements are processed faster than unpredictable ones. Specifically, processing load on an element $A$ in context $C$ is linearly correlated with its surprisal, $-\log_2 P(A|C)$ (Smith and Levy, 2013). This suggests that readers maintain expectations as to the upcoming elements: likely elements are accessed or constructed in advance of being read. While there is substantial amount of work on the effect of predictability on processing difficulty, the role (if any) of the distribution over expectations is less well understood.

**Surprisal** predicts that the distribution over competing predicted elements should not affect reading times: if the conditional probability of a word $A$ is $P(A|C)$, reading times on the word will be proportional to $-\log_2 P(A|C)$, regardless of whether the remaining probability mass is distributed among two or a hundred options.

The **entropy reduction hypothesis** (Hale, 2003; Hale, 2006), on the other hand, accords a central role to the distribution over predicted parses. According to this hypothesis, an incoming element is costly to process when it entails a change from a state of high uncertainty (e.g., multiple equiprobable parses) to a state of low uncertainty (e.g., one where a single parse is much more likely than the others). Uncertainty is quantified as the entropy of the distribution over complete parses of the sentence; that is, if $A^i$ is the set of all possible parses of the sentence after word $w_i$, then the uncertainty following $w_i$ is given by

$$H_{w_i} = -\sum_{a \in A^i} P(a) \log_2 P(a)$$

Processing load in this hypothesis is proportional to the entropy reduction caused by $w_i$:

$$\text{ER}(w_i) = \max\{H_{w_{i-1}} - H_{w_i}, 0\}$$

A third hypothesis, which we term the **competition hypothesis**, predicts that higher competition among potential outcomes should result in increased processing load at the point at which the competing parses are still valid (McRae et al., 1998; Tabor and Tanenhaus, 1999). This contrasts with the entropy reduction hypothesis, according to which processing cost arises when competition is resolved. Intuitively, the two hypotheses make inversely correlated predictions: on average, there will be less competition following words that reduce entropy. A recent study found that reading times on $w_i$ correlated positively with entropy following $w_i$, providing support for this hypothesis (Roark et al., 2009).

The fourth hypothesis we consider, which we term the **commitment hypothesis**, is derived from

\[^1\]No processing load is predicted for words that increase uncertainty.
Figure 1: Example language. Output strings are indicated inside the nodes, and transition probabilities are indicated on the edges. For example, the probability of the sentence bf is $0.5 \times 0.75$.

The event-related potential (ERP) literature on contextual constraint. Studies in this tradition have compared the responses to a low-predictability word across two types of context: high-constraint contexts, in which there is a strong expectation for a (different) word, and low-constraint ones, which are not strongly predictive of any individual word. There is increasing evidence for an ERP component that responds to violations of a strong prediction (Federmeier, 2007; Van Petten and Luka, 2012). This component can be interpreted as reflecting disproportional commitment to high probability predictions at the expense of lower probability ones, a more extreme version of the proposal that low-probability parses are pruned in the presence of a high-probability parse (Jurafsky, 1996). Surprisal is therefore expected to have a larger effect in high constraint contexts, in which entropy was low before the word being read. Commitment to a high probability prediction may also result in increased processing load at the point at which the commitment is made.

We illustrate these four hypotheses using the simple language sketched in Figure 1. Consider the predictions made by the four hypotheses for the sentences ae and be. Surprisal predicts no difference in reading times between these sentences, since the conditional probabilities of the words in the two sentences are identical (0.5 and 0.25 respectively).

The competition hypothesis predicts increased reading times on the first word in ae compared to be, because the entropy following a is higher than the entropy following b (2 bits compared to 0.71). Since all sentences in the language are two word long, entropy goes down to 0 after the second word in both sentences. This hypothesis therefore does not predict a reading time difference on the second word e.

Moving on to the entropy reduction hypothesis, five of the six possible sentences in the language have probability $0.5 \times 0.25$, and the sixth one (bf) has probability $0.5 \times 0.75$. The full entropy of the grammar is therefore 2.4 bits. The first word reduces entropy in both ae and be (to 2 and 0.71 bits respectively), but entropy reduction is higher when the first word is b. The entropy reduction hypothesis therefore predicts longer reading times on the first word in be than in ae. Conversely, since entropy goes down to 0 in both cases, but from 2 bits in ae compared to 0.71 bits in be, this hypothesis predicts longer reading times on e in ae than in be.

Finally, the commitment hypothesis predicts that after b the reader will become committed to the prediction that the second word will be f. This will lead to longer reading times on e in be than in ae, despite the fact that its conditional probability is identical in both cases. If commitment to a prediction entails additional work, this hypothesis predicts longer reading times on the first word when it is b.

This paper presents an reading time study that aims to test these hypotheses. Empirical tests of computational theories of sentence processing have employed either reading time corpora (Demberg and Keller, 2008) or controlled experimental materials (Yun et al., 2010). The current paper adopts the latter approach, trading off a decrease in lexical and syntactic heterogeneity for increased control. This paper is divided into two parts. Section 2 describes a reading time experiment, which tested the predictions of the surprisal, competition and commitment hypotheses, as applied to the entropy over the next single step in the syntactic derivation.\textsuperscript{2} We then calculate the total entropy (up to an unbounded number of derivation steps) at each word using a PCFG; Section 3 describes how this grammar was constructed, overviews the predictions that it yielded in light of the four hypotheses, and evaluates these predictions on the results of the reading time experiment.

\textsuperscript{2}We do not test the predictions of the entropy reduction hypothesis in this part of the paper, since that theory explicitly only applies to total rather than single-step entropy.
2 Reading time experiment

2.1 Design

To keep syntactic structure constant while manipulating surprisal and entropy over the next derivation step, we took advantage of the fact that verbs vary in the probability distribution of their syntactic complements (subcategorization frames). Several studies have demonstrated that readers are sensitive to subcategorization probabilities (Trueswell et al., 1993; Garnsey et al., 1997).

The structure of the experimental materials is shown in Table 1. In a 2x2x2 factorial design, we crossed the surprisal of a sentential complement (SC) given the verb, the entropy of the verb’s subcategorization distribution, and the presence or absence of the complementizer that. When the complementizer is absent, the region the island is ambiguous between a direct object and an embedded subject.

Surprisal theory predicts an effect of SC surprisal on the disambiguating region in ambiguous sentences (sentences without that), as obtained in previous studies (Garnsey et al., 1997), and an effect of SC surprisal on the complementizer that in unambiguous sentences. Reading times should not differ at the verb: in the minimal context we used (the men), the surprisal of the verb should be closely approximated by its lexical frequency, which was matched across conditions.

The competition hypothesis predicts a positive main effect of subcategorization frame entropy (subcategorization frame entropy) at the verb: higher uncertainty over the syntactic category of the complement should result in slower reading times.

The commitment hypothesis predicts that the effect of surprisal in the disambiguating region should be amplified when subcategorization frame entropy is low, since the readers will have committed to the competing high probability frame. If the commitment step in itself incurs a processing cost, there should be a negative main effect of subcategorization frame entropy at the verb.

This experimental design varies the entropy over the single next derivation step: it assumes that the parser only predicts the identity of the subcategorization frame, but not its internal structure. Since the predictions of the entropy reduction hypothesis crucially depend on predicting the internal structure as well, we defer the discussion of that hypothesis until Section 3.

<table>
<thead>
<tr>
<th>mat. subj</th>
<th>verb</th>
<th>that</th>
<th>emb. subj</th>
</tr>
</thead>
<tbody>
<tr>
<td>discovered</td>
<td>(that)</td>
<td>the island</td>
<td>had been invaded</td>
</tr>
<tr>
<td>emb. verb complex</td>
<td>rest</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Structure of experimental materials (mat. = matrix, emb. = embedded, subj. = subject).

2.2 Methods

2.2.1 Participants

128 participants were recruited through Amazon Mechanical Turk and were paid $1.75 for their participation.

2.2.2 Materials

32 verbs were selected from the Gahl et al. (2004) subcategorization frequency database, in 4 conditions: high vs. low SC surprisal and high vs. low subcategorization frame entropy (see Table 2). Verbs were matched across conditions for length in characters and for frequency in SUBTLEX-US corpus (Brysbaert and New, 2009). A sentence was created for each verb, following the structure in Table 1. Each sentence had two versions: one with the complementizer that after the verb and one without it. The matrix subjects were minimally informative two-word NPs (e.g. the men). Following the complementizer (or the verb, if the complementizer was omitted) was a definite NP (the island), which was always a plausible direct object of the matrix verb.

The embedded verb complex region consisted of three words: two auxiliary verbs (had been) or an auxiliary verb and negation (would not), followed by a past participle form (invaded). Each of the function words appeared the same number of times in each condition. The embedded verb complex was followed by three more words. The nouns and verbs in the embedded clause were matched for frequency and length across conditions.

In addition to the target sentences, the experiment contained 64 filler sentences, with various complex syntactic structures.

2.2.3 Procedure

The sentences were presented word by word in a self-paced moving window paradigm. The participants were presented with a Y/N comprehension question after each trial. The participants did not
<table>
<thead>
<tr>
<th></th>
<th>NP</th>
<th>Inf</th>
<th>PP</th>
<th>SC</th>
<th>SC s.</th>
<th>SFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>forget</td>
<td>0.55</td>
<td>0.14</td>
<td>0.2</td>
<td>0.09</td>
<td>3.46</td>
<td>1.7</td>
</tr>
<tr>
<td>hear</td>
<td>0.72</td>
<td>0</td>
<td>0.17</td>
<td>0.11</td>
<td>3.22</td>
<td>1.12</td>
</tr>
<tr>
<td>claim</td>
<td>0.36</td>
<td>0.12</td>
<td>0</td>
<td>0.45</td>
<td>1.15</td>
<td>1.71</td>
</tr>
<tr>
<td>sense</td>
<td>0.61</td>
<td>0</td>
<td>0.02</td>
<td>0.34</td>
<td>1.55</td>
<td>1.18</td>
</tr>
</tbody>
</table>

Table 2: A example verb from each of the four conditions. On the left, probabilities of complement types: noun phrase (NP), infinitive (Inf), prepositional phrase (PP), sentential complement (SC); on the right, SC surprisal and subcategorization frame entropy.

receive feedback on their responses. The experiment was conducted online using a Flash application written by Harry Tily (now at Nuance Communications).

2.2.4 Statistical analysis

Subjects were excluded if their answer accuracy was lower than 75% (two subjects), or if their mean reading time (RT) differed by more than 2.5 standard deviations from the overall mean RT across subjects (two subjects). The results reported in what follows are based on the remaining 124 subjects (97%).

We followed standard preprocessing procedure. Individual words were excluded if their raw RT was less than 100 ms or more than 2000 ms, or if the log-transformed RT was more than 3 standard deviations away from the participant’s mean. Log RTs were length-corrected by taking the residuals of a mixed-effects model (Bates et al., 2012) that had log RT as the response variable, word length as a fixed effect, and a by-subject intercept and slope. The length-corrected reading times were regressed against the predictors of interest, separately for each region. We used a maximal random effect structure. All p values for fixed effects were calculated using model comparison with a simpler model with the same random effect structure that did not contain that fixed effect.

2.3 Results

Reading times on the matrix subject (the men) or matrix verb (discovered) did not vary significantly across conditions.

The embedded subject the island was read faster in unambiguous sentences \( p < 0.001 \). Reading times on this region were longer when SC surprisal was high \( p = 0.04 \). Models fitted to ambiguous and unambiguous sentences separately revealed that the simple effect of SC surprisal on the embedded subject was significant for unambiguous sentences \( p = 0.02 \) but not for ambiguous sentences \( p = 0.46 \), though the interaction between SC surprisal and ambiguity did not reach significance \( p = 0.22 \).

The embedded verb complex (had been invaded) was read faster in unambiguous than in ambiguous sentences \( p < 0.001 \). Reading times in this region were longer overall in the high SC surprisal condition \( p = 0.03 \). As expected, this effect interacted with the presence of that \( p = 0.01 \): the simple effect of SC surprisal was not significant in unambiguous sentences \( p = 0.28 \), but was highly significant in ambiguous ones \( p = 0.007 \). We did not find an interaction between SC surprisal and subcategorization frame entropy (of the sort predicted by the commitment hypothesis).

Subcategorization frame entropy did not have a significant effect in any of the regions of the sentence. It was only strictly predicted to have an effect on the matrix verb: longer reading times according to the competition hypothesis, and (possibly) shorter reading times according to the commitment hypothesis. The absence of a subcategorization frame entropy effect provides weak support for the predictions of surprisal theory, according to which entropy should not affect reading times.

3 Deriving predictions from a PCFG

3.1 Calculating entropy

As mentioned above, the entropy of the next derivation step following the current word (which we term single-step entropy) is calculated as follows. If \( a_i \) is a nonterminal, \( \Pi_i \) is the set of rules rewriting \( a_i \), and \( p_r \) is the application probability of rule \( r \), then the single-step entropy of \( a_i \) is given by

\[
h(a_i) = - \sum_{r \in \Pi_i} p_r \log_2 p_r
\]  

Figure 3: Entropy calculation example: the single step entropy after discover is 1 bit; the overall entropy is \( 1 + 0.5 \times 14 + 0.5 \times 50 = 33 \) bits.
The entropy of all derivations starting with $a_i$ (which we term total entropy) is then given by the following recurrence:

$$H(a_i) = h(a_i) + \sum_{r \in \Pi_i} \sum_{j=1}^{k_r} H(a_{r,j})$$  \hspace{1cm} (4)

where $a_{r,1}, \ldots, a_{r,k_r}$ are the nonterminals on the right-hand side of $r$. This recurrence has a closed form solution (Wetherell, 1980; Hale, 2006). The expectation matrix $A$ is a square matrix with $N$ rows and columns, where $N$ is the set of nonterminals. Each element $A_{ij}$ indicates the expected number of times nonterminal $a_j$ will occur when $a_i$ is rewritten using exactly one rule of the grammar. If $h = (h_1, \ldots, h_N)$ is the vector of all single-step entropy values for the $N$ nonterminal types in the grammar, and $H = (H_1, \ldots, H_N)$ is the vector of all total entropy values, then the closed form solution for the recurrence is given by

$$H = (I - A)^{-1}h$$  \hspace{1cm} (5)

where $I$ is the identity matrix. The entropy after the first $n$ words of the sentence, $H_{w_n}$, can be calculated by applying Equation 5 to the grammar formed by intersecting the original grammar with the prefix $w_1, \ldots, w_n$ (i.e., considering only the parses that are compatible with the words encountered so far) (Hale, 2006).

Two points are worth noting about these equations. First, Equation 5 shows that calculating the entropy of a PCFG requires inverting the matrix $I - A$, which is the size of the number of nonterminal symbols in the grammar. This makes it impractical to use a lexicalized grammar, as advocated by Roark et al. (2009), since those grammars have a very large number of nonterminal types.

Second, Equation 4 shows that the entropy of a nonterminal is the sum of its single-step entropy and a weighted average of entropy of the nonterminals it derives. In the context of subcategorization decisions, the number of possible subcategorization frames is small, and the single-step entropy is on the order of magnitude of 1 or 2 bits. The entropy of a typical complement, on the other hand, is much higher (consider all of the possible internal structures that an SC could have). This means that the total entropy $H$ after processing the verb is dominated by the entropy of its potential complements rather than the verb’s single-step entropy $h$ (see Figure 3 for an illustration). A lookahead of a single word (as used in Roark et al. (2009)) may therefore be only weakly related to total entropy.

### 3.2 Constructing the grammar

We used a PCFG induced from the Penn Treebank (Marcus et al., 1993). As mentioned above, the grammar was mostly unlexicalized; however, in order for the predictions to depend on the identity of the verb, the grammar had to contain lexically specific rules for each verb. We discuss these rules at end of this section.

The Penn Treebank tag set is often expanded by adding to each node’s tag an annotation of the
node’s parent, e.g., marking an NP whose parent is a VP as NP VP (Klein and Manning, 2003). While systematic parent annotation would have increased the size of the grammar dramatically, we did take the following minimal steps to improve parsing accuracy. First, the word *that* is tagged in the Penn Treebank as a preposition (IN) when it occurs as a subordinating conjunction. This resulted in SCs being erroneously parsed as prepositional phrases. To deal with this issue, we replaced the generic IN with IN[that] whenever it referred to *that*.

Second, the parser assigned high probability parses to reduced relative clauses in implausible contexts. We made sure that cases that should not be reduced relative clauses were not parsed as such by splitting the VP category into sub-categories based on the leftmost child of the VP (since only VP[VPN] should be able to be a reduced relative), and by splitting SBAR into SBAR[overt] when the SBAR had an overt complementizer and SBAR[none] when it did not.

Following standard practice, we removed grammatical role information and filler-gap annotations, e.g., NP-SUBJ-2 was treated as NP. To reduce the number of rules in the grammar as much as possible, we removed punctuation and the silent element NONE (used to mark gaps, silent complementizers, etc.), rules that occurred less than 100 times (out of the total 1320490 nonterminal productions), and rules that had a probability of less than 0.01. These steps resulted in the removal of 13%, 14% and 10% rule tokens respectively. We then applied horizontal Markovization (Klein and Manning, 2003).

Finally, we added lexically specific rules to capture the verbs’ subcategorization preferences, based on the Gahl et al. (2004) subcategorization database. The probability of frame $f_j$ following verb $v_i$ was calculated as:

$$P(VP[VBD] \rightarrow v_i f_j) = \frac{1}{2} \frac{P(v_i)P(f_j|v_i)}{\sum_i P(v_i)}$$ (6)

In other words, half of the probability mass of production rules deriving VP[VBD] (VP headed by past tense verbs) was taken away from the unlexicalized rules and assigned to the verb-specific rules. The same procedure was performed for VP[VBN] (VP headed by a past participle, with the exception of the verbs *forgot* and *wrote*, which are not ambiguous between the past and past participle forms. The total probability of all rules deriving VP as a specific verb (e.g., *discovered*) was estimated as the corpus frequency of that verb divided by the total corpus frequency of all 32 verbs used in the experiment, yielding a normalized estimate of the relative frequency of that verb.

3.3 Surprisal, entropy and entropy reduction profiles

Word-by-word surprisal, entropy and entropy reduction values for each item were derived from the equations in Section 3.1 using the Cornell Conditional Probability Calculator (provided by John Hale). Figure 4 shows the predictions averaged by the conditions of the factorial design. Surprisal on the verb is always high because this is the only part of the grammar that encodes lexical identity; surprisal on the verb therefore conflates lexical and syntactic surprisal. Surprisal values on all other words are low, with the exception of the point at which the reader gets the information that the verb’s complement is an SC: the embedded verb complex in ambiguous sentences, and the complementizer in unambiguous sentence.

The entropy profile is dominated by the fact that SCs have much higher internal entropy than NPs. As a consequence, entropy after the verb is higher whenever an SC is a more likely subcategorization frame. The entropy after high subcategorization frame entropy verbs is higher than that after low subcategorization frame entropy verbs, though the difference is small in comparison to the effect of SC surprisal. In ambiguous sentences, entropy remains higher for low SC surprisal verbs throughout the ambiguous region. Somewhat counterintuitively, entropy increases when the parse is disambiguated in favor of an SC. This is again a consequence of the higher internal entropy of a SC: the entropy of the ambiguity between SC and NP is dwarfed by the internal entropy of a SC. The entropy profile for unambiguous sentences is straightforward: it increases sharply when the reader finds out that the complement is a SC, then decreases gradually as more details are revealed about the internal structure of the SC.

The reading time predictions made by the entropy reduction hypothesis are therefore very different than those made by surprisal theory. On the verb, the entropy reduction hypothesis predicts that high SC surprisal verbs will be read more
slowly than low SC surprisal verbs, whereas surprisal predicts no difference. On the disambiguating region in ambiguous sentences, the entropy reduction hypothesis predicts no reading time differences at all, since an increase in entropy is not predicted to affect reading times. In fact, entropy reduction on the word *had* is positive only in unambiguous sentences, so the entropy reduction hypothesis predicts a slowdown in unambiguous compared to ambiguous sentences.

### 3.4 Evaluation on reading times

We tested whether reading times could be predicted by the word-by-word estimates derived from the PCFG. Since total entropy, entropy reduction and surprisal values did not line up with the factorial design, we used continuous regression instead, again using lme4 with a maximal random effects structure. We only analyzed words for which the predictions depended on the properties of the verb (as Figure 4 shows, this is only the case for a minority of the words). As outcome variables, we considered both reading times on the word \( w_i \), and a spillover variable computed as the sum of the reading times on \( w_i \) and the next word \( w_{i+1} \). The predictors were standardized (separately for each word) to facilitate effect comparison.

Parser-derived entropy reduction values varied the most on the main verb. Since the word following the verb differs between the ambiguous and unambiguous conditions, we added a categorical control variable for sentence ambiguity. In the resulting model, lower entropy (or equivalently, higher entropy reduction values), caused an increase in reading times (no spillover: \( \hat{\beta} = 0.014, p = 0.05 \); one word spillover: \( \hat{\beta} = 0.022, p = 0.04 \)). Our design does not enable us to determine whether the effect of entropy on the verb is due to entropy reduction or simply entropy. The commitment hypothesis is therefore equally supported by this pattern as is the entropy reduction hypothesis.

The only other word on which entropy reduction values varied across verbs was the first word *the* of the ambiguous region. Neither entropy reduction nor surprisal were significant predictors of reading times on this word.

There was also some variation across verbs in entropy (though not entropy reduction) on the second word of the embedded subject (*island*) in ambiguous sentences; however, entropy was not a significant predictor of reading times on that word. In general, entropy is much higher in the embed-
ded subject region in unambiguous than ambiguous sentences, since it is already known that the complement is an SC, and the entropy of an SC is higher. Yet as mentioned above, reading times on the embedded subject were higher when it was ambiguous \((p < 0.001)\).

Finally, PCFG-based surprisal was a significant predictor of reading times on the disambiguating word in ambiguous sentences (no spillover: n.s.; one word spillover: \(\hat{\beta} = 0.037, p = 0.02\); two-word spillover: \(\hat{\beta} = 0.058, p = 0.001\)). In contrast with simple SC surprisal (see Section 2.2.4), PCFG-based surprisal was not a significant predictor of reading times on the complementizer that in unambiguous sentences.

4 Discussion

We presented four hypotheses as to the role of entropy in syntactic processing, and evaluated them on the results of a reading time study. We did not find significant effects of subcategorization frame entropy, which is the entropy over the next derivation step following the verb. Entropy over complete derivations, on the other hand, was a significant predictor of reading time on the verb. The effect went in the direction predicted by the entropy reduction and commitment hypotheses, and opposite to that predicted by the competition hypothesis: reading times were higher when post-verb entropy was lower.

Reading times on the embedded subject in ambiguous sentences were increased compared to unambiguous sentences. This can be seen as supporting the competition hypothesis: the SC and NP parses both need to be maintained, which increases processing cost. Yet the parser predictions showed that total entropy on the embedded subject was higher in unambiguous than ambiguous sentences, since the probability of the high-entropy sentential complement is 1 in unambiguous sentences. In this case, then, total entropy, which entails searching enormous amounts of predicted structure, may not be the right measure, and single-step (or \(n\)-step) entropy may be a better predictor.

In related work, Frank (2013) tested a version of the entropy reduction hypothesis whereby entropy reduction was not bounded by 0 (was allowed to take negative values). A Simple Recurrent Network was used to predict the next four words in the sentence; the uncertainty following the current word was estimated as the entropy of this quadri-gram distribution. Higher (modified) entropy reduction resulted in increased reading times. These results are not directly comparable to the present results, however. Frank (2013) tested a theory that takes into account both positive and negative entropy changes. In addition, a four-word lookahead may not capture the dramatic difference in internal entropy between SCs and NPs, which is responsible for the differential reading times predicted on the matrix. This caveat applies even more strongly to the one-word lookahead in Roark et al. (2009).

In contrast with much previous work, we calculated total entropy using a realistic PCFG acquired from a Treebank corpus. In future work, this method can be used to investigate the effect of entropy in a naturalistic reading time corpus. It will be important to explore the extent to which the reading time predictions derived from the grammar are affected by representational decisions (e.g., the parent annotations we used in Section 3.2). This applies in particular to entropy, which is sensitive to the distribution over syntactic parses active at the word; surprisal depends only the conditional probability assigned to the word by the grammar, irrespective of the number and distribution over the parses that predict the current word, and is therefore somewhat less sensitive to representational assumptions.

5 Conclusion

This paper described four hypotheses regarding the role of uncertainty in sentence processing. A reading time study replicated a known effect of surprisal, and found a previously undocumented effect of entropy. Entropy predicted reading times only when it was calculated over complete derivations of the sentence, and not when it was calculated over the single next derivation step. Our results suggest that a full theory of sentence processing would need to take both surprisal and uncertainty into account.
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Abstract
This paper presents a vectorial incremental parsing model defined using independently posited operations over activation-based working memory and weight-based episodic memory. This model has the attractive property that it hypothesizes only one unary preterminal rule application and only one binary branching rule application per time step, which allows it to be smoothly integrated into a vector-based recurrence that propagates structural ambiguity from one time step to the next. Predictions of this model are calculated on a center-embedded sentence processing task and shown to exhibit decreased processing accuracy in center-embedded constructions.

1 Introduction
Current models of memory (Marr, 1971; Anderson et al., 1977; Murdock, 1982; McClelland et al., 1995; Howard and Kahana, 2002) involve a continuous activation-based (or ‘working’) memory, typically modeled as a vector representing the current firing pattern of neurons or neural clusters in the cortex. This activation-based memory is then supported by a durable but rapidly mutable weight-based (or ‘episodic’) memory, typically modeled as one or more matrices formed by summed outer-products of cue and target vectors and cued by simple matrix multiplication, representing variable synaptic connection strengths between neurons or neural clusters.

The lack of discrete memory units in such models makes it difficult to imagine a neural implementation of a typical e.g. chart-based computational account of sentence processing. On the other hand, superposition in vectorial models suggests a natural representation of a parallel incremental processing model. This paper explores how such an austere model of memory not only might be used to encode a simple probabilistic incremental parser, but also lends itself to naturally implement a vectorial interpreter and coreference resolver. This model is based on the left-corner parser formulation of van Schijndel et al. (2013a), which has the attractive property of generating exactly one binary-branching rule application after processing each word. This property greatly simplifies a vectorial implementation because it allows these single grammar rule applications to be superposed in cases of attachment ambiguity.

Predictions of the vectorial model described in this paper are then calculated on a simple center-embedded sentence processing task, producing a lower completion accuracy for center-embedded sentences than for right-branching sentences with the same number of words. As noted by Levy and Gibson (2013), this kind of memory effect is not easily explained by existing information-theoretic models of frequency effects (Hale, 2001; Levy, 2008).

The model described in this paper also provides an explanation for the apparent reality of linguistic objects like categories, grammar rules, discourse referents and dependency relations, as cognitive states in activation-based memory (in the case of categories and discourse referents), or cued associations in weight-based memory (in the case of grammar rules, and dependency relations), without having to posit complex machinery specific to language processing. In this sense, unlike existing chart-based parsers or connectionist models based on recurrent neural networks, this model integrates familiar notions of grammar and semantic relations with current ideas of activation-based and weight-based memory. It is also anticipated that this interface to both linguistic and neuroscientific theories will make the model useful as a basis for more nuanced understanding of linguistic phenomena such as ambiguity resolution, seman-
tic representation, and language acquisition.

2 Related Work

The model described in this paper is based on the left-corner parser formulation of van Schijndel et al. (2013a), which is an implementation of a fully parallel incremental parser. This parser differs from chart-based fully parallel incremental parsers used by Hale (2001), Levy (2008) and others in that it enforces a cognitively-motivated bound on center-embedding depth. This bound allows the parser to represent a tractable set of incremental hypotheses in an explicitly enumerated list as a factored hidden Markov model, without necessitating the use of a parser chart. This model has the attractive property that, in any context, it hypothesizes exactly one binary-branching rule application at each time step.

The model described in this paper extends the van Schijndel et al. (2013a) parser by maintaining possible store configurations as superposed sequence states in a finite-dimensional state vector. The model then exploits the uniformity of its parsing operations to integrate probabilistically weighted grammar rule applications into this superposed state vector. These superposed states are then used to cue more superordinate sequential states as ‘continuations’ whenever subordinate states conclude. Interference in this cueing process is then observed to produce a natural center-embedding limit.

This model is defined as a recurrence over an activation vector, similar to the simple recurrent network of Elman (1991) and others, but unlike an SRN, which does not encode anything in weight-based memory during processing, this model encodes updates to a processing hierarchy in weight-based memory at every time step. The model is also similar to the ACT-R parser of Lewis and Vasishth (2005) in that it maintains a single state which is updated based on content-based cued association, but unlike the ACT-R parser, which cues category tokens on category types and therefore models memory limits as interference among grammar rules, this model cues category tokens on other category tokens, and therefore predicts memory limits even in cases where grammar rules do not involve similar category types. Also unlike Lewis and Vasishth (2005), this model is defined purely in terms of state vectors and outer-product associative memory and therefore has the capacity to maintain parallel states in superposition.

3 Background: Non-vectorial Incremental Parsing

The model defined in this paper is based on the left-corner parser formulation of van Schijndel et al. (2013a). This parser maintains a set of incomplete categories $a/b$ at each time step, each consisting of an active category $a$ lacking an awaited category $b$ yet to come. For example, Figure 1 shows an incomplete category S/N consisting of a sentence lacking a common noun yet to come, which non-immediately dominates another incomplete category N/N consisting of a common noun lacking another common noun yet to come.

Processing in this model is defined to alternate between two phases:

1. a ‘fork’ phase in which a word is either used to complete an existing incomplete category, or forked into a new complete category; and
2. a ‘join’ phase in which one of these complete categories is used as a left child of a grammar rule application and then either joined onto a superordinate incomplete category or kept disjoint.

In any case, only one grammar rule is applied after each word. These fork and join operations are shown graphically and as natural deduction rules in Figure 2.

An example derivation of the sentence, *The wind shook the mud room door*, using the productions in Figure 2 is shown in Figure 3, with corresponding partial parse trees shown in Figure 4. Van Schijndel et al. (2013a) show that a
probabilistic version of this incremental parser can reproduce the results of a state-of-the-art chart-based parser (Petrov and Klein, 2007).

4 Vectorial Parsing

This left corner parser can be implemented in a vectorial model of working memory using vectors as activation-based memory and matrices as weight-based memory. Following Anderson et al. (1977) and others, vectors $v$ in activation-based memory are cued from other vectors $u$ through weight-based memory matrices $M$ using ordinary matrix multiplication:

$$v = M u$$

(1)

This representation has been used to model the influence of activation in antecedent neurons on activation in consequent neurons (Marr, 1971; Anderson et al., 1977).

Unless they are cued from some other source, all vectors in this model are initially randomly generated by sampling from an exponential distribution, denoted here simply by:

$$v \sim \text{Exp}$$

(2)

Also following Anderson et al. (1977), weight-based memory matrices $M$ are themselves defined and updated by simply adding outer products of desired cue $u$ and target $v$ vectors:

$$M_t = M_{t-1} + v \otimes u$$

(3)

This representation has been used to model rapid synaptic sensitization in the hippocampus (Marr, 1971; McClelland et al., 1995), in which synapses of activated antecedent neurons that impinge on activated consequent neurons are strengthened.

---

1 That is, multiplication of an associative memory matrix $M$ by a state vector $v$ yields:

$$(Mv)[i] \overset{\text{def}}{=} \sum_{j=1}^{J} M[i,j] \cdot v[j]$$

(1’)

2 An outer product $v \otimes u$ defines a matrix by multiplying each combination of scalars in vectors $v$ and $u$:

$$(v \otimes u)[i,j] \overset{\text{def}}{=} v[i] \cdot u[j]$$

(2’)

---

- F:
  - a
  - b
  - $x_t$
  - \[\frac{a/b}{a} \cdot x_t \rightarrow x_t\] (-F)
  - \[\frac{a/b}{a/b} \cdot x_t \rightarrow a' \ldots ; a' \rightarrow x_t\] (+F)

+ J:
  - a
  - b
  - $x_t$
  - a''
  - b''
  - \[\frac{a/b}{a/b} \cdot a'' \rightarrow b \rightarrow a'' \cdot b''\] (+J)
  - \[\frac{a/b}{a/b} \cdot a'' / b'' \rightarrow a' \ldots ; a' \rightarrow a'' \cdot b''\] (-J)

- J:
  - a
  - b
  - $x_t$
  - a''
  - b''
  - \[\frac{a/b}{a/b} \cdot a'' \rightarrow b \rightarrow a'' \cdot b''\] (+J)
  - \[\frac{a/b}{a/b} \cdot a'' / b'' \rightarrow a' \ldots ; a' \rightarrow a'' \cdot b''\] (-J)

Figure 2: Fork and join operations from the van Schijndel et al. (2013a) left-corner parser formulation. During the fork phase, word $x$ either completes an existing incomplete category $a$, or forks into a new complete category $a'$. During the join phase, complete category $a''$ becomes a left child of a grammar rule application, then either joins onto a superordinate incomplete category $a/b$ or remains disjoint.

Figure 3: Processing steps in parsing the sentence The wind shook the mud room door.
Finally, cued associations can be combined using pointwise or diagonal products:\(^3\)

\[ w = \text{diag}(u) v \]  

(4)

Unlike a symbolic statistical model, a vectorial model must explicitly distinguish token representations from types in order to define structural relations that would be implicit in the positions of data structure elements in a symbolic model. Thus, the active or awaited distinction is applied to category tokens rather than types, but grammar rule applications are defined over category types rather than tokens.

The vectorial left-corner parser described in this paper is therefore defined on a single category token vector \( b \), which encodes the awaited category token of the most subordinate incomplete category at the current time step \( t \). A hierarchy of nested incomplete category tokens is then encoded in two ‘continuation’ matrices:

- \( A_t \), which cues the active category token \( a \) of the same incomplete category as a given awaited token \( b \); and
- \( B_t \), which cues the awaited category token \( b \) of the incomplete category that non-immediately dominates any active category token \( a \).

Together, the cued associations in these continuation matrices trace a path up from the most subordinate awaited category token \( b \) to the most superordinate category token currently hypothesized as the root of the syntactic tree. Vectors for category types \( c \) can then be cued from any category token \( a \) or \( b \) through an associative matrix \( C_t \). All three of these matrices may be updated from time step to time step by associating cue and target vectors through outer product addition, as described above.

The model also defines vectors for binary-branching grammar rules \( g \), which are associated with parent, left child, or right child category types via ‘accessor’ matrices \( G, G', \) or \( G'' \). These accessor matrices are populated from binary-branching rules in a probabilistic context-free grammar (PCFG) in Chomsky Normal Form (CNF). For example, the PCFG rule \( P(S \rightarrow NP \ VP) = 0.8 \) may be encoded using a

\(^3\) A diagonal product \( \text{diag}(v) u \) defines a vector by multiplying corresponding scalars in vectors \( v \) and \( u \):

\[ (\text{diag}(v) u)_i \overset{\text{def}}{=} v_i u_i \]  

(3')

\(^4\) This use of reification and accessor matrices for grammar rules emulates a tensor model (Smolensky, 1990; beim Graben et al., 2008) in that in the worst case grammar rules (composed of multiple categories) would require a space polynomially larger than that of category types, but since this space is sparsely inhabited in the expected case, this reified representation is computationally more tractable.
Grammar rule vector $g_S \rightarrow \text{NP VP}$ and category vectors $c_S, c_{VP}, c_{NP}$ with the following outer-product associations:

$$G \defeq g_S \rightarrow \text{NP VP} \otimes c_S \cdot 0.8$$

$$G' \defeq g_S \rightarrow \text{NP VP} \otimes c_{NP}$$

$$G'' \defeq g_S \rightarrow \text{NP VP} \otimes c_{VP}$$

Grammars with additional rules can then be encoded as a sum of outer products of rule and category vectors. Grammar rules can then be cued from category types by matrix multiplication, e.g.:

$$g_S \rightarrow \text{NP VP} = G' c_{NP}$$

and category types can be cued from grammar rules using transposed versions of accessor matrices:

$$c_{NP} = G'^T g_S \rightarrow \text{NP VP}$$

The model also defines:

- vectors $x_t$ for observation types (i.e. words),
- a matrix $P$ cueing category types from observation types, populated from unary rules in a CNF PCFG, and
- a matrix $D = D_K$ of leftmost descendant categories cued from ancestor categories, derived from accessor matrices $G$ and $G'$ by $K$ iterations of the following recurrence:

$$D_0 \defeq \text{diag}(1)$$

$$D_0 \defeq \text{diag}(0)$$

$$D_k \defeq G'^T G D_{k-1}$$

$$D_k \defeq D_{k-1} + D'_k$$

where each $D'_k$ cues a probabilistically-weighted descendant at distance $k$ from its cue, and $D_k$ is the superposition of all such descendant associations from length 1 to length $K$. This produces a superposed set of category types that may occur as leftmost descendants of a (possibly superposed) ancestor category type.

In order to exclude active category types $C_t a_t$ that are not compatible with awaited category types $C_{\ast} b_{\ast}$ in the same incomplete category, the model also defines:

- a matrix $E = E_K$ of rightmost descendant categories cued from ancestor categories, derived in the same manner as $D$, except using $G''$ in place of $G'$.

The parser proceeds in two phases, generating a complete category token vector $a'_t$ from $b_{t-1}$ during the F phase, then generating an awaited category token vector $b_t$ of an incomplete category during the J phase. Since the parser proceeds in two phases, this paper will distinguish variables updated in each phase using a subscript for time step $t-.5$ at the end of the first phase and $t$ at the end of the second phase.

The vectorial parser implements the F phase of the left-corner parser (the ‘fork/no-fork’ decision) by first defining two new category tokens for the possibly forked or unforked complete category:

$$a_{t-.5}, a'_{t-.5} \sim \text{Exp}$$

The parser then obtains:

- the category type of the most subordinate awaited category token at the previous time step: $C_{t-1} b_{t-1}$ (which involves no fork), and
- a superposed set of non-immediate descendants of the category type of this most subordinate awaited category token: $D C_{t-1} b_{t-1}$ (which involves a fork),

These fork and no-fork categories are then diagonally multiplied (intersected) with a superposed set of preterminal categories for the current observation ($P x_t$):

$$c^{-}_t = \text{diag}(P x_t) C_{t-1} b_{t-1}$$

$$c^{+}_t = \text{diag}(P x_t) D C_{t-1} b_{t-1}$$

The $B$ and $C$ continuation and category matrices are then updated with a superordinate awaited category token and category type for $a$ and $a'$:

$$a_{t+1} = A_{t+1} b_{t-1}$$

$$B_{t-.5} = B_{t-1} + b_{t-1} \otimes a'_{t-.5} + B_{t-1} a_{t-1} \otimes a_{t-.5}$$

$$C_{t-.5} = C_{t-1} + c^{-}_t \otimes a'_{t-.5} + \text{diag}(C_{t-1} a_{t-1}) E^T c^{-}_t \otimes a_{t-.5}$$

where the updated category for $a_{t-.5}$ results from an intersection (diagonal product) of the current category at $a_{t-1}$ with the set of categories that can occur with $c^{-}_t$ as a rightmost child, as defined by $E$.

The intersected fork and no-fork category types are then used to weight superposed hypotheses for
the complete category token $a_t''$ that will result from this phase of processing, and the $b$ vector is updated to encode the category token:⁶

$$a_t'' = \frac{a_{t-1} ||c_i^t|| + a_{r-5} ||c_{i-5}^t||}{||a_{t-1} ||c_i^t|| + a_{r-5} ||c_{i-5}^t||}$$

$$b_{r-5} = B_{r-5} a_t''$$

These updates can be represented graphically as shown in Figure 5.

The vectorial parser then similarly implements the J phase (the ‘join/no-join’ decision) of the left-corner parser by first defining a new category token $a'$ for a possible new active category of the most subordinate complete category, and $b''$ for a new awaited category token:

$$a_t', b_t'' \sim \text{Exp}$$

The parser then obtains:

- a superposed set of grammar rules with parent category matching the category of the most subordinate awaited category token at the previous time step: $G C_{r-5} b_{r-5}$ (which assumes a join), and

- a superposed set of grammar rules with parent category non-immediately descended from the category of this most subordinate awaited category token: $G D C_{r-5} b_{r-5}$ (which assumes no join)

These join and no-join grammar rule vectors are then diagonally multiplied (intersected) with

$$\text{Exp}(\cdot)$$

5 Predictions

In order to assess the cognitive plausibility of the memory modeling assumptions in this vectorial parser, predictions of the implementation defined in Section 4 were calculated on center-embedding and right-branching sentences, exemplified by:

1. If either Kim stays or Kim leaves then Pat leaves. (center-embedded condition)
2. If Kim stays then if Kim leaves then Pat leaves. (right-branching condition)
\[ P(T \rightarrow S T) = 1.0 \]
\[ P(S \rightarrow NP VP) = 0.5 \]
\[ P(S \rightarrow IF S THEN S) = 0.25 \]
\[ P(S \rightarrow EITHER S OR S) = 0.25 \]
\[ P(IF \rightarrow if) = 1.0 \]
\[ P(THEN \rightarrow then) = 1.0 \]
\[ P(EITHER \rightarrow either) = 1.0 \]
\[ P(OR \rightarrow or) = 1.0 \]
\[ P(NP \rightarrow kim) = 0.5 \]
\[ P(NP \rightarrow pat) = 0.5 \]
\[ P(VP \rightarrow leaves) = 0.5 \]
\[ P(VP \rightarrow stays) = 0.5 \]

Figure 7: ‘If . . . then . . . ’ grammar used in sentence processing experiment. Branches with arity greater than two are decomposed into equivalent right-branching sequences of binary branches.

both of which contain the same number of words. These sentences were processed using the grammar shown in Figure 7, which assigns the same probability to both center-embedding and right-branching sentences. The if . . . then . . . and either . . . or . . . constructions used in these examples are taken from the original Chomsky and Miller (1963) paper introducing center-embedding effects, and are interesting because they do not involve the same grammar rule (as is the case with familiar nested object relative constructions), and do not involve filler-gap constructions, which may introduce overhead processing costs as a possible confound.

This assessment consisted of 500 trials for each sentence type. Sentences were input to an implementation of this model using the Numpy package in Python, which consists of the equations shown in Section 4 enclosed in a loop over the words in each sentence. Each trial initially sampled \( a, b, c, \) and \( g \) vectors from random exponential distributions of dimension 100, and the parser initialized \( b_0 \) with category type \( T \) as shown in Figure 3, with the active category token at \( A_0 b_0 \) also associated with category type \( T \).

Accuracy for this assessment was calculated by finding the category type with the maximum cosine similarity for the awaited category \( b_T \) at the end of the sentence. If this category type was \( T \) (as it is in Figure 3), the parser was awarded a point of accuracy; otherwise it was not. The results of this assessment are shown in Table 1. The parser processes sentences with right-branching structure substantially more accurately than sentences with center-embedded structure. These results are strongly significant \((p < .001)\) using a \( \chi^2 \) test.

These predictions seem to be consistent with observations by Chomsky and Miller (1963) that center-embedded structures are more difficult to parse than right-branching structures, but it is also important to note how the model arrives at these predictions. The decreased accuracy of center-embedded sentences is not a result of an explicit decay factor, as in ACT-R and other models (Lewis and Vasishth, 2005), or distance measures as in DLT (Gibson, 2000), nor is it attributable to cue interference (as modeled by Lewis and Vasishth for nested object relative constructions), since the inner and outer embeddings in these sentences use different grammar rules. The decreased accuracy for center-embedding is also not attributable to frequency effects of grammar rules (as modeled by Hale, 2001), since the rules in this grammar are relatively common and equally weighted.

Instead, the decrease for center-embedded structures emerges from this model as a necessary result of drift due to repeated superposition of targets encoded in continuation matrices \( A \) and \( B \). This produces a natural decay over time as sequences of subordinate category token vectors \( b_t \) introduce noise in updates to \( A_t \) and \( B_t \). When these matrices are cued in concert, as happens when cueing across incomplete categories, the distortion is magnified. This decay is therefore a consequence of encoding hierarchic structural information using cued associations. In contrast, right-branching parses are not similarly as badly degraded over time because the flat treatment of left- and right-branching structures in a left-corner parser does not cue as often across incomplete categories using matrix \( B \).

<table>
<thead>
<tr>
<th>sentence type</th>
<th>correct</th>
<th>incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>center-embedded</td>
<td>231</td>
<td>269</td>
</tr>
<tr>
<td>right-branching</td>
<td>297</td>
<td>203</td>
</tr>
</tbody>
</table>

Table 1: Accuracy of vectorial parser on each sentence type.
6 Extensions

This model is also interesting because it allows semantic relations to be constructed using the same outer product associations used to define continuation and category matrices in Section 4. First, discourse referent instances and numbered relation types are defined as vectors \( i \) and \( n \), respectively. Then relation tokens are reified as vectors \( r \), similar to the reification of grammar rules described in Section 4, and connected to relation type vectors \( n \) by cued association \( R \) and to source and target discourse referents \( i \) by cued associations \( R' \) and \( R'' \). Semantic relation types can then be cued from grammar rules \( g \) using associative matrix \( N \), allowing relations of various types to be constructed in cases of superposed grammar rules. In future work, it would be interesting to see whether this representation is consistent with observations of local syntactic coherence (Tabor et al., 2004).

This model can also constrain relations to discourse referents introduced in a previous sentence or earlier in the same sentence using a vector of temporal features (Howard and Kahana, 2002). This is a vector of features \( z_t \), that has a randomly chosen selection of features randomly resampled at each time step, exponentially decreasing the cosine similarity of the current version of the \( z_t \) vector to earlier versions \( z_{t'} \). If discourse referents \( i \) are cued from the current temporal features \( z_t \) in an outer product associative matrix \( Z \), it will cue relatively recently mentioned discourse referents more strongly than less recently mentioned referents. If discourse referents for eventualities and propositions \( j \) are connected to explicit predicate type referents \( k \) (say, cued by a relation of type ‘0’), and if temporal cues are combined in a diagonal product with cues by semantic relations from a common predicate type, the search for a consistent discourse referent can be further constrained to match the gender of a pronoun or other relations from a definite reference. In future work, it would be interesting to compare the predictions of this kind of model to human coreference resolution, particularly in the case of parsing conjunctions with reflexive pronouns, which has been used to argue for fully connected incremental parsing (Sturt and Lombardo, 2005).

7 Conclusion

This paper has presented a vectorial left-corner parsing model defined using independently posited operations over activation-based working memory and weight-based episodic memory. This model has the attractive property that it hypothesizes only one unary branching rule application and only one binary branching rule application per time step, which allows it to be smoothly integrated into a vector-based recurrence that propagates structural ambiguity from one time step to the next. Predictions of this model were calculated on a center-embedded sentence processing task and the model was shown to exhibit decreased processing accuracy in center-embedded constructions, as observed by Chomsky and Miller (1963), even in the absence of repeated grammar rules or potential confounding overhead costs that may be associated with filler-gap constructions.

This model is particularly interesting because, unlike other vectorial or connectionist parsers, it directly implements a recursive probabilistic grammar with explicit categories of syntactic context. This explicit implementation of a probabilistic grammar allows variations of this processing model to be evaluated without having to also posit a human-like model of acquisition. For example, the model can simply be defined with a PCFG derived from a syntactically annotated corpus.

The model is also interesting because it serves as an existence proof that recursive grammar is not incompatible with current models of human memory.

Finally, the fact that this model predicts memory effects at boundaries between incomplete categories, in line with predictions of fully parallel left-corner parsers (van Schijndel and Schuler, 2013; van Schijndel et al., 2013b), suggests that measures based on incomplete categories (or based on connected components of other kinds of syntactic or semantic structure) are not simply arbitrary but rather may naturally emerge from the use of associative memory during sentence processing.

Although the model may not scale to broad-coverage parsing evaluations in its present form, future work will explore hybridization of some of these methods into a parser with an explicit beam of parallel hypotheses. It is anticipated that an algorithmic-level comprehension model such as this will allow a more nuanced understanding of human semantic representation and grammar acquisition.
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Abstract

In response to Kobele et al. (2012), we evaluate four ways of linking the processing difficulty of sentences to the behavior of the top-down parser for Minimalist grammars developed in Stabler (2012). We investigate the predictions these four metrics make for a number of relative clause constructions, and we conclude that at this point, none of them capture the full range of attested patterns.

1 Introduction

Minimalist grammars (MGs; (Stabler, 1997)) are a mildly context-sensitive formalism inspired by Minimalist syntax (Chomsky, 1995), the dominant theory in generative syntax. MGs allow us to evaluate syntactic proposals with respect to computational and cognitive criteria such as generative capacity (Harkema, 2001; Michaelis, 2001) or the memory structures they require (Kobele et al., 2007; Graf, 2012).

A new kind of top-down parser for MGs has recently been presented by Stabler (2011b; 2012). Stabler’s parser is noteworthy because it uses derivation trees as a data structure in order to reduce MG parsing to a special case of parsing context-free grammars (CFGs). This raises the question, though, whether derivation trees are a psychologically plausible data structure, and if so, to which extent the Stabler parser makes it possible to test the psycholinguistic predictions of competing syntactic analyses.

In order to address this question, a linking hypothesis is needed that connects the behavior of the parser to a processing difficulty metric. Kobele et al. (2012) — henceforth KGH — propose that the difficulty of sentence $s$ correlates with the maximum number of parse steps the parser has to keep a parse item in memory while processing $s$. This metric is called maximum tenure (Max). Max is appealing because of its simplicity and sensitivity to differences in linguistic analysis, which makes it easy to determine the psycholinguistic predictions of a specific syntactic analyses.

In this paper, we show that Max does not make the right predictions for 1) relative clauses embedded in a sentential complement and 2) subjects gaps versus object gaps in relative clauses. We present a number of simple alternative measures that handle these phenomena correctly, but we also show that these metrics fail in other cases (all results are summarized in Tab. 1 on page 8). We conclude that the prospect of a simple direct link between syntactic analysis and processing difficulty is tempting but not sufficiently developed at this point.

The paper starts with a quick introduction to MGs (Sec. 2.1) and how they are parsed (Sec. 2.2). Section 3 then introduces three alternatives to Max. Max is then shown to fare worse than those three with respect to well-known contrasts involving relative clauses (Sec. 4). Section 5 briefly looks at three other constructions that pose problems for the alternative metrics.

2 Preliminaries

2.1 Minimalist Grammars

MGs (Stabler, 1997; Stabler, 2011a) are a highly lexicalized formalism in which structures are built via the operations Merge and Move. Intuitively, Merge enforces local dependencies via subcategorization, whereas Move establishes long-distance filler-gap dependencies.

Every lexical item comes with a non-empty list of unchecked features, and each feature has either positive or negative polarity and is checked by either Merge or Move. Suppose that 1) $s$ is a tree whose head has a positive Merge feature $F^+$ as its first unchecked feature, and 2) $t$ is a tree whose head has a matching negative Merge feature $F^−$. 
as its first unchecked feature. Then Merge checks $F^+$ and $F^-$ and combines $s$ and $t$ into the tree $l(s, t)$ or $l(t, s)$, where $l$ is a label projected by the head of $s$ and $s$ is linearized to the left of $t$ if $s$ consists of exactly one node. Move, on the other hand, applies to a single tree $s$ whose head $h$ has a positive Move feature $F^+$ as its first unchecked feature. Suppose that $t$ is a subtree of $s$ whose head has the matching negative Move feature $F^-$ as its first unchecked feature. Then Move checks $F^+$ and $F^-$ and returns the tree $l(t, s)$, where $l$ is a label projected by $h$ and $s'$ is obtained by removing $t$ from $s$. Crucially, Move may apply to $s$ if there is exactly one subtree like $t$. This restriction is known as the Shortest Move Constraint (SMC).

For example, the sentence John left involves (at least) the following steps under a simplified Minimalist analysis (Adger, 2003):

\[
\text{Merge}(\text{John} :: D^- \text{nom}^-, \text{left} :: D^+ V^-) = \left[ \text{TP} \left[ \text{left} :: V^- \, \text{John} :: \text{nom}^-, \text{right} :: \text{nom}^- \right] \right] (1)
\]

\[
\text{Merge}(\varepsilon :: V^+ \text{nom}^+ T^-, (1)) = \left[ \text{TP} \left[ \varepsilon :: \text{nom}^+ T^- [\text{TP} \left[ \text{left} :: \text{nom}^- \right] \right] \right] (2)
\]

\[
\text{Move}(2) = \left[ \text{TP} \left[ \varepsilon :: T^- \left[ \text{TP} \left[ \text{left} \right] \right] \right] \right] (3)
\]

This derivation can be represented more succinctly as the derivation tree in Fig 1, where all leaves are labeled by lexical items while unary and binary branching nodes are labeled Move and Merge, respectively.

Even though MGs (with the SMC) are weakly equivalent to MCFGs (Michaelis, 2001) and thus mildly context-sensitive in the sense of Joshi (1985), their derivation tree languages can be generated by CFGs (modulo relabeling of interior nodes). As we will see next, this makes it possible to treat MG parsing as a special case of CFG parsing.

### 2.2 Parsing Minimalist Grammars

Thanks to the SMC, the mapping from derivation trees to phrase structure trees is deterministic. Consequently, MG parsing reduces to assigning context-free derivation trees to input sentences, rather than the more complex phrase structure trees. The major difference from CFGs is that the linear order of nodes in an MG derivation tree does not necessarily match the linear order of words in the input sentence — for instance because a moving phrase remains in its base position in the derivation tree. But as long as one can tell for every MG operation how its output is linearized, these discrepancies in linear order can be taken care of in the inference rules of the parser. Stabler (2011b; 2012) shows how exactly this is done for a parser that constructs derivation trees in a top-down fashion. Intuitively, MG top-down parsing is CFG top-down parsing with a slightly different algorithm for traversing/expanding the tree.

Instead of presenting the parser’s full set of inference rules, we adopt KGH’s index notation to indicate how the parser constructs a given derivation. For instance, if a derivation contains the node $5$Merge, this means that the parser makes a prediction at step 5 that Merge occurs at this position in the derivation and keeps this prediction in memory until step 38, at which point the parser replaces it by suitable predictions for the arguments for Merge, i.e. the daughters of the Merge node. Similarly, $22$the :: $N^+ D^- 28$ denotes that the parser conjectures this lexical item at step 22 and finally gets to scan it in the input string at step 28.

In principle the parser could simply predict a complete derivation and then scan the input string to see if the two match. In order to obtain an incremental parser, however, scanning steps have to take place as soon as possible. The MG parser implements this as follows: predictions are put into a priority queue, and the prediction with the highest priority is worked on first. The priority of the predictions corresponds to the linear order that holds between the constituents that are obtained from them. For example, if the parser replaces a prediction for a Merge node yielding $l(s, t)$ by predictions $p_s$ and $p_t$ that eventually derive $s$ and $t$, then $p_s$ has higher priority than $p_t$ if $s$ is predicted to precede $t$. Since Move only takes one argument $s$, replacing a Move prediction by the prediction of $s$ trivially involves no such priority management. However, if movement is to a position to the left of $s$ (as is standard for MGs), none of the lexical items contained within $s$ can be scanned until the entire subtree moving out of $s$ has been predicted and scanned.

If a prediction does not have the highest prior-
ity, it remains in the queue for a few steps before it is expanded into other predictions or discharged by scanning a word from the input string. The number of steps a prediction stays in the queue is called its tenure. With KGH’s index notation, the tenure of each node is the difference between its indices. Given a parse, its maximum tenure Max is the smallest \( n \) such that the parser stored no prediction in its queue for more than \( n \) steps. KGH demonstrate that Max can be used to gauge how hard it is for humans to process certain structures. This amounts to equating processing difficulty with memory retention requirements. But as we show in the remainder of this paper, Max faces problems with relative clause constructions that were not considered by KGH.

3 Alternative Metrics

3.1 Three New Metrics

In an attempt to home in on the shortcomings of Max, we contrast it with a number of alternative metrics. Since the main advantage of Max is its simplicity, which makes it possible to quickly determine the processing predictions of a given syntactic analysis, the metrics we consider are also kept as simple as possible.

MaxLex the maximum tenure of all leaves in the derivation

Box the maximum number of nodes with tenure strictly greater than 2

BoxLex the maximum number of leaves with tenure strictly greater than 2

MaxLex is simply the restriction of Max to leaf nodes. Box and BoxLex provide a measure of how many items have to be stored in memory during the parse and hence incur some non-trivial amount of tenure. The threshold is set to 2 rather than 1 to exclude lexical items that are right siblings of another lexical item. In such a case, a single prediction is immediately followed by two consecutive scan steps, which could just as well be thought of as one scan step spanning two words. Nodes with tenure over 2 are highlighted by a box in our derivation trees, hence the name for these two metrics.

All four measures are also divided into two subtypes depending on whether unpronounced leaves (e.g. the empty T-head in Fig. 1) are taken into account — this is inspired by the exclusion of unpronounced material in the TAG-parser of Rambow and Joshi (1995). When reporting the values for the metrics, we thus give slashed values of the form \( m/n \), where \( m \) is the value with unpronounced leaves and \( n \) the value without them.

3.2 Methodological Remarks

The following sections investigate the predictions of our difficulty metrics with respect to the embedding of sentential complements versus relative clauses, subject gaps versus object gaps in relative clauses, left embedding, and verb clusters. In order for this comparison to be meaningful, we have to make the same methodological assumptions as KGH.

First, the difficulty metric only has to account for overall sentence difficulty, it does not necessarily correlate with difficulty at a specific word. More importantly, though, all reported processing difficulties are assumed to be due to memory load. This is a very strong assumption. A plethora of alternative accounts are available in the literature. The contrast between subject gaps and object gaps alone has been explained by information-theoretic notions such as surprisal (Hale, 2003; Levy, 2013), the active filler strategy (Frazier and D’Arcais, 1989), or theta role assignment (Pritchett, 1992), to name but a few (see Lin (2006) and Wu (2009) for extensive surveys).

Even those accounts that attribute processing difficulty to memory requirements make ancillary assumptions that are not reflected by the simple memory model entertained here. Gibson’s Dependency Locality Theory (1998), for instance, cru-
cially relies on discourse reference as a means for determining how much of a memory burden is incurred by each word.

We take no stance as to whether these accounts are correct. Our primary interest is the feasibility of a memory-based evaluation metric for Stabler’s top-down parser. Memory is more likely to play a role in the constructions we look at in the next two sections than in, say, attachment ambiguities or local syntactic coherence effects (Tabor et al., 2004). It may well turn out that memory is not involved at all, but for the purpose of comparing several memory-based metrics, they are the safest starting point.

4 Relative Clauses

4.1 Empirical Generalizations
Two major properties of relative clauses are firmly established in the literature (see Gibson (1998) and references therein).

- **SC/RC < RC/SC**
  A sentential complement containing a relative clause is easier to process than a relative clause containing a sentential complement.

- **SubjRC < ObjRC**
  A relative clause containing a subject gap is easier to parse than a relative clause containing an object gap.

These generalizations were obtained via self-paced reading experiments and ERP studies with minimal pairs such as (1) and (2), respectively.

1. a. The fact [SC that the employee [RC who the manager hired] stole office supplies] worried the executive.
   b. The executive [RC who the fact [SC that the employee stole offices supplies] worried] hired the manager.

2. a. The reporter [RC who t attacked the senator] admitted the error.
   b. The reporter [RC who the senator attacked t] admitted the error.

4.2 SC/RC and RC/SC
We first consider the contrast between relative clauses embedded inside a sentential complement (SC/RC) and relative clauses containing a sentential complement (SC/RC). Figures 2 and 3 on pages 5 and 6 show the augmented derivations for (1a) and (1b), respectively. For the sake of readability, we omit all features in our derivation trees and instead use standard X’ labels to indicate projection and dashed branches for movement.

Like KGH, we adopt a promotion analysis of relative clauses (Vergnaud, 1974; Kayne, 1994). That is to say, the head noun is selected by an empty determiner to form a DP, which starts out as an argument of the embedded verb and undergoes movement into the specifier of the relative clause (which is treated as an NP). The entire relative clause is then selected by the determiner that would usually select the head noun under the traditional, head-external analysis (Montague, 1970; Chomsky, 1977).¹

In both derivations the maximum tenure obtains at two points in the matrix clause: 1) the unpronounced T-head, and 2) the Merge step that introduces the remainder of the VP. The parser must first build the entire subject before it can proceed scanning or expanding material to its right. Consequently, the tenure of these nodes increases with the size of the subject, and since both the SC/RC pattern and the RC/SC pattern necessarily involve large subjects, maximum tenure for both types of sentences is predicted to be relatively high. The parser shows a slightly lower Max value for SC/RC than for RC/SC — 32/32 versus 33/33.

Although this shows that strictly speaking Max is not incompatible with the generalization that SC/RC is easier to process than RC/SC, the difference is so small that even the presence of one more word in the SC/RC sentence could tip the balance towards RC/SC, which seems rather unlikely.

The contrast emerges more clearly with the other measures. MaxLex yields the values 32/9 versus 33/17, so it fares better than Max only if one ignores unpronounced leaves. This is expected since one of the nodes incurring the highest tenure value is the unpronounced T-head. The Box values are 14/11 and 5/3, and those of BoxLex are 12/9 and 3/1.

The box values fare better in this case because they are sensitive to the number of dependencies that cannot be discharged immediately. The way the MG parser traverses the tree, a sentential com-

¹The promotion analysis was chosen to maintain consistency with KGH. But our observations hold for every analysis that involves some movement dependency between the gap and the specifier of the relative clause. This includes the more common head-external analyses mentioned above.
Figure 2: Sentential complement with embedded relative clause; \( \text{Max} = \frac{32}{32}, \text{MaxLex} = \frac{32}{9}, \text{Box} = \frac{9}{6}, \text{BoxLex} = \frac{7}{4} \)

plement in the subject position of a relative clause cannot be fully processed until the movement dependency within the relative clause has been taken care of. So even though the sentential complement is explored first, all its predicted elements must be kept in memory. A relative clause within the subject of a sentential complement, on the other hand, poses less of a challenge because the movement of its containing subject is so short that it only delays the processing of the T-head and \( V' \).

4.3 Subject Gaps and Object Gaps

A stronger argument against \( \text{Max} \) is furnished by the preference for subject gaps over object gaps: maximum tenure is always the same for both constructions. Consider the derivations in Fig. 4 and 5 on pages 7 and 8. They have the same \( \text{Max} \) value because the maximum tenure once again obtains at the T-head of the matrix clause and the Merge node that expands the matrix VP. The tenure of these nodes is determined by the size of the subject, which contains the relative clause. But since the size of the subject is not affected by whether it is the subject or the object that is extracted from the relative clause, maximum tenure will never vary between these two constructions.

Once again the alternative metrics fare better than \( \text{Max} \). \( \text{MaxLex} \) evaluates to \( \frac{19}{7} \) and \( \frac{19}{9} \). As before the tenure on the T-head causes \( \text{MaxLex} \) to behave like \( \text{Max} \) unless unpronounced words are ignored. If one does so, however, the maximum tenure value occurs on the relative pronoun \( \text{who} \) instead. Since \( \text{who} \) is the head of the relative clause, it is introduced early on during the structure building process, but it cannot be scanned until the parser reaches the element that moves into its specifier. Objects are more deeply embedded than subjects, and consequently it takes the parser less time to reach the subject than the object. As a result, \( \text{who} \) has greater tenure if the relative clause contains an object gap instead of a subject gap.

\( \text{Box} \) and \( \text{BoxLex} \) also predict the attested con-
Figure 3: Relative clause containing a sentential complement; $\text{Max} = 33/33$, $\text{MaxLex} = 33/17$, $\text{Box} = 14/11$, $\text{BoxLex} = 12/9$

5 Further Observations

5.1 Verb Clusters in Dutch and German

KGH show that $\text{Max}$ correctly predicts the attested difficulty differences between German and Dutch verb clusters (Bach et al., 1986). German verb clusters instantiate nested dependencies of the form $\text{DP}_1 \text{ DP}_2 \cdots \text{DP}_n \text{ V}_n \cdots \text{V}_2 \text{ V}_1$. Dutch verb clusters, on the other hand, show crossing dependencies: $\text{DP}_1 \text{ DP}_2 \cdots \text{DP}_n \text{ V}_n \text{ V}_1 \text{ V}_2 \cdots \text{V}_n$. Even though the latter not context-free and hence computationally more complex than the former, they are actually easier to process. Since KGH’s account relies on the tenure of (pronounced) leaves, it also carries over to $\text{MaxLex}$.

$\text{Box}$ and $\text{BoxLex}$, however, do not make this prediction. In both Dutch and German every $\text{V}_i$ has to be kept in memory before it can be scanned, so that a sentence with $n$ verbs will have $n$ boxes. According to $\text{Box}$ and $\text{BoxLex}$, there should be no processing difference between German and Dutch. This can be partially fixed by summing the tenure of all boxed nodes so that overall memory load is at least partially taken into account, yielding the measures $\text{SumBox}$ and $\text{SumBoxLex}$. But even those still make the wrong prediction for $n < 4$, that is to say, they establish the desired difference only after a point where both cluster types are already very hard to process.

2Strictly speaking KGH build their argument on the tenure of T, which $\text{MaxLex}$ must ignore for the constructions investigated in this paper. However, tenure can be measured at $\text{V}_1$ instead, in which case Dutch clusters with three or more verbs have lower $\text{MaxLex}$ values than the corresponding German clusters. Clusters consisting of only two verbs have the same $\text{MaxLex}$ value in both languages. An anonymous reviewer points out that this is exactly the pattern found by Bach et al. (1986).
5.2 Left Embedding

KGH note that if processing difficulty is determined by \textbf{Max}, then left embedding constructions such as English possessor nesting should lead to a sharp increase in parsing difficulty similar to center-embedding, which is not the case (Resnik, 1992).

(3) [[[Mike [’s uncle] [’s cousin]] [’s roommate]] went to the store.

\textbf{Box} makes a similar prediction, whereas \textbf{MaxLex} and \textbf{BoxLex} do not (cf. Tab. 1 on page 1). Keep in mind that a left embedding construction \( c \) increases the tenure of the right sibling of \( c \) with every level of embedding. As long as \( c \) is not a lexical item, it will be ignored by \textbf{MaxLex} and \textbf{BoxLex}. Therefore possessor-embedding is predicted to be unproblematic, whereas a right-adjunction structure as in \([\text{VP} [\text{VP} [\text{VP} \text{left} ] \text{quickly} ] \text{yesterday} ]\) should increase the processing load. While we are not aware of any studies on this topic, such a split strikes us as highly unnatural.

5.3 Head-Final Relative Clauses

Preliminary work of ours suggests that almost none of the metrics covered in this paper work for languages where relative clauses precede their head nouns, such as Chinese, Japanese, and Korean. There is overwhelming evidence that these languages still show a preference for subject gaps over object gaps (Lin, 2006; Wu, 2009; Kwon et al., 2013). The syntactic structure of relative clauses in these languages is up to debate; but assuming that they involve rightward movement of the head noun into a specifier of the relative clause followed by remnant leftward movement of the TP into another specifier, most metrics derive a preference for object gaps (see the last two rows in Tab. 1). Only \textbf{Box} shows a small advantage for subject gaps.

6 Discussion and Future Work

Several metrics were compared in this paper that measure processing difficulty in terms of very different parameters: I) how long an item stays in memory (\textbf{Max}, \textbf{MaxLex}), II) how many items must be stored in memory (\textbf{Box}, \textbf{BoxLex}), and III) for what kind of material these criteria matter (± lexical, ± pronounced).

A quick glance at Tab. 1 reveals that no clear winner emerges. \textbf{Box} and \textbf{BoxLex} fail to capture the differences between Dutch and German verb clusters, whereas \textbf{Max} struggles with relative clause constructions and left embedding. \textbf{MaxLex} captures all these facts if only pronounced elements are taken into account, but makes the dubious prediction that right adjunction of a single word should be harder than left embedding or right adjunction of an adjunct that consists of at least two words. In addition, \textbf{MaxLex} fails to derive a subject gap preference for head-final relative clauses.
It is very likely that a more complicated metric could account for all these facts. But the appeal of Max and the alternatives investigated here is their simplicity. A simple metric is easier to study from a formal perspective. In an ideal world, the metric would turn out to correlate with a basic tree-geometric property of derivations so that the processing predictions of syntactic analyses can be determined at a glance without simulations or large-scale corpus work.

Two routes seems promising at this point. In order to rule out that the problem isn’t with the metrics but rather the MG parser itself, the metrics should be tested with other parsing models. Those need not even be based on MGs, since the metrics measure aspects of memory management, which is an integral part of every parser.

Alternatively, we may look into how the metrics are applied. An anonymous reviewer points out that Max derives the preference for subject gaps if derivations that tie for Max are then compared with respect to the second-highest tenure value, which is 7/7 for subject gaps and 10/9 for object gaps. While this still leaves us with cases like left embedding where Max predicts a higher processing load than expected, it eliminates the problem of Max incorrectly equating two structures.
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Abstract
The ability of children to generalize over the linguistic input they receive is key to acquiring productive knowledge of verbs. Such generalizations help children extend their learned knowledge of constructions to a novel verb, and use it appropriately in syntactic patterns previously unobserved for that verb—a key factor in language productivity. Computational models can help shed light on the gradual development of more abstract knowledge during verb acquisition. We present an incremental Bayesian model that simultaneously and incrementally learns argument structure constructions and verb classes given naturalistic language input. We show how the distributional properties in the input language influence the formation of generalizations over the constructions and classes.

1 Introduction
Usage-based accounts of language learning note that young children rely on verb-specific knowledge to produce their early utterances (e.g., Tomasello, 2003). However, evidence suggests that even young children can generalize their verb knowledge to novel verbs and syntactic frames (e.g., Fisher, 2002), and that the abstract knowledge gradually strengthens over time (e.g., Tomasello and Abbot-Smith, 2002). One area of verb usage where more sophisticated abstraction appears necessary for fully adult productivity in language is the knowledge of verb alternations. A verb alternation is a pairing of constructions shared by a number of verbs, in which the two constructions express related argument structures (Levin, 1993): e.g., the dative alternation involves the related forms of the prepositional dative (PD; \(X\) gave \(Y\) to \(Z\)) and the double-object dative (DO; \(X\) gave \(Z\) \(Y\)). Such alternations enable language users to readily adapt new and low frequency verbs to appropriate constructions of the language by generalizing the observed use of one such form to the other.\(^1\)

For example, Conwell and Demuth (2007) show that 3-year-old children understand that a novel verb observed only in the DO dative (John gorped Heather the book) can also be used in the PD form (John gorped the book to Heather), though the children can only generalize such knowledge under certain experimental conditions. Wonnacott et al. (2008) demonstrate the proficiency of adults in making such generalizations within an artificial language learning scenario, which enables the researchers to explore the distributional properties of the linguistic input that facilitate the acquisition of such generalizations. The results suggest that the overall frequency of the syntactic patterns as well as the distribution of verbs across the patterns play a facilitatory role in the formation of abstract verb knowledge (in the form of verb alternations) in adult language learners.

In this work, we propose a computational model that extends an existing Bayesian model of verb argument structure acquisition (Alishahi and Stevenson, 2008)[AS08] to support the learning of verb classes over the acquired constructions. Our model is novel in its approach to verb class formation, because it clusters tokens of a verb that reflect the distribution of the verb over the learned constructions each time the verb is used in an input. That is, the model forms verb classes by clustering verb tokens that reflect the evolving usages of the verbs in various constructions.

We use this new model to analyze the role of the classes and the distributional properties of the input in learning abstract verb knowledge, given

\(^1\)The generalization of an alternation refers to a speaker using one variant of an alternation for a verb (e.g., PD) having only observed the verb in the other variant (e.g., DO).
naturalistic input that contains many verbs and many constructions. The model can form higher-level generalizations such as learning verb alternations, which is not possible with the AS08 model (cf. the findings of Parisien and Stevenson, 2010). Moreover, because our model gradually forms its representations of constructions and classes over time (in contrast to other Bayesian models, such as Parisien and Stevenson, 2010; Perfors et al., 2010), it is possible to analyze the monotonically-growing representations and show their compatibility with the developmental patterns seen in children (Conwell and Demuth, 2007). We also replicate some of the observations of Wonnacott et al. (2008) on the role of distributional properties of the language in influencing the degree of generalization over an alternation.

2 Related Work

To explore the properties of learning mechanisms that are capable of mimicking child and adult psycholinguistic observations, a number of cognitive modeling studies have focused on learning abstract verb knowledge from individual verb usages (e.g., Alishahi and Stevenson, 2008; Perfors et al., 2010; Parisien and Stevenson, 2010). Here we focus on such computational models that enable the sort of higher-level generalization that people do across verb alternations, unlike the AS08 model.

The hierarchical Bayesian models of Perfors et al. (2010) and Parisien and Stevenson (2010) focus on learning this kind of higher-level generalization. The model of Perfors et al. (2010) learns verb alternations, i.e., pairs of syntactic patterns shared by certain groups of verbs. By incorporating this sort of abstract knowledge into their model, Perfors et al. are able to simulate the ability of adults to generalize across verb alternations (as in Wonnacott et al., 2008). That is, Perfors et al. predict the ability of a novel verb to occur in a syntactic structure after exposure to it in the alternative pattern of that alternation. However, this model is trained on data that contains only a limited number of verbs and syntactic patterns unlike naturalistic Child-directed Speech (CDS) and moreover incorporates built-in information about verb constructions.

The hierarchical Dirichlet model of Parisien and Stevenson (2010) addresses these limitations by working with natural child-directed speech (CDS) data. Moreover, the model of Parisien and Stevenson simultaneously learns constructions as in AS08 and verb classes based on verb alteration behavior, showing that the latter level of abstraction is necessary to support effective learning of verb alternations. Still, the models of both Parisien and Stevenson and Perfors et al. can only be utilized as a batch process and hence are limited in the analysis of developmental trajectories. Although it is possible to simulate development by training such models on increasing portions of input, such an approach does not ensure that the representations given \( n + i \) inputs can be developed from the representation given \( n \) inputs.

In this paper, we propose a significant extension to the model of AS08, by adding an extra level of abstraction that incrementally learns verb classes by drawing on the distribution of verbs over the learned constructions. The new model combines the advantages of having a monotonic clustering model that enables the analysis of developing clusters, with the simultaneous learning of constructions and verb classes.

3 The Computational Model

As mentioned above, our model is an extension of the model of AS08 in which we add a level of learned abstract knowledge about verbs. Specifically, our model uses a Bayesian clustering process to learn clusters of verb usages that occur in similar argument structure constructions, as in the original model of AS08. To this, we add another level of abstraction that learns clusters of verbs that exhibit similar distributional patterns of occurrence across the learned constructions—that is, classes of verbs that occur in similar sets of constructions, and in similar proportions. To distinguish between the clusters of the two levels of abstraction in our new model, we refer to the clusters of verb usages as constructions, and to the groupings of verbs given their distribution over those constructions as verb classes.

3.1 Overview of the Model

The model learns from a sequence of frames, where each frame is a collection of features representing what the learner might extract from an utterance s/he has heard. Similarly to previous computational studies (e.g., Parisien and Stevenson, 2010), here we focus on syntactic features since our goal is to understand the acquisition of acceptable syntactic structures of verbs indepen-
for verb classes (Levin, 1993; Merlo and Stevenson, 2000; Schulte im Walde and Brew, 2002).

To capture this, our model learns groupings of verbs that have similar distributions across the learned constructions. These groupings form verb classes that provide a higher-level of abstraction over the input; see the top level in Figure 1. Consider the dative alternation: the classes capture the fact that some verbs may occur only in prepositional dative (PD) forms, such as sing, while others occur only in double object (DO) forms (call), while still others alternate – i.e., they occur in both (bring).

Our model simultaneously learns both of these types of knowledge: constructions are clusters of verb usages, and classes are clusters of verb distributions over those constructions. Importantly, it does so incrementally, which allows us to examine the developmental trajectory of acquiring alternations such as the dative as the learned clusters grow over time. Moreover, both types of clustering are monotonic, i.e., we do not re-structure the groupings that our model learns. However, the model in both levels is clustering verb tokens – i.e., the features corresponding to the verb at that time in the input, its usage or its current distribution – so that the same verb type may be added to various clusters at different stages in the training.

### 3.2 Learning Constructions of Verb Usages

The model of AS08 groups input frames into clusters on the basis of the overall similarity in the values of their features. Importantly, the model learns these clusters incrementally in response to the input; the number and type of clusters is not predetermined. The model considers the creation of a new cluster for a given frame if the frame is not sufficiently similar to any of the existing clusters. Formally, the model finds the best cluster for a given input frame $F$ as in:

\[
\text{BestCluster}(F) = \arg \max_{k \in \text{Clusters}} P(k|F) \tag{1}
\]

where $k$ ranges over all existing clusters and a new one. Using Bayes rule:

\[
P(k|F) = \frac{P(k)P(F|k)}{P(F)} \propto P(k)P(F|k) \tag{2}
\]

The prior probability of a cluster $P(k)$ is estimated as the proportion of frames that are in $k$ out of all observed input frames, thus assigning a higher
prior more frequent constructions. The likelihood
\( P(F|k) \) is estimated based on the match of feature values in \( F \) and in the frames of \( k \) (assuming independence of the features):
\[
P(F|k) = \prod_{i \in \text{Features}} P_i(j|k) \quad (3)
\]
where \( j \) is the value of the \( i^{th} \) feature of \( F \), and
\( P_i(j|k) \) is calculated using a smoothed version of:
\[
P_i(j|k) = \frac{\text{count}_i(j, k)}{n_k} \quad (4)
\]
where \( \text{count}_i(j, k) \) is the number of times feature \( i \) has the value \( j \) in cluster \( k \), and \( n_k \) is the number of frames in \( k \). We compare the slot features as sets to capture similarities in overlapping syntactic slots rather than enforcing an exact match. The model uses the Jaccard similarity score to measure the degree of overlap between two feature sets, instead of the direct count of occurrence in Eqn. (4):
\[
sim\_\text{score}(S_1, S_2) = \frac{|S_1 \cap S_2|}{|S_1 \cup S_2|} \quad (5)
\]
where \( S_1 \) and \( S_2 \) in our experiments here are the sets of syntactic slot features.

### 3.3 Learning Verb Classes

Our new model extends the construction-formation model of AS08 by grouping verbs into classes on the basis of their distribution across the learned constructions. That is, verbs that have statistically-similar patterns of occurrence across the learned constructions will be considered as forming a verb class. For example, in Figure 1 we see that \textit{bring} and \textit{read} may be put into the same class because they both occur in a similar relative frequency across the DO and PD constructions (the leftmost and rightmost constructions in the figure).

We use the same incremental Bayesian clustering algorithm for learning the verb classes as for learning constructions. At the class level, the feature used for determining similarity of items in clustering is the distribution of each verb across the learned constructions. As for constructions, the model learns the verb classes incrementally; the number and type is not predetermined. Moreover, just as constructions are gradually formed from successively processing a particular verb usage at each input step, the model forms verb classes from a sequence of snapshots of the input verb’s distribution over the constructions at each input step. This means that our model is forming classes of verb tokens rather than types; if a verb’s behaviour changes over the duration of the input, subsequent tokens (the distributions over constructions at later points in time) may be clustered into a different class (or classes) than earlier tokens, even though prior decisions cannot be undone.

Formally, after clustering the input frame at time \( t \) into a construction, as explained above, the model extracts the current distribution \( d_{v_t} \) of its head verb \( v \) over the learned constructions; this is estimated as a smoothed version of \( v \)’s relative frequency in each construction:
\[
P(k|v) = \frac{\text{count}(v, k)}{n_v} \quad (6)
\]
where \( \text{count}(v, k) \) is the number of times that inputs with verb \( v \) have been clustered into construction \( k \), and \( n_v \) is the number of times \( v \) has occurred in the input thus far.

To cluster this snapshot of the verb’s distribution, \( d_{v_t} \), it is compared to the distributions encoded by the model’s classes. The distribution \( d_c \) of an existing class \( c \) is the weighted average of the distributions of its member verb tokens:
\[
d_c = \frac{1}{|c|} \sum_{v \in c} \text{count}(v, c) \times d_v \quad (7)
\]
where \(|c|\) is the size of class \( c \), \( \text{count}(v, c) \) is the number of occurrences of \( v \) that have been assigned to \( c \), and \( d_v \) is the distribution of the verb \( v \) given by the tokens of \( v \) (the “snapshots” of distributions of \( v \) assigned to class \( c \)). That is, \( d_c \) in \( c \) is an average of the distributions of all \( d_{v_t} \) for verb \( v \) that have been clustered into \( c \).

The model finds the best class for a given verb distribution \( d_{v_t} \) based on its similarity to the distributions of all existing classes and a new one:
\[
\text{BestClass}(d_{v_t}) = \arg\max_{c \in \text{Classes}} (1 - D_{JS}(d_c\|d_{v_t})) \quad (8)
\]
where \( c \) ranges over all existing classes as well as a new class that is represented as a uniform distribution over the existing constructions. Jensen–Shannon divergence, \( D_{JS} \), is a popular method for measuring the distance between two distributions: It is based on the KL–divergence, but it is symmetric and has a finite value between 0 and 1:
\[
D_{JS}(p\|q) = \frac{1}{2} D_{KL}(p\|\frac{1}{2}(p+q)) + \frac{1}{2} D_{KL}(q\|\frac{1}{2}(p+q)) \quad (9)
\]
Table 1: Number of non-alternating (non-ALT) and alternating (ALT) verbs in our lexicon, as well as the relative frequency of each construction in our generated input corpora.

<table>
<thead>
<tr>
<th></th>
<th>non-ALT</th>
<th>ALT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of verbs</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>Relative frequency</td>
<td>14%</td>
<td>1%</td>
</tr>
</tbody>
</table>

4 Experimental Setup

4.1 Generation of the Input Corpora

We follow the input generation method of AS08 to create naturalistic corpora that are based on the distributional properties of verbs over various constructions, as observed in child-directed speech (CDS). Our input-generation lexicon contains 71 verbs drawn from AS08 (11 action verbs) and Barak et al. (2013) (31 verbs of varying syntactic patterns), plus an additional 40 of the most frequent verbs in CDS, in order to have a range of verbs that occur with the PD and DO constructions. Table 4.1 shows the number of verbs that appear in the DO or PD construction only (non-alternating), as well as those that alternate across the two. (The table also gives the relative frequency of each dative construction in our generated input corpora.) Each verb lexical entry includes its overall frequency, and its relative frequency with each of a number of observed syntactic constructions. The frequencies are extracted from a manual annotation of a sample of 100 child-directed utterances per verb from a collection of eight corpora from CHILDES (MacWhinney, 2000). An input corpus is generated by iteratively selecting a random verb and a syntactic construction based on their frequencies according to the lexicon, so that all input corpora used in our simulations have the distributional properties observed in CDS, but show some variation in precise make-up and ordering of verb usages. The generated input consists of frames (a set of features) that correspond to verb usages in CDS.

4.2 Simulations

Because the generation of the input data is probabilistic, we conduct 100 simulations for each experiment (each using a different input corpus) to avoid any dependency on specific idiosyncratic properties of a single generated corpus. For each simulation, we train our model on an automatically-generated corpus of 15,000 frames, from which the model learns constructions and verb classes. At specified points in the input, we present the model with usages of a novel verb in a DO and/or PD frame, and then test the model’s generalization ability by predicting DO and PD frames given that verb. Since we are interested in the relative likelihoods of the two frames, we report the difference between the log-likelihood of the DO frame and the log-likelihood of the PD frame, i.e., \( \log\text{-likelihood}(DO) - \log\text{-likelihood}(PD) \).

Specifically, we form a partial frame \( F_{test} \) (containing all usage features except for the verb) that reflects either the PD or the DO syntax, and assess the probability \( P(F_{test}|v) \) for each of these, as in:

\[
P(F_{test}|v) = \sum_{k \in \text{Constructions}} P(F_{test}|k) P(k|v)
\]

(10)

where \( P(F_{test}|k) \) is calculated as in Eqn. (3).

We can calculate \( P(k|v) \) in two different ways: using only the knowledge in the constructions of the model, and using the knowledge that takes into account the verb classes over the constructions. For model predictions based on the construction level only, we calculate \( P(k|v) \) as in Eqn. (6), which is the smoothed relative frequency of the verb \( v \) over construction \( k \).

Predictions using knowledge of the verb classes will instead determine \( P(k|v) \) drawing on the fit of verb \( v \) to the various classes (specifically, the similarity of \( v \)’s distribution over constructions to the distribution encoded in each class), and the likelihood of each construction \( k \) for each class \( c \) (specifically, the likelihood of \( k \) given the distribution over constructions encoded in \( c \)), as in:

\[
P(k|v) \approx \sum_{c \in \text{Classes}} P(k|c) P(c|v)
\]

(11)

where \( P(k|c) \) is the probability of construction \( k \) given class \( c \)’s distribution over constructions \( (d_c) \); and \( P(c|v) \) is the probability of \( c \) given verb \( v \)’s distribution \( d_v \) over the constructions (using Jensen-Shannon divergence as in Eqn. (9)).

Due to the different number of clusters in each of the construction and class layers of the model, the likelihoods computed for each will differ in the range of values. For this reason, specific values cannot be directly compared across the layers of the model, rather we must analyze the general trends of the construction-only and class-based results.
5 Evaluation

In this section we examine whether and how our model generalizes across the two variants of the dative alternation, the double-object dative (DO) and the prepositional dative (PD). To do so, we measure the tendency of the model to produce a novel verb observed in one dative frame in that same frame, or in the other dative frame (unobserved for that verb). Our goal is to understand the impact of the learned constructions and classes on this generalization behaviour. Following Parisien and Stevenson (2010), we examine three input conditions in which the novel verb occurs: (i) twice with the DO syntax (non-alternating); (ii) twice with the PD syntax (non-alternating); or (iii) once each with DO and PD syntax (alternating).4

We then ask the model to predict the likelihood of producing each dative frame with that verb. Our focus here is on comparing the generalization abilities of the two levels of abstract knowledge in our model: the constructions versus the verb classes.

As a reminder, we use the dative alternation as one example for considering this kind of higher-level generalisation behaviour observed in adults and to a lesser extent in children. Moreover, we perform the analysis in the context of naturalistic language tasks. We first consider the case where the model predictions are based solely on the knowledge of constructions. Here we expect the predictions to correspond to the syntactic properties of the two inputs observed for the novel verb, with limited generalization. That is, we expect a non-alternating verb to be much more likely in the observed dative frame, and an alternating verb to be equally likely in both frames. The left hand side of Figure 2 presents the differences in log-likelihoods of the predicted DO and PD frames for the novel verb using the construction-based probabilities. The results confirm our expectation that the knowledge of constructions can support only limited generalization across the variants of an alternation. For the non-alternating conditions, the observed frame is highly favoured, and for the Alternating test scenario, the DO and PD frames have nearly equal likelihoods.

We next turn to using the knowledge of verb classes, which we expect to enable generalizations that correspond to verb alternation behaviour — that is, we expect the model predictions here to reflect the knowledge that verbs that occur in one form of the alternation also often occur in the other form of the alternation. This is possible because the classes in the model encode the distributional patterns of verbs across constructions. In the absence of other factors, we would expect the Alternating condition to again show near equal likelihoods for the two frames, and the two non-alternating conditions to show a slight preference for the observed frame (rather than the strong preference seen in the construction-based predictions), because the unobserved frame is also likely due to the knowledge here of the alternation. The right hand side of Figure 2 presents the

4For the alternating condition, half the simulations have DO first, and half have PD first.
5.2 Development of Generalizations

Next, we present the results of our model evaluated throughout the course of training in order to understand the developmental pattern of generalization. We perform the same construction-based or class-based prediction tasks (the likelihoods of a DO and PD frame), following the same input conditions (a novel verb with two DO frames, two PD frames, or one of each) at given points during the 15,000 inputs. As above, we present the difference in the log-likelihood values of the DO and PD frames in order to focus on the relative likelihoods of the two frames within each condition of construction-based or class-based predictions.

Figure 3(a) presents the results for the DO-only test scenario. As in Section 5.1, for both construction-based and class-based predictions there is a higher likelihood for the DO frame throughout the course of training. In contrast, the incremental results for the PD-only test scenario, in Figure 3(b), display a developing level of generalization throughout the training stage for the class-based predictions. While the construction-based predictions reflect a much higher likelihood for the PD frame, the results from the verb classes are in favor of the PD frame only initially; after training on 5000 input frames, the likelihood of the DO frame becomes higher for this test scenario. These results indicate that using construction knowledge alone does not enable generalization from the PD frame to the DO frame; in contrast, the verb class knowledge enables the gradual acquisition of generalization ability over the course of training.

Finally, Figure 3(c) presents the results for the Alternating test scenario for the two types of predictions. As in Section 5.1, both construction-based and class-based predictions have a small preference for the DO frame. In the construction-based predictions, this preference lessens over time as the likelihoods for DO and PD are almost equal, while the class-based predictions stay relatively constant in their preference for the DO frame. In some ways the construction-based predictions are more expected in response to an apparently alternating verb; however, the class-based predictions show a higher degree of generalization, responding to the higher frequency of the
DO frame and the higher association of PD frames with DO alternates. These results again emphasize the importance of further exploring the role of distributional factors on generalization of verb knowledge in children.

The developmental results presented here are in line with the suggestions of Tomasello (2003) that the productions of younger children follow observed patterns in the input, and only later reflect robust generalizations of their knowledge across verbs. Conwell and Demuth (2007) for example, found evidence of generalization across verb alterations in 3-year-old children, but their production of unobserved forms for a novel verb was very sensitive to the precise context of the experiment and the distributional patterns across the novel verbs. In accord with these observations, the developmental trajectories in our model show that our class-based predictions increase in their degree of generalization over time, and are sensitive to various distributional factors in the input, such as the overall expectation for a frame and the expectation that a verb will alternate.

6 Discussion

We present a novel computational model that probabilistically learns two levels of abstractions over individual verb usages: constructions that are clusters of similar verb usages, and classes of verbs with similar distributional behaviour across the constructions. Specifically, we extend the model of AS08 by incrementally learning token-based verb classes that generalize over the construction knowledge level. In contrast to the models of Parisien and Stevenson and Perfors et al., our model is incremental, and hence enables the analysis of the monotonically developing classes to show the relation to the development of generalization ability in human learners.

We analyze how generalization is supported by each level of learning in our model: constructions and verb classes. Our results confirm (cf. Parisien and Stevenson, 2010) that a higher-level knowledge of the verb classes is required to replicate the observed patterns of generalization, such as producing a novel verb gorp in the prepositional dative pattern after hearing it in the double object dative pattern. In addition, our analysis of the incrementally developing verb classes shows that the generalization knowledge gradually emerges over time, similar to what is observed in children.

The flexibility of input representation of our model enables us to further explore the properties of the input in learning abstract knowledge, following psycholinguistic studies. Our results replicate the findings of Wonnacott et al. on the role of the distributional properties over the alternating syntactic forms, but in naturalistic settings of many constructions. In future, we plan to extend this analysis by manipulating the distributions of our input data to replicate the exact settings of the artificial language used by Wonnacott et al.. Moreover, in this study, we followed the settings of previous computational and psycholinguistic studies that focused on the syntactic properties of the input (Perfors et al., 2010; Parisien and Stevenson, 2010; Wonnacott et al., 2008; Conwell and Demuth, 2007). However, we can further our analysis by incorporating semantic features in the input to study syntactic bootstrapping effects (Scott and Fisher, 2009) as well as the role of semantic properties in constraining the generalizations across the alternating forms.
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Abstract

The representations and processes yielding the limited length and telegraphic style of language production early on in acquisition have received little attention in acquisitional modeling. In this paper, we present a model, starting with minimal linguistic representations, that incrementally builds up an inventory of increasingly long and abstract grammatical representations (form+meaning pairings), in line with the usage-based conception of language acquisition. We explore its performance on a comprehension and a generation task, showing that, over time, the model better understands the processed utterances, generates longer utterances, and better expresses the situation these utterances intend to refer to.

1 Introduction

A striking aspect of language acquisition is the difference between children’s and adult’s utterances. Simulating early grammatical production requires a specification of the nature of the linguistic representations underlying the short, telegraphic utterances of children. In the usage-based view, young children’s grammatical representations are thought to be less abstract than adults’, e.g. by having stricter constraints on what can be combined with them (cf. Akhtar and Tomasello 1997; Bannard et al. 2009; Ambridge et al. 2012). The representations and processes yielding the restricted length of these early utterances, however, have received little attention. Following Braine (1976), we adopt the working hypothesis that the early learner’s grammatical representations are more limited in length (or: arity) than those of adults.

Similarly, in computational modeling of grammar acquisition, comprehension has received more attention than language generation. In this paper we attempt to make the mechanisms underlying early production explicit within a model that can parse and generate utterances, and that incrementally learns constructions (Goldberg, 1995) on the basis of its previous parses. The model’s search through the hypothesis space of possible grammatical patterns is highly restricted. Starting from initially small and concrete representations, it learns incrementally long representations (syntagmatic growth) as well as more abstract ones (paradigmatic growth). Several models address either paradigmatic (Alishahi and Stevenson, 2008; Chang, 2008; Bannard et al., 2009) or syntagmatic (Freudenthal et al., 2010) growth. This model aims to explain both, thereby contributing to the understanding of how different learning mechanisms interact. As opposed to other models involving grammars with semantic representations (Alishahi and Stevenson, 2008; Chang, 2008), but similar to Kwiatkowski et al. (2012), the model starts without an inventory of mappings of single words to meanings.

Based on motivation from usage-based and construction grammar approaches, we define several learning principles that allow the model to build up an inventory of linguistic representations. The model incrementally processes pairs of an utterance \( U \), consisting of a string of words \( w_1 \ldots w_n \), and a set of situations \( S \), one of which is the situation the speaker intends to refer to. The other situations contribute to propositional uncertainty (the uncertainty over which proposition the speaker is trying to express; Siskind 1996). The model tries to identify the intended situation and to understand how parts of the utterance refer to certain parts of that situation. To do so, the model uses its growing inventory of linguistic representations (Section 2) to analyze \( U \), producing a set of structured semantic analyses or parses (Fig. 1, arrow 1; Section 3).
The resulting best parse, $U$ and the selected situation are then stored in a memory buffer (arrow 2), which is used to learn new constructions (arrow 3) using several learning mechanisms (Section 4). The learned constructions can then be used to generate utterances as well. We describe two experiments: in the comprehension experiment (Section 5), we evaluate the model’s ability to parse the stream of input items. In the generation experiment (Section 6), the model generates utterances on the basis of a given situation and its linguistic knowledge. We evaluate the generated utterances given different amounts of training items to consider the development of the model over time.

2 Representations

We represent linguistic knowledge as constructions: pairings of a signifying form and a signified (possibly incomplete) semantic representation (Goldberg, 1995). The meaning is represented as a graph with the nodes denoting entities, events, and their relations, connected by directed unlabeled edges. The conceptual content of each node is given by a set of semantic features. We assume that meaning representations are rooted trees. The signifying form consists of a positive number of constituents. Every constituent has two elements: a phonological form, and a pointer to a node in the signified meaning (in line with Verhagen 2009). Both can be specified, or one can be left empty. Constituents with unspecified phonological forms are called open, denoted with $c$. The head constituent of a construction is defined as the constituent that has a pointer to the root node of the signified meaning. We furthermore require that no two constituents point to the same node of the signified meaning.

This definition generalizes over lexical elements (one phonologically specified constituent) as well as larger linguistic patterns. Fig. 2, for instance, shows two larger constructions being combined with each other. We call the set of constructions the learner has at some moment in time the constructicon $C$ (cf. Goldberg 2003).

3 Parsing

3.1 Parsing operations

We first define a derivation $d$ as an assembly of constructions in $C$, using four parsing operations defined below. In parsing, derivations are constrained by the utterance $U$ and the situations $S$, whereas in production, only a situation $s$ constrains the derivation. The leaf nodes of a derivation must consist of phonological constraints of constructions that (in parsing) are satisfied by $U$. All constructions used in a derivation must map to the same situation $s \in S$. A construction $c$ maps to $s$ iff the meaning of $c$ constitutes a subgraph of $s$, with the features on each of the nodes in the meaning of $c$ being a subset of the features on the corresponding node of $s$. Moreover, each construction must map to a different part of $s$. This constitutes a mutual exclusivity effect in analyzing $U$: every part of the analysis must contribute to the composite meaning. A derivation $d$ thus gives us a mapping between the composed meaning of all constructions used in $d$ and one situation $s \in S$. The aggregate mapping specifies a subgraph of $s$ that constitutes the interpretation of that derivation.

The central parsing operation is the COMBINATION operator $\circ$. In $c_i \circ c_j$, the leftmost open constituent of $c_i$ is combined with $c_j$. Fig. 2 illustrates COMBINATION. COMBINATION succeeds if both the semantic pointer of the leftmost open constituent of $c_i$ and the semantic pointer of the head constituent of $c_j$ map to the same semantic node of a situation $s$.

Initially, the model has few constructions to analyze the utterance with. Therefore, we define three other operations that allow the model to create a derivation over the full utterance without combining constructions. First, a known or unknown word that cannot be fit into a derivation, can be IGNORED. Second, an unknown word can be used to fill an open constituent slot of a construction with the BOOTSTRAP operator. Bootstrapping entails that the unknown word will be associated with the semantics of the node. Finally, the learner can CONCATENATE multiple derivations, by linearly sequencing them, thus creating a more complex derivation without combining con-

Figure 1: The global flow of the model
Figure 2: Combining constructions. The dashed lines represent semantic pointers, either from constituents to the constructional meaning (black) or from the constructions to the situation (red and blue).

Figure 3: The CONCATENATE, IGNORE and BOOTSTRAP operators (internal details of the constructions left out).

This allows the learner to interpret a larger part of the situation than with COMBINATION only. The resulting sequences may be analyzed in the learning process as constituting one larger construction, consisting of the parts of the concatenated derivations. Fig. 3 illustrates these three operations.

3.2 Selecting the best analysis

Multiple derivations can be highly similar in the way they map parts of U to parts of an s ∈ S. We define a parse to be a set of derivations that have the same internal structure and the same mappings to a situation, but that use different constructions in doing so (cf. multiple licensing; Kay 2002). We take the most probable parse of U to be the best analysis of U. The most probable parse points to a situation, which the model then assumes to be the identified situation or \( s_{\text{identified}} \). If no parse can be made, \( s_{\text{identified}} \) is selected at random from \( S \).

The probability of a parse \( p \) is given by the sum of the probabilities of the derivations \( d \) subsumed under that parse, which in turn are defined as the product of the probabilities of the constructions \( c \) used in \( d \).

\[
P(p) = \sum_{d \in p} P(d)
\]

\[
P(d) = \prod_{c \in d} P(c)
\]

The probability of a construction \( P(c) \) is given by its relative frequency (count) in the construction \( C \), smooth with Laplace smoothing. We assume that the simple parsing operations of IGNORE, BOOTSTRAP, and CONCATENATION reflect usages of an unseen construction with a count of 0.

\[
P(c) = \frac{c.\text{count} + 1}{{\sum_{c' \in C} c'.\text{count} + |C| + 1}}
\]

The most probable parse, \( U \) and \( s_{\text{identified}} \) are added to the memory buffer. The memory buffer has a pre-set maximal length, discarding the oldest exemplars upon reaching this length. In the future, we plan to consider more realistic mechanisms for the memory buffer, such as graceful degradation, and attention effects.
4 Learning mechanisms

The model uses the best parse of the utterance to develop its knowledge of the constructions in the constructicon $C$. Two simple operations, UPDATE and ASSOCIATION, are used to create initial constructions and reinforce existing ones respectively. Two additional operations, PARADIGMATIZATION and SYNTAGMATIZATION, are key to the model’s ability to extend these initial representations by inducing novel constructions that are richer and more abstract than existing ones.

4.1 Direct learning from the best parse

The best parse is used to UPDATE $C$. For this mechanism, the model uses the concrete meaning of $s_{identified}$ rather than the (potentially more abstract) meaning of the constructions in the best parse. Every construction in the parse is assigned the subgraph of $s_{identified}$ it maps to as its new meaning, and the count of the adjusted construction is incremented with 1, or added to $C$ with a count of 1, if it does not yet exist. This includes applications of the BOOTSTRAP operation, creating a mapping of the previously unknown word to a situational meaning.

ASSOCIATE constitutes a form of simple cross-situational learning over the memory buffer. The intuition is that co-occurring word sequences and meaning components that remain unanalyzed across multiple parses might themselves comprise the form-meaning pairing of a construction. If the unanalyzed parts of two situations contain an overlapping subgraph, and the unanalyzed parts of two utterances an overlapping subsequence of words, the two are mapped to each other and added to $C$ with a count of 0.

4.2 Qualitative extension of the best parse

Syntagmatization Some of the processes described thus far yield analyses of the input in which constructions are linearly associated but lack appropriate relational structure among them. The model requires a process, which we call SYNTAGMATIZATION, that enables it to induce further hierarchical structure.

In order for the learner to acquire constructions in which the different constituents point to different parts of the construction’s meaning, the ASSO-
A derivation over the utterance you take it.

Figure 4: The SYNTAGMATIZATION mechanism. The mechanism takes a derivation as its input and reinterprets it as a novel construction of higher arity).

5 Experimental set-up

The model is incrementally presented with $U, S$ pairings based on Alishahi & Stevenson’s (2010) generation procedure. In this procedure, an utterance and a semantic frame expressing its meaning (a situation) are generated. The generation procedure follows distributions occurring in a corpus of child-directed speech. As we are interested in the performance of the model under propositional uncertainty, we add a parametrized number of randomly sampled situations, so that $S$ consists of the situation the speaker intends to refer to ($s_{\text{correct}}$) and a number of situations the speaker does not intend to refer to.$^2$ Here, we set the number of additional situations to be 1 or 5; the other parameter of the model, the size of the memory buffer, is set to 5 exemplars.

For the comprehension experiment, we evaluate the model’s performance parsing the input items, averaging over every 50 $U, S$ pairs. We track the ability to identify the intended situation from $S$. Identification succeeds if the best parse maps to $s_{\text{correct}}$, i.e. if $s_{\text{identified}} = s_{\text{correct}}$. Next, situation coverage expresses what proportion of $s_{\text{identified}}$ has been interpreted and thus how rich the meanings of the used constructions are. It is defined as the number of nodes of the interpretation of the best parse, divided by the number of nodes of $s_{\text{identified}}$. Finally, utterance coverage tells us what proportion of $U$ has been parsed with constructions (excluding IGNORED; including BOOTSTRAPPED words). The measure expresses the proportion of the signal that the learner (correctly or incorrectly) is able to interpret.

For exploring language production, the model receives a situation, and (given the constructicon) finds the most probable, maximally expressive, fully lexicalized derivation expressing it. That is: among all derivations terminating in phonologically specified constituents, it selects the derivations that cover the most semantic nodes of the given situation. In the case of multiple such derivations, it selects the most probable one, following the probability model in Section 3. We only allow for the COMBINATION operator in the derivations, as BOOTSTRAPPING and IGNORE re-
A phonologically empty constituent, generalizing over chair and table. The set intersection of \{location, entity, chair\} and \{location, entity, table\}.

Figure 5: The PARADIGMATIZATION mechanism. The construction on top is an abstraction obtained over the two constructions at the bottom.

6 Experiments

A central motivation for the development of this model is to account for early grammatical production: can we simulate the developmental pattern of the growth of utterance length and a growing potential for generalization? The same constructions underlying these productions should, at the same time, also account for the learner’s increasing grasp of the meaning of \(U\). To explore the model’s performance in both domains, we present a comprehension and a generation experiment.

6.1 Comprehension results

Fig. 6a gives us the results over time of the comprehension measures given a propositional uncertainty of 1, i.e. one situation besides \(s_{correct}\) in \(S\). Overall, the model understands the utterances increasingly well. After 2000 input items, the model identifies \(s_{correct}\) in 95% of the cases. With higher levels of propositional uncertainty (not shown here), performance is still relatively robust: given 5 incorrect situations in \(S\), \(s_{correct}\) is identified in 62% of all cases (random guessing gives a score of 17%, or \(\frac{1}{6}\)). Similarly, the proportion of the situation interpreted and the proportion of the utterance analyzed go up over time. This means that the model builds up an increasing repertoire of constructions that allow it to analyze larger parts of the utterance and the situations it identifies. It is important to realize that these mea-
sures do not display what proportion of the utterance or situation is analyzed correctly.

6.2 Generation results

Quantitative results Fig. 6b shows that the average utterance length increases over time. This indicates that the number of constituents of the used constructions grows. Next, Fig. 6c shows the performance of the model on the generation task. After 2000 input items, the model generates productions expressing 93% of the situation, with an utterance precision of 0.91, and an utterance recall of 0.81. Given a propositional uncertainty of 5, these go down to 79%, 0.76 and 0.59 respectively.

Comparing the utterance precision and recall over time, we can see that the utterance precision is high from the start, whereas the recall gradually increases. This is in line with the observation that children predominantly produce errors of omission (leaving linguistic material out an adult speaker would produce), and few errors of comission (producing linguistic material an adult speaker would not produce).

Qualitative results Tracking individual productions given specific situations over time allows us to study in detail what the model is doing. Here, we look at one case qualitatively. Given the situation for which the $U_{act}$ is she put them away, the model generates, over time, the utterances in Table 1. The brackets show the internal hierarchical structure of the derivation. This development illustrates several interesting aspects of the model. First, as discussed earlier, the model mostly makes errors of omission: earlier productions leave out more words found in the adult utterances. Only at $t = 550$, the model makes an error of commission, using the word in erroneously.

Starting from $t = 600$ (except at $t = 950$), the model generates the correct utterance, but the derivations leading to this production differ. At $t = 550$, for instance, the learner combines a completely non-phonologically specific construction for which the constituents refer to the agent, action and goal location, with three ‘lexical’ constructions that fill in the words for those items. The constructions used after $t = 550$ are all more specific, combining 3, or even only 2 constructions ($t \geq 1400$) where the entire sequence of words “put them away” arises from a single construction.

Using less abstract constructions over time seems contrary to the usage-based idea that constructions become more abstract over the course of acquisition. However, this result follows from the way the probability model is defined. More specific constructions that are able to account for the input will entail fewer combinations, and a derivation with fewer combination operations will often be more likely than one with more such operations. Given equal expressivity of the situation, the former derivation will be selected over the latter in generation.

The effect is indeed in line with another concept hypothesized to play a role in language acquisition on a usage-based account, viz. pre-emption (Gold-
We gratefully acknowledge the funding of BB through NWO of the Netherlands (322.70.001) and AF and SS through NSERC of Canada.

Figure 7: Some representations at \( t = 2000 \)

(b) Pre-emption is the effect that a language user will select a more concrete representation over the combination of more abstract ones. The effect can be reconceptualized in this model as an epiphenomenon of the way the probability model works: simply because combining fewer constructions in a derivation is often more probable than combining more constructions, the former derivation will be selected over the latter. Pre-emption is typically invoked to explain the blocking of overgeneralization patterns, and an interesting future step will be to see if the model can simulate developmental patterns for well-known cases of overgeneralization errors.

**The potential for abstraction** The paradigmatization operation allows the model to go beyond observed concrete instances of form-meaning pairings: without it, unseen situations could never be fully expressed. Despite this potential, we have seen that the model relies on highly concrete constructions. The concreteness of the used patterns, however, does not imply the absence of more abstract representations. Fig. 7 gives three examples of constructions in \( C \) in one simulation. Construction (a) could be seen as a verb-island construction (Tomasello, 1992, 23-24). The second constituent is phonologically specified with *put*, and the other arguments are open, but mapped to specific semantic functions. This pattern allows for the expression of many caused-motion events. Construction (b) is the inverse of (a): the arguments are phonologically specified, but the verb-slot is open. This would be a case of a pronominal argument frame \([you \ V \it]\), which have been found to be helpful in the bootstrapping of verbal mean-

(ings (Tomasello, 2001). Finally, (c) presents a case of full abstraction. This construction licenses utterances such as *I sit here, you stay there* and erroneous ones like *he sits on* (which, again, will be pre-empted in the generation of utterances if more concrete constructions licence *he sits on it*).

Summarizing, abstract constructions are acquired, but only used for those cases in which no concrete construction is available. This is in line with the usage-based hypotheses that abstract constructions do emerge, but that for much of language production, a language user can rely on highly concrete patterns. A next step will be to measure the development of abstractness and length over the constructions themselves, rather than the parses and generations they allow.

7 Conclusion

This, admittedly complex, model forms an attempt to model different learning mechanisms in interaction from a usage-based constructionist perspective. Starting with an empty set of linguistic representations, the model acquires words and grammatical constructions simultaneously. The learning mechanisms allow the model to build up increasingly abstract, as well as increasingly long constructions. With these developing representations, we showed how the model gets better over time at understanding the input item, performing relatively robustly under propositional uncertainty.

Moreover, in the generation experiment, the model shows patterns of production (increasingly long utterances) similar to those of children. An important future step will be to look at these productions more closely and investigate if they also converge on more detailed patterns of development in the production of children (e.g. item-specificity, as hypothesized on the usage-based view). Despite highly concrete constructions sufficient for most of production, inspection of the acquired representations tells us that more abstract constructions are learned as well. Here, an interesting next step would be to simulate patterns of overgeneralization in children’s production.
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Abstract

Previous studies of alignment have focused on two-party conversations. We study multi-party conversation in online health communities, which have shown benefits for their members from forum conversations. So far, our understanding of the relationship between alignment in such multi-party conversations and its possible connection to member benefits has been limited. This paper quantifies linguistic alignment in the oldest and the largest cancer online forum. Alignment at lexical and syntactic levels, as well as decay of alignment was observed in forum threads, although the decay was slower than commonly found in psycholinguistic studies. The different pattern of adaptation to the initial post on a thread suggests that specific roles in the online forum (e.g., seeking support from the community) can potentially be revealed through alignment theory and its extensions.

1 Introduction

Linguistic alignment leads conversation partners to adapt their language patterns to match their conversation partners. Such patterns comprise of word choice, sentence structure, and more. For example, if one conversation partner uses passive voice in the conversation, other conversation participants tend to use passive voice at a later point in time. The mechanism of adaptation are better understood now (Bock and Griffin, 2000; Pickering and Ferreira, 2008; Kaschak et al., 2011a; Reitter et al., 2011). The Interactive Alignment Model (IAM) (Pickering and Garrod, 2004) attributes dialogic function to the priming effect; it suggests that adaptation helps people reach mutual understanding. Some recent studies (Reitter and Moore, 2007; Fusaroli et al., 2012) lend empirical confirmation to this thesis.

Repetition effects are not purely mechanistic. They are sometimes moderated in response to situational requirements or framing. For example, they can vary in strength when humans (believe to) communicate with computers (Branigan et al., 2010). Repetition intensifies when the purpose of conversation is to collaborate on a common task (Reitter et al., 2006). Of course, communication between individuals is more than a linguistic event; it is also social. For example, it can be found as a cue to social relationships in film scripts (Danescu-Niculescu-Mizil and Lee, 2011). A more specific aspect of language-based interaction is pragmatic convention in multi-party dialogue, which determines turn-taking, shifts in topic, and more.

One would expect alignment to also occur in social situations involving multiple speakers. The social moderators and functions of adaptation effects, however, are largely unclear. The question we ask in this paper is whether alignment is moderated by the role of a speaker’s contribution to the conversation. In this paper, we deal with written interaction only; our data are internet forum conversations.

The first question is whether linguistic adaptation exists in online communities and online groups. Dialogues in threads of online communities are different from previous types of dialogues. Unlike some spontaneous, free-form dialogues, threaded conversations have specific topic. In addition, thread conversations do not have specific tasks. Therefore, we investigate whether dialogues in the threads also exhibit linguistic adaptation, be it as an artifact of mechanistic language processing or because adaptation acts as a social or conversational signal. Adaptation tends to decay over time, although this decay has not been studied in the context of such
slow, asynchronous communication. Therefore, we will characterize the time-scale of decay. More generally, if alignment exists in forums, is it correlated with the communicative role of a text or the social role of its author?

The contributions of this paper are: (1) an exploratory analysis of linguistic adaptation based on 3,000 conversations threads and 23,045 posts in an online cancer survivor community (http://csn.cancer.org). Specifically, we find reliable linguistic adaptation effects in this corpus. (2) We show that properties of conversation threads that are different from regular conversations.

In the following sections, we first survey related work on linguistic adaptation. Then, we describe our data and make preliminary definitions. We then introduce measures of linguistic adaptation. Last, we discuss a set of properties in online thread conversations which are unlike other types of dialogues.

2 Related Work

Linguistic alignment phenomenon in social interaction has been well explored in previous literature. It happens because of multiple reasons. Firstly, it could be due to unconscious linguistic adaptation. Pickering and Garrod (2004) suggests that conversations have linguistic coordination at lexical level. Branigan et al. (2000) and Gries (2005) show that priming effects exist at the syntactic level. However, linguistic alignment could happen consciously by conversation participants. Some literature suggest that people flexibly adapt their linguistic patterns to each other’s in order to improve collective performance and social coordination (Healey and Mills, 2006; Garrod and Pickering, 2009).

Linguistic alignment has been found in written communication as well, which is close to our work. Danescu-Niculescu-Mizil et al. (2011) examines conversations in a Twitter corpus, showing convergence of Linguistic Inquiry and Word Count (LIWC) measures. This result confirms that linguistic alignment exists in written online social media. Furthermore, in Huffaker et al. (2006); Scissors et al. (2008); Backstrom et al. (2013) also show that people adjust their linguistic style, such as linguistic features, in the online written chatroom and online community. Also, priming effects at syntactic level (Gries, 2005; Branigan et al., 2000) have been explored in several written dataset settings (Pickering and Ferreira, 2008).

In order to quantify the linguistic alignment phenomenon, researchers have introduced several quantitative measures. Several methods evaluate repetition of linguistic events, such as the use of words, syntactic rules or a small set of expressions (Church, 2000; Reitter et al., 2006; Fusaroli et al., 2012). These approaches typically test whether linguistic alignment is due to linguistic adaptation or intrinsic repetition. Moreover, linguistic feature similarity (Stenchikova and Stent, 2007; Danescu-Niculescu-Mizil et al., 2011) is also widely used to measure linguistic adaptation precisely.

3 Online Health Communities

Online health communities (OHC) typically include features such as discussion boards where cancer survivors and their caregivers can interact with each other. Support and information from people with similar cancers or problems is very valuable because cancer experiences are unique. Therefore, an online community for cancer survivors and caregivers enables them to share experiences related to cancer, seek solutions to daily living issues, and in general support one another (Bambina, 2007) in ways that is not often possible with other close family, friends or even health care providers. Benefits to cancer survivors who have participated in an OHC are reported in the literature. Studies of cancer OHC have indicated that participation increases social support (Dunkel-Schetter, 1984; Rodgers and Chen, 2005), reduces levels of stress, depression, and psychological trauma (Beaudoin and Tao, 2008; Winzelberg et al., 2003), and helps participants be more optimistic about the course of their life with cancer (Rodgers and Chen, 2005). The support received from other OHC members help cancer patients better cope with their disease and improve their lives both physically and mentally (Dunkel-Schetter, 1984). Further understanding about these benefits has been provided by computational text analysis and machine learning methods, which enable fine-grained analysis of the sentiments of individual posts in the discussion forum of cancer OHC Qiu et al. (2011). It has been shown that those who started a thread in a cancer OHC often
show a more positive sentiment in their posts later in the thread, after other OHC members provided replies Qiu et al. (2011); Portier et al. (2013). However, the potential relationship between alignment theory and these benefits of cancer OHC has not been explored. This motivates us to study the alignment of posts on a thread to the initial post that starts the thread.

4 Data Description and Preliminary Definitions

The data used in this study stem from the Cancer Survivor’s Network (CSN) (http://csn.cancer.org). The CSN is the oldest and the largest cancer online community for cancer survivors, which includes cancer patients, and their friends and families. CSN has more than 166,000 members (Portier et al., 2013). Members in CSN present their concerns, ask questions, share their personal experience and provide social support to each other through discussion threads. Similar to other online communities, CSN threads consist of an initial post followed by a sequence of reply posts ordered by time. A thread could be represented as a sequence of post, \(< P_1, P_2, \cdots, P_n >\). In order to better explain the problem, we show some properties of a post in the thread.

Absolute Position: Given a post \(P_i\) in a thread, the absolute position of post \(P_i\) is \(i\)

Relative Position: Given a post \(P_i\) in a thread with \(n\) posts, the relative position of \(P_i\) is \(i/n\)

We construct the CSN corpus by randomly sampling 3,000 threads from CSN between 2000 and 2010. Using Stanford’s CoreNLP tool (Klein and Manning, 2003), we generate the syntactic structure of the text in each post. In order to calculate linguistic adaptation, we convert every syntactic tree into structure rules in phrases (Reitter et al., 2006). The data distribution of CSN corpus is shown in Figure 1.

5 Measures of Linguistic Adaptation

Following previous work, we implement Indiscriminate Local Linguistic Alignment (Fusaroli et al., 2012) at the levels of syntax and lexicon. In general, indiscriminate local linguistic alignment measures the repetition of language use in the target post repeating prime posts. LILA, as defined, is a normalized measure of the number of words that occur in both the prime and the target.

\[
\text{LILA}(target, prime) = \frac{p(target|prime)}{p(target)} \quad (1)
\]

\[
= \frac{\sum_{\text{word}\epsilon\text{target}} \delta(\text{word}_i)}{\text{length}(prime) \times \text{length}(target)} \quad (2)
\]

Figure 1: The distribution of posts based on post distance.

The normalization factor is the product of the length of the prime and the length of the target.

Alignment has been demonstrated for syntax and lexicon, ranging from controlled experimentation to broad-coverage naturalistic text (e.g., Bock, 1986; Gries, 2005; Ferreira and Bock, 2006; Reitter et al., 2006). In this paper, we present primarily exploratory analyses that emphasize minimal filtering and data processing. While some priming effects discussed in the literature indeed require careful post-hoc control using many explanatory variables, the phenomena we discuss are evident with exploratory, early-stage methods.

5.1 Indiscriminate local linguistic alignment at the lexical level

Lexical Indiscriminate Local Linguistic Alignment (LILLA) measures word repetition between one or more prime post and a target post. The prime always precedes the target. LILLA, in our implementation, can be seen as the probability of a word occurring in a single location, given it occurred in a prime period. Formally,

\[
\text{LILLA}(target, prime) = \frac{p(target|prime)}{p(target)} \quad (1)
\]

\[
= \frac{\sum_{\text{word}\epsilon\text{target}} \delta(\text{word}_i)}{\text{length}(prime) \times \text{length}(target)} \quad (2)
\]
\[ \delta(\text{word}_i) = \begin{cases} 1 & \text{if } \text{word}_i \in \text{prime} \\ 0 & \text{otherwise} \end{cases} \]  

(3)

where \( \text{length}(X) \) is the number of words in post \( X \), and target post is any post following the prime post. The distance between the two posts is measured in posts. In different experiment settings, we focus on certain prime posts, such as the first post of a thread, or all posts written by a certain author.

To sum up, LILLA is measured as word repetition conditioned on the word having been primed in a previous post. A high value of LILLA indicates an increased level of linguistic alignment. Alignment at the lexical level can have a number of underlying causes, including lexical priming, but also simply topicality of the posts. Therefore, it is important to also inspect indiscriminate local linguistic alignment at the syntactic level.

5.2 Indiscriminate local linguistic alignment at the syntactic level

Here, we consider a priming effect of syntactic structure, which shows users’ implicit linguistic adaptation. Similar to Reitter et al. (2006), our cancer survivor network corpus was annotated with phrase structure trees; unlike in previous work, we do so using a parser (from the Stanford CoreNLP package (Klein and Manning, 2003)). Each post is encoded as a series of syntactic rules. Indiscriminate local linguistic alignment at the syntactic level (SILLA) measures the repetition of syntactic rules in the target post. Similar to our experiments in lexical repetition, prime posts will vary in different experimental settings.

5.3 Alignment and Adaptation

In this paper, we distinguish alignment and adaptation. Alignment is the general adoption of words, phrases, syntax, and any linguistic representation that was heard, read, spoken or written previously. Adaptation is a special case of alignment: here, speakers permanently adjust their linguistic preferences, or they learn from their linguistic experiences. Alignment can be due to a memory effect (e.g., priming), while adaptation may alternatively be the result of speakers discussing a topic. When they do, they are more likely to use the same words. Both alignment and adaptation may decay over time.

6 Linguistic properties of conversation threads

In this section, we will set up four experiments to show the alignment properties of conversation threads. For simplification, we will only consider replies whose post distance is less than 100 (data distribution shown in Figure 1).

6.1 Linguistic alignment

We assume that there is a constant level of random indiscriminate local linguistic repetition in human language, both lexically and syntactically.

We designed a post-hoc experiment to test whether linguistic alignment effect is due to linguistic adaptation or intrinsic repetition in human language, following methodology to measure long-term adaptation developed in Reitter and Moore (2007). We split each of 3,000 threads into two equal-size (by posts) halves. Out of the resulting 6,000 thread halves, we produce pairs combining any two sampled thread halves.

We define the binary OneThread variable, indicating whether a pair consists of material from the same thread, or if it consists of a first half from one thread, but a second half from another thread. This allows us to contrast repetition within and between threads. If linguistic adaptation exist, linguistic repetition at the lexical and syntactic levels between the two halves of a pair will be
Figure 3: Distribution of syntactic indiscriminate local linguistic alignment compared to a control (NotOneThread).

more common if OneThread is true.

Figures 2 and 3 show that linguistic repetition in the same thread is greater than the control (repetition between different threads) (Wilcoxon-test $PLILLA < 0.001$, $PSILLA < 0.001$). However, despite the statistical difference, it is obvious that there is a strong lexical alignment effect, but much less syntactic alignment. As a result, we conclude that at least some linguistic repetition in the online conversation is due to linguistic adaptation. Again, at the lexical level, we would expect some of this repetition to be due to the preferred repetition of topical words; at the syntactic level, this is unlikely to be the case.

6.2 Linguistic Adaptation Decays

Strong syntactic repetition has been shown to diminish within seconds (Reitter et al., 2006). Precisely, given an use of a syntactic construction at one point in time, the probability of this construction being used again is strongly increased for the first seconds, but decays rapidly towards its prior probability. In our experiment, we replicate the decay of linguistic repetition at the larger scale of forum threads. From a psycholinguistic perspective, one would expect only a relatively weak effect, given that syntactic short-term priming is often short-lived (Branigan et al., 1999). However, there is also weaker, slow, long-term persistence (Bock and Griffin, 2000), which can even be cumulative (Jaeger and Snider, 2007; Kaschak et al., 2011b). The messages in such forums are written at a much larger timescale than the priming models and short-term priming lab experiments investigate.

In the experiment, we split a thread into a sequence of posts. Given a target post $P_j$, the prime post is one post in the subsequence of posts $< P_1, \cdots, P_i, \cdots, P_{j-1} >$. We calculate LILLA and SILLA of posts for prime-target distances below 100. We will use the same method in this and following experiments.

Figures 4 and 5 show that LILLA and SILLA drop as the post-distance between a target post and a prime post in the thread increases. Comparing syntactic and lexical decay, we note that the slope of LILLA's decay is stronger than that of SILLA's decay. Both two measurements imply that linguistic alignment decays over time, by “utterance” (for some definition of utterance), or by post. These results parallel standard results from the priming literature. Surprisingly, for forum threads we find this effect at a much larger scale than in one-on-one spoken dialogue.

6.3 Linguistic adaptation to the initial post

So far, we have largely replicated a known alignment effect for the case of written communication in the online forum. There are some properties of the forum communication that allow us to investigate a number of open questions pertaining to alignment in multi-party dialogue. The main question concerns the function of alignment. Is it more than an artifact of low-level memory effects (priming)? Does it, as Pickering and Garrod (2004) have argued, contribute to mutual understanding? Or is it, beyond that, a mechanism to express or establish social relationships? If alignment is not just a purely functional phenomenon, but also carries pragmatic weight or social functions, we would not expect it to be blind to the role of the author of the source (prime) post.

In a self-help online discussion forum, the role of the initial post differs from that of other messages. The initial post raises an issue generally, or it poses a concrete question. In this experiment, we test whether initial posts in the thread are more important than other replies.
Figure 4: **Lexical** indiscriminate local linguistic adaptation to any post, the initial post and the posts from the initial author of the thread. The light gray horizontal line shows the mean LILLA to any post in the thread. Error bars: standard errors. (The dashed horizontal line shows the prior, which is large due to the large number of many short threads.)

Figure 5: **Syntactic** indiscriminate local linguistic adaptation to any post, the initial post, and the posts from the initial author in the thread. The light gray horizontal line shows the mean SILLA to any post in the thread.

In online conversations. That is, given an initial post, does linguistic alignment still decline with increasing post distance between the initial post and the reply post in the online discussion thread? Also, is linguistic alignment to the initial post higher than that to any post?

Figure 4 plots lexical alignment (LILLA). We can see that lexical alignment is present for the initial post as well, but not more so than in general. In fact, the absolute level as well as the decay of LILLA to the initial post is weaker than that of LILLA to any post in the thread.

To distinguish linguistic adaptation from more general alignment effects, we also test syntactic alignment, SILLA. Figure 5 plots this measure. SILLA shows a different story compared to LILLA. It shows that syntactic adaptation takes place (and decays) for all posts, but that there is less, if even initial anti-alignment with the posts from the initial author. The results may be supported by properties of conversation in internet threads. In an online community, initial posts generally raise questions. Different sentence types (e.g., questions) may be used by someone seeking help. So, alignment with the initial post may seem to decay after post 25, but also shows more variance (due to fewer data-points).

In sum, both measurements suggest that linguistic alignment takes place with general material presented before the target text, and that repetition probability does decrease over time or linguistic material (posts) as theoretically predicted. We do not see evidence for a strong social role of alignment.

### 6.4 Linguistic adaptation to the author of the first post

As the previous experiment showed, lexical alignment to the initial post decays over time. There is no evidence that alignment with the initial post is related to its informational role in the thread. However, is alignment affected by the social role taken on by the author that asks the initial question? In other words, do writers align more with posts from the initial author than with others?

Figure 4 shows that LILLA drops gradually when prime posts are restricted to the initial author. Lexical alignment to the initial author behaves similarly to alignment with the initial post. At the lexical level, repetition of material
provided by the initial author or initial post does not drop as rapidly as it does for general material, and it starts at a lower level. Further investigations will be needed to better understand the alignment effects and the slow decay with the thread-initiating post. For example, further analysis is needed to investigate whether the slow decay is related to the support function the community provides to the thread initiators. Syntactic alignment (SILLA, Figure 5) suggests weaker alignment effects for the initial author and the initial post. Further investigations will also be needed to study the syntactic alignment of replying posts to early reply posts. If such alignment exists, it provides further insights about the leadership role in the community (Zhao et al., 2014).

This finding result may be supported by properties of online support communities. Specifically, the author of the initial post is the person that would like to receive support from other community members. People who reply provide support to that initial author. Therefore, replies in the thread are likely to have expressions different from those used in the initial post and by the initial author.

7 Conclusion

Motivated by analyzing linguistic adaptation behavior in online communities, we provide a descriptive analysis that qualifies linguistic alignment at both the lexical and syntactic levels. A novel observation is that we find reliable linguistic adaptation in online communities. We replicate the temporal, logarithmic decay, but we found it at a much slower pace or larger scale than psycholinguistic work has done in experiment or corpus studies.

The distinction we make between syntactic and lexical alignment has implications for the possible mechanisms behind the adaptation effect. A writer’s lexical choices are influenced by topic, while syntactic composition happens implicitly, i.e., without (conscious) attention. Topics do not remain the same during a conversation: they shift throughout the thread. This clustering of topics can create alignment and decay but as far as permanent adaptation is concerned there is nothing but the illusion of it.

Our study provides some insight into properties of linguistic alignment particularly in thread-based discussions. Different from regular dialogues, the initial post and the author of the initial post may have a special role in such dialogues. We see differences in lexical and syntactic alignment. We assume that these are likely due to conversational properties rather than underlying cognitive processes.

This phenomenon provides an interesting angle to study online communities as well as linguistic alignment from the perspectives of communication and psycholinguistics.

Following these exploratory studies, we plan to measure discriminate alignment next. Here, priming spans across semantic relationships rather than only word identity (Swinney et al., 1979). Also, a next step would be to build a model that can quantify alignment (or even adaptation) and relate it to the factors pertinent to the discussion and the community, such as network measures and an individual propensity to align.
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Abstract

The salience of an entity in the discourse is correlated with the type of referring expression that speakers use to refer to that entity. Speakers tend to use pronouns to refer to salient entities, whereas they use lexical noun phrases to refer to less salient entities. We propose a novel approach to formalize the interaction between salience and choices of referring expressions using topic modeling, focusing specifically on the notion of topicality. We show that topic models can capture the observation that topical referents are more likely to be pronominalized. This lends support to theories of discourse salience that appeal to latent topic representations and suggests that topic models can capture aspects of speakers’ cognitive representations of entities in the discourse.

1 Introduction

Speakers’ choices of referring expressions (pronouns, demonstratives, full names, and so on) have been used as a tool to understand cognitive representations of entities in a discourse. Many researchers have proposed a correlation between the type of a referring form and saliency (or accessibility, prominence, focus) of the entity in the discourse (Chafe, 1976; Gundel et al., 1993; Brennan, 1995; Ariel, 1990). Because a pronoun carries less information compared to more specified forms (e.g., she vs. Hillary Clinton), theories predict that speakers tend to use pronouns when they think that a referent is sufficiently salient in the discourse. When the referent is less salient, more specified forms are used. In other words, the likelihood of pronominalization increases as referents become more salient.

Topic modeling (Blei et al., 2003; Griffiths et al., 2007) uses a probabilistic model that recovers a latent topic representation from observed words in a document. The model assumes that words appearing in documents have been generated from a mixture of latent topics. These latent topics have been argued to provide a coarse semantic representation of documents and to be in close correspondence with many aspects of human semantic cognition (Griffiths et al., 2007). This previous work has focused on semantic relationships among words and documents. While it is often assumed that the topics extracted by topic models correspond to the gist of a document, and although topic models have been used to capture discourse-level properties in some settings (Nguyen et al., 2013), the ability of topic models to capture cognitive aspects of speakers’ discourse representations has not yet been tested.

In this paper we use topic modeling to formalize the idea of salience in the discourse. We focus specifically on the idea of topicality as a predictor of salience (Ariel, 1990; Arnold, 1998) and ask whether the latent topics that are recovered by topic models can predict speakers’ choices of referring expressions. Simulations show that the referents of pronouns belong, on average, to higher probability topics than the referents of full noun phrases, indicating that topical referents are more likely to be pronominalized. This suggests that
the information recovered by topic models is relevant to speakers’ choices of referring expressions and that topic models can provide a useful tool for quantifying speakers’ representations of entities in the discourse.

The structure of this paper is as follows. Section 2 briefly reviews studies that look at the correlation between saliency and choices of referring expression, focusing on topicality, and introduces our approach to this problem. Section 3 describes a model that learns a latent topic distribution and formalizes the notion of topicality within this framework. Section 4 describes the data we used for our simulation. Section 5 shows simulation results. Section 6 discusses implications and future directions.

2 Saliency and referring expressions

Various factors have been proposed to influence referent salience (Arnold, 1998; Arnold, 2010). These factors include givenness (Chafe, 1976; Gundel et al., 1993), grammatical position (Brennan, 1995; Stevenson et al., 1994), order of mention (Järvikivi et al., 2005; Kaiser and Trueswell, 2008), recency (Givón, 1983; Arnold, 1998), syntactic focus and syntactic topic (Cowles et al., 2007; Foraker and McElree, 2007; Walker et al., 1994), parallelism (Chambers and Smyth, 1998; Arnold, 1998), thematic role (Stevenson et al., 1994; Arnold, 2001; Rohde et al., 2007), coherence relation (Kehler, 2002; Rohde et al., 2007) and topicality (Ariel, 1990; Arnold, 1998; Arnold, 1999). Psycholinguistic experiments (Arnold, 1998; Arnold, 2001; Kaiser, 2006) show that determining the salient referent is a complex process which is affected by various sources of information, and that these multiple factors have different strengths of influence.

Among the numerous factors influencing the salience of a referent, this study focuses on topicality. In contrast to surface-level factors such as grammatical position, order of mention, and recency, the representation of topicality is latent and requires inference. Because of this latent representation, it has been challenging to investigate the role of topicality in discourse.

Many researchers have observed that there is a correlation between a linguistic category “topic” and referent salience and have suggested that topical referents are more likely to be pronominalized (Ariel, 1990; Dahl and Fraurud, 1996). However, Arnold (2010) points out that examining the relation between topicality and choices of referring expressions is difficult for two reasons. First, identifying the topic is known to be hard. Arnold (2010) shows that it is hard to determine what the topic is even in a simple sentence like Andy brews beer (Is the topic Andy, beer, or brewing?). Second, researchers have defined the notion of “topic” differently as follows.

- The topic is often defined as what the sentence is about (Reinhart, 1981).
- The topic can be defined as prominent characters such as the protagonist (Francik, 1985).
- The topic is often associated with old information (Gundel et al., 1993).
- The subject position is considered to be a topical position (Chafe, 1976).
- Repeated mentions are topical (Kameyama, 1994).
- Psycholinguistic experiments define a discourse topic as a referent that has already been mentioned in the preceding discourse as a pronoun/the topic of a cleft (Arnold, 1999) or realized in subject position (Cowles, 2003).
- Centering theory (Grosz et al., 1995; Brennan, 1995) formalizes the topic as a backward-looking center that is a single entity mentioned in the last sentence and in the most salient grammatical position (the grammatical subject is the most salient, and followed by the object and oblique object).
- Givón (1983) suggests that all discourse entities are topical but that topicality is defined by a gradient/continuous property. Givón shows that three measures of topicality – recency (the distance between the referent and the referring expression), persistence (how long the referent would remain in the subsequent discourse), and potential interference (how many other potential referents of the referring expression there are in the preceding discourse) – correlate with the types of reference expressions. Note that these scales measure topicality of the referring expression, but not the referent per se.

The variation in the literature seems to derive from three fundamental properties. First, as Arnold (2010) pointed out, there is variation in the
linguistic unit that bears the topic. For example, Reinhart (1981) defines each *sentence* as having a single topic, whereas Givón (1983) defines each *entity* as having a single topic. Second, there is a variation in type of variable. For example, Givón (1983) defines topicality as a continuous property, whereas Centering seems to treat topicality as categorical based on the grammatical position of the referent. Third, many studies define `topic` as a combination of surface linguistic factors such as grammatical position and recency. When topicality is defined in terms of meaning, as in Reinhart (1981), we face difficulty in identifying what the topic *is*, as summarized in Arnold (1998). None of the existing definitions/measures seem to provide a way to capture topicality of referring expressions, and this makes it challenging to investigate their role in discourse representations. It is this idea of latent topic representations that we aim to formalize.

Our study investigates whether topic modeling (Blei et al., 2003; Griffiths et al., 2007) can be used to formalize the relationship between topicality and choices of referring expressions. Because of their structured representations, consisting of a set of topics as well as information about which words belong to those topics, topic models are able to capture topicality by means of semantic associations. For example, observing a word *Clinton* increases the topicality of other words associated with the topic that *Clinton* belongs to, e.g., *president*, *Washington* and so on. In other words, topic models can capture not only the salience of referents within a document, but also the salience of referents via the structured topic representation learned from multiple texts.

We use topic modeling to verify the prevailing hypothesis that topical referents are more likely to be pronominalized than lexical nouns. Examining the relationship between topicality and referring expressions using topic modeling provides an opportunity to test how well the representation recovered by topic models corresponds to the cognitive representation of entities in a discourse. If we can recover the observation that topical referents are more likely to be pronominalized than more specified forms, this could indicate that topic models can capture not only aspects of human semantic cognition (Griffiths et al., 2007), but also aspects of a higher level of linguistic representation, discourse.

### 3 Model

#### 3.1 Recovering latent topics

We formalize topicality of referents using topic modeling. Each document is represented as a probability distribution over topics. Each topic is represented as a probability distribution over possible referents in the corpus. In training our topic model, we assume that all lexical nouns in the discourse are potential referents. The topic model is trained only on lexical nouns, excluding all other words. This ensures that the latent topics capture information about which referents typically occur together in documents.

Rather than pre-specifying a number of latent topics, we use the hierarchical Dirichlet process (Teh et al., 2006), which learns a number of topics to flexibly represent input data. The summary of the generative process is as follows.

1. Draw a global topic distribution
   \[ G_0 \sim \text{DP}(\gamma, H) \] (where \( \gamma \) is a hyperparameter and \( H \) is a base distribution).
2. For each document \( d \in \{1, \ldots, D\} \) (where \( D \) denotes the number of documents in the corpus),
   (a) draw a document-topic distribution
      \[ G_d \sim \text{DP}(\alpha_0, G_0) \] (where \( \alpha_0 \) is a hyperparameter).
   (b) For each referent \( r \in \{1, \ldots, N_d\} \) (where \( N_d \) denotes the number of referents in document \( d \)),
      i. draw a topic parameter \( \phi_{d,r} \sim G_d \)
      ii. draw a word \( x_{d,r} \sim \text{Mult}(\phi_{d,r}) \).

This process generates a distribution over topics for each document, a distribution over referents for each topic, and a topic assignment for each referent. The distribution over topics for each document represents what the topics of the document are. The distribution over referents for each topic represents what the topic is about. An illustration of this representation is in Table 3.1. Topics and words that appear in the second and third columns are ordered from highest to lowest. We can represent topicality of the referents using this

---

1. Excluding pronouns from the training set introduces a confound, because it artificially lowers the probability of the topics corresponding to those pronouns. However, in this paper our predicted effect goes in the opposite direction: we predict that topics corresponding to the referents of pronouns will have higher probability than those corresponding to the referents of lexical nouns. Excluding pronouns thus makes us less likely to find support for our hypothesis.
probabilistic latent topic representation, measuring which topics have high probability and assuming that referents associated with high probability topics are likely to be topical in the discourse.

<table>
<thead>
<tr>
<th>Word</th>
<th>Top 3 topic IDs</th>
<th>Associated words in the 1st topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinton</td>
<td>5, 26, 61</td>
<td>president, meeting, peace, Washington, talks</td>
</tr>
<tr>
<td>FBI</td>
<td>148, 73, 67</td>
<td>Leung, charges, Katrina, documents, indictment</td>
</tr>
<tr>
<td>oil</td>
<td>91, 145, 140</td>
<td>Burmah, Iraq, SHV, coda, pipeline</td>
</tr>
</tbody>
</table>

Table 1: Illustration of the topic distribution

Given this generative process, we can use Bayesian inference to recover the latent topic distribution. We use the Gibbs sampling algorithm in Teh et al. (2006) to estimate the conditional distribution of the latent structure, the distributions over topics associated with each document, and the distributions over words associated with each topic. The state space consists of latent variables for topic assignments, which we refer to as $z = \{z_{d,r}\}$. In each iteration we compute the conditional distribution $p(z_{d,r}|x, z_{-d,r}, *)$, where the subscript $-d, r$ denotes counts without considering $z_{d,r}$ and * denotes all hyperparameters. Recovering these latent variables allows us to determine what the topic of the referent is and how likely that topic is in a particular document. We use the latent topic and its probability to represent topicality.

3.2 A measure of topicality

Discourse theories predict that topical referents are more likely to be pronounalized than more specified expressions. We can quantify the effect of topicality on choices of referring expressions by comparing the topicality of the referents of two types of referring expressions, pronouns and lexical nouns. If topical words are more likely to be pronounalized, then the topicality of the referents of pronouns is likely to be higher than the topicality of the referents of lexical nouns.

Annotated coreference chains in the corpus, described below, are used to determine the referent of each referring expression. We look at the topic assigned to each referent $r$ in document $d$ by the topic model, $z_{d,r}$. We take the log probability of this topic within the document, $\log p(z_{d,r}|G_d)$, as a measure of the topicality of the referent. We take the expectation over a uniform distribution of referents, where the uniform distributions are denoted $u(\text{lex})$ and $u(\text{pro})$, to obtain an estimate of the average topicality of the referents of lexical nouns, $E_{u(\text{lex})}[\log p(z_{d,r}|G_d)]$, and the average topicality of the referents of pronouns, $E_{u(\text{pro})}[\log p(z_{d,r}|G_d)]$, within each document. The expectation for the referents of the pronouns in a document is computed as

$$E_{u(\text{pro})}[\log p(z_{d,r}|G_d)] = \frac{\sum_{r=1}^{N_{d,\text{pro}}} \log p(z_{d,r}|G_d)}{N_{d,\text{pro}}} \tag{1}$$

where $N_{d,\text{pro}}$ denotes the number of pronouns in a document $d$. Replacing $N_{d,\text{pro}}$ with $N_{d,\text{lex}}$ (the number of lexical nouns in a document $d$) gives us the expectation for the referents of lexical nouns.

To obtain a single measure for each document of the extent to which our measure of topicality predicts speakers’ choices of referring expressions, we subtract the average topicality for the referents of lexical nouns from the average topicality for the referents of pronouns within the document to obtain a log likelihood ratio $q_d$.

$$q_d = E_{u(\text{pro})}[\log p(z_{d,r}|G_d)] - E_{u(\text{lex})}[\log p(z_{d,r}|G_d)] \tag{2}$$

A value of $q_d$ greater than zero indicates that the referents of pronouns are more likely to be topical than the referents of lexical nouns.

4 Annotated coreference data

Our simulations use a training set of the Ontonotes corpus (Pradhan et al., 2007), which consists of news texts. We use these data because each entity in the corpus has a coreference annotation. We use the coreference annotations in our evaluation, described above. The training set in the corpus consists of 229 documents, which contain 3,648 sentences and 79,060 word tokens. We extract only lexical nouns (23,084 tokens) and pronouns (2,867 tokens) from the corpus as input to the model.

Some preprocessing is necessary before using these data as input to a topic model. This necessity arises because some entities in the corpus are represented as phrases, such as in (1a) and (1b) below,

---

2 Although theories make more fine-grained predictions on the choices of referring expressions with respect to saliency, e.g., a full name is used to refer to less salient entity compared to a definite description (e.g., accessibility marking scale in Ariel 1990), we focus here on the coarse contrast between pronouns and lexical nouns.

3 In particular, we extracted words that are tagged as NN, NNS, NNP, NNPS, and for pronouns as PRP, PRPS.
where numbers following each expression represent the entity ID that is assigned to this expression in the annotated corpus. However, topic models use bag-of-words representations and therefore assign latent topic structure only to individual words, and not to entire phrases. We preprocessed these entities as in (2). This enabled us to attribute entity IDs to individual words, rather than entire phrases, allowing us to establish a correspondence between these ID numbers and the latent topics recovered by our model for the same words.

1. Before preprocessing
   (a) a tradition in Betsy’s family: 352
   (b) Betsy’s family: 348
   (c) Betsy: 184
2. After preprocessing
   (a) tradition: 352
   (b) family: 348
   (c) Betsy: 184

Annotated coreference chains in the corpus were used to determine the referent of each pronoun and lexical noun. The annotations group all referring expressions in a document that refer to the same entity together into one coreference chain, with the order of expressions in the chain corresponding to the order in which they appear in the document. We assume that the referent for each pronoun and lexical noun appears in its coreference chain. We further assume that the referent needs to be a lexical noun, and thus exclude all pronouns from consideration as referents. If a lexical noun does not have any other words before it in the coreference chain, i.e., that noun is the first or the only word in that coreference chain, we assume that this noun refers to itself (the noun itself is the referent). Otherwise, if a coreference chain has multiple referents, we take its referent to be the lexical noun that is before and closest to the target word.

5 Results

To recover the latent topic distribution, we ran 5 independent Gibbs sampling chains for 1000 iterations.\(^4\) Hyperparameters \(\gamma, \alpha_0,\) and \(\eta\) were fixed at 1.0, 1.0, and 0.01, respectively.\(^5\) The model recovered an average of 161 topics (range: 160—163 topics).

We computed the log likelihood ratio \(q_d\) (Equation 2) for each document and took the average of this value across documents for each chain. The formula to compute this average is as follows.

For each chain \(g\),
1. get the final sample \(s\) in \(g\).
2. For each document \(d\) in the corpus,
   i. compute \(q_d\) based on \(s\).
3. Compute the average of all \(q_d\) in the corpus.

The average log likelihood ratio in each chain consistently shows values greater than zero across the 5 chains. The average log likelihood ratio across chains is 1.0625 with standard deviation 0.7329. As an example, in one chain, the average of the expected values for the referents of pronouns across documents is −1.1849 with standard deviation 0.8796. In the same chain, the average of the expected values for the referents of lexical nouns across documents is −2.2356 with standard deviation 0.5009.

We used the median test\(^6\) to evaluate whether the two groups of the referents are different with respect to the expected values of the log probabilities of topics. The test shows a significant difference between two groups \((p < 0.0001)\).

We also computed the probability density \(p(q)\) from the log likelihood ratio \(q_d\) for each document using the final samples from each chain. Graph 1 shows the probability density \(p(q)\) from each chain. The peak after zero confirms the observed effect.

Table 2 shows examples of target pronouns and lexical nouns, their referents, and the topic assigned to each referent from a document. Table 3 shows the distribution over topics in the document obtained from one chain. Topics in Table 3 are ordered from highest to lowest. Only four topics were present in this document. The list of referents associated with each topic in Table 3 is recovered from the topic distribution over referents. This list shows what the topic is about.

\(^4\)We used a Python version of the hierarchical Dirichlet process implemented by Ke Zhai (http://github.com/kzhai/PyNPB/tree/master/src/hdp).

\(^5\)Parameter \(\gamma\) controls how likely a new topic is to be created in the corpus. If the value of \(\gamma\) is high, more topics are discovered in the corpus. Parameter \(\alpha_0\) controls the sparseness of the distribution over topics in a document, and parameter \(\eta\) controls the sparseness of the distribution over words in a topic.

\(^6\)The median test compares medians to test group differences (Siegel, 1956).
Table 2: Target words, their corresponding referents, and the assigned topics of the referents

<table>
<thead>
<tr>
<th>Target</th>
<th>Referent</th>
<th>Referent’s Topic ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>his</td>
<td>Spilavnic</td>
<td>1</td>
</tr>
<tr>
<td>he</td>
<td>Spilavnic</td>
<td>1</td>
</tr>
<tr>
<td>its</td>
<td>Belgrade</td>
<td>1</td>
</tr>
<tr>
<td>Goran</td>
<td>Minister</td>
<td>4</td>
</tr>
<tr>
<td>Albanians</td>
<td>Albanians</td>
<td>2</td>
</tr>
<tr>
<td>Kosovo</td>
<td>Kosovo</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: The document-topic distribution

<table>
<thead>
<tr>
<th>Topic ID</th>
<th>Associated words</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Milosevic, Kostunica, Slobodan, president, Belgrade, Serbia, Vojislav, Yugoslavia, crimes, parliament, meeting, peace, Washington, talks, visit, negotiators, region, . . . , Alabánians</td>
<td>0.64</td>
</tr>
<tr>
<td>2</td>
<td>people, years, U.S., president, time, government, today, country, world, way, year</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>government, minister, party, Barak, today, prime, east, parliament, leader, opposition, peace, leadership</td>
<td>0.16</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.04</td>
</tr>
</tbody>
</table>

The topics associated with the pronouns his, he and its have the highest probability in the document-topic distribution, as shown in Table 3. In contrast, although the topic associated with the word Kosovo has the highest probability in the document-topic distribution, the topics associated with nouns Goran and Albanians do not have high probability in the document-topic distribution. This is an example from one document, but this tendency is observed in most of the documents in the corpus. These results indicate that the referents of pronouns are more topical than the referents of lexical nouns using our measure of topicality derived from the topic model. This suggests that our measure of topicality captures aspects of salience that influence choices of referring expressions.

However, there is a possibility that the effect we observed is simply derived from referent frequencies and that topic modeling structure does not play a role beyond this. Tily and Piantadosi (2009) found that the frequency of referents has a significant effect on predicting the upcoming referent. Although their finding is about comprehender’s ability to predict the upcoming referent (not the type of referring expression), we conducted an additional analysis to rule out the possibility that referent frequencies alone were driving our results.

In order to quantify the effect of referent frequency on choices of referring expressions, we computed the same log likelihood ratio $q_d$ with referent probabilities. The probability of a referent in a document was computed as follows:

$$p(r_i|doc_d) = \frac{C_{d,r_i}}{C_d}$$  

where $C_{d,r_i}$ denotes the number of mentions that refer to referent $r_i$ in document $d$ and $C_d$ denotes the total number of mentions in document $d$. We can directly compute this value by using the annotated coreference chains in the corpus.

The log likelihood ratio for this measure is $2.3562$. The average of the expected values for the referents of pronouns across documents is $-1.1993$ with standard deviation $0.6812$. The average of the expected values for the referents of lexical nouns across documents is $-3.5556$ with standard deviation $0.9742$. The median test shows a significant difference between two groups ($p < 0.0001$). These results indicate that the frequency of a referent captures aspects of its salience that influence choices of referring expressions, raising the question of whether our latent topic representations capture something that simple referent frequencies do not.

In order to examine to what extent the relationship between topicality and referring expressions captures information that goes beyond simple referent frequencies, we compare two logistic regres-
sion models. Both models are built to predict whether a referent will be a full noun phrase or a pronoun. The first model incorporates only the log probability of the referent as a predictor, whereas the second includes both the log probability of the referent and our topicality measure as predictors.

The null hypothesis is that removing our topicality measure from the second model makes no difference for predicting the types of referring expressions. Under this null hypothesis, twice the difference in the log likelihoods between the two models should follow a $\chi^2(1)$ distribution. We find a significant difference in likelihood between these two models ($\chi^2(1) = 118.38, p < 0.0001$), indicating that the latent measure of topicality derived from the topic model predicts aspects of listeners’ choices of referring expressions that are not predicted by the probabilities of individual referents.

6 Discussion

In this study we formalized the correlation between topicality and choices of referring expressions using a latent topic representation obtained through topic modeling. Both quantitative and qualitative results showed that according to this latent topic representation, the referents of pronouns are more likely to be topical than the referents of lexical nouns. This suggests that topic models can capture aspects of discourse representations that are relevant to the selection of referring expressions. We also showed that this latent topic representation has an independent contribution beyond simple referent frequency.

This study examined only two independent factors: topicality and referent frequency. However, discourse studies suggest that the salience of a referent is determined by various sources of information and multiple discourse factors with different strengths of influence (Arnold, 2010). Our framework could eventually form part of a more complex model that explicitly formalizes the interaction of information source and various discourse factors. Having a formal model would help by allowing us to test different hypotheses and develop a firm theory regarding cognitive representations of entities in the discourse.

One possibility for exploring the role of various discourse factors in our framework is to use recent advances in topic modeling. For example, TagLDA (Zhu et al., 2006) includes part-of-speech as part of the model, and syntactic topic models (Boyd-Graber and Blei, 2008) incorporate syntactic information. Whereas simulations in our study only used nouns as input, it has been observed that the thematic role of the entity influences referent salience (Stevenson et al., 1994; Arnold, 2001; Rohde et al., 2007). Using part-of-speech and syntactic information together with the topic information could help us approximate the influence of the thematic role and allow us to simulate how this factor interacts with latent topic information and other factors.

It has been challenging to quantify the influence of latent factors such as topicality, and the simulations in this paper represent only a first step toward capturing these challenging factors. The simulations nevertheless provide an example of how formal models can help us validate theories of the relationship between speakers’ discourse representations and the language they produce.
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