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Introduction

The papers in these proceedings were presented at the 6th annual workshop on Cognitive Modeling and Computational Linguistics (CMCL), held in Denver, Colorado on June 4th, 2015. As with earlier CMCL meetings, CMCL 2015 provided a venue to support a broad spectrum of computational psycholinguistic inquiry. This year, we were pleased to receive fifteen submissions, ten of which were selected for final presentation at the workshop and are included in these proceedings. The submissions this year were exceptionally strong and reviewers commented that many of them could easily have been accepted as main conference submissions. We would like to thank all submitting authors for the quality and variety of the papers we received, and we would like to thank the program committee for their time, expertise, and insightful comments on the submissions. Thanks to the generous support of our sponsors, The Center for Cognitive and Brain Sciences at The Ohio State University and The Ohio State University Department of Linguistics, we were able to obtain invited speakers and provide travel grants to a number of student authors. We extend our appreciation to our invited speakers, Dr. Andrew Kehler of the University of California, San Diego and Dr. Mark Steedman of the University of Edinburgh, for sharing their work with us. Thanks to everyone for your continued support of this workshop and for helping to foster the growth of the field of computational psycholinguistics.
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Abstract

Syntactic priming from comprehension to production has been shown to be robust: we are more likely to repeat structures that we have previously heard. Many current models do not distinguish between comprehension and production. Here we contrast human language processing with two variants of a Bayesian belief updating model. In the first model, production-to-production priming (i.e. self-priming) is as strong as comprehension-to-production priming. In the second, both individuals who self-prime and those who do not are exposed to a syntactic construction via comprehension. Our results suggest that when production-to-production priming is as robust as comprehension-to-production priming, then speakers who self-prime are simultaneously less likely to be primed by input from comprehension and demonstrate different distributions of responses than speakers who do not self-prime. The computational model accords with recent results demonstrating no self-priming, and provides evidence for an account of syntactic priming that distinguishes between production and comprehension input.

1 Introduction

Syntactic priming in production is the increased probability of using a syntactic structure when we have recently encountered it. Many models of syntactic priming treat comprehension and production as equally influential on the language production system (Pickering & Garrod, 2013; Chang et al., 2006; Reitter et al., 2011). This means that syntactic priming can occur without another person being present, from production to production (self-priming). Unfortunately, little experimental research has assessed the degree to which priming occurs from production to production in a controlled context.

The primary phenomena that are of interest to research on syntactic priming are as follows: (1) Do we incrementally and cumulatively adapt to our linguistic environment, changing how we talk based on what we hear (Jaeger & Snider, 2013; Chang et al., 2006; Kaschak et al., 2012; Reitter et al., 2011; Pickering & Garrod, 2013)? (2) Do we change how we talk more when we encounter less probable structures (Jaeger & Snider, 2013; Chang et al., 2006)? (3) How long-lasting is syntactic priming (Kaschak, 2007; Bock, 1986)? And finally: (4) Are we more likely to repeat the structures that we ourselves have said, as predicted by models that unify priming in comprehension and production (Pickering & Garrod, 2013; Chang et al., 2006)? The model presented here accounts for these phenomena and makes additional predictions about the potential ramifications of self-priming on linguistic representations and efficient communication.

2 Psycholinguistic evidence

In any model where speakers are influenced by their prior experience, regardless of the source, priming should occur. Corpus linguistics has provided evidence of self-priming in production. Some of these studies assessed priming of specific constructions such as the dative alternation or relative clauses
(Jaeger & Snider, 2013; Myslin & Levy, submitted) or instead model the whole syntactic system using probabilistic rules in several grammatical formalisms (Gries, 2005; Healey et al., 2014; Reitter et al., 2011). These models generally find evidence for syntactic priming from production to production, or structural repetition that occurs more often than would be expected by chance. In contrast to some of these results, some studies report that structural repetition occurs less than would be expected by chance (Healey et al., 2014). Healey et al. (2014) argued that this is because speakers avoid continuously reusing syntactic structures.

The evidence for self-priming in a more controlled environment is weaker. Within experimental psycholinguistics, structural priming in production is almost always mediated by some intervening comprehension task like sentence completion or a memory task (e.g. Kaschak, 2007, Bock, 1986, etc.), making it difficult or impossible to assess whether self-priming occurs. Some studies have reported that some speakers have an almost uniform bias toward one structure or another (e.g. Jaeger & Snider, 2013). However, despite these claims that comprehension and production show similar amounts of syntactic priming (Tooley & Bock, 2014), production has also been shown to be substantially less flexible than comprehension (Remez, 2013). Syntactic persistence within a speaker could simply be a product of an individual’s own syntactic preferences rather than self-priming per se.

Some experimental work has been conducted to test whether comprehension and production are weighted equally in structural priming in production. Counter to what has been found in corpus studies, Jacobs et al. (2015) failed to find evidence for self-priming despite strong comprehension-to-production priming. In their study, participants produced 7 dative descriptions, comprehended 6 dative descriptions of a single form of the construction, and produced an additional 7 descriptions in order to identify effects of self-priming, individual differences, and comprehension input on the magnitude of comprehension-to-production priming. They found that the rates of structural repetition were flat across the experiment, but speakers were strongly sensitive to comprehension input, showing large and sustained comprehension-to-production priming effects. They also found larger priming effects for the less probable syntactic structure, consistent with error-driven learning accounts of the inverse frequency effect (Jaeger & Snider, 2013).

While the evidence for self-priming has been weaker, almost all syntactic priming studies have demonstrated that comprehension plays a very large role in production preferences. This is to be expected if priming is a means of achieving efficient communication, which requires using comprehended language to modify our own productions to be more easily understood (Pickering & Garrod, 2013; Tooley & Bock, 2014). It is less clear what the functional role of self-priming would be, however. If speakers are likely to repeat structures they have recently used, the language community may end up with two types of speakers: those who only use one structure or the other, which would pose some difficulty for comprehenders (MacDonald, 2013).

We aim to address the question of the equivalence of learning from comprehension and production, as well as account for the results of Jacobs et al. (2015). To do this, we constructed a very simple Bayesian belief-updating model that makes predictions about syntactic preferences with and without self-priming. This model is very similar to those of Fine et al. (2010), Kleinschmidt et al. (2012), and Myslin & Levy (submitted), who have modeled updating in syntactic comprehension. These models perform Bayesian belief-updating of the probabilities of outcomes in a syntactic alternation. In ours, we focus on the prepositional versus double object dative, though the model can be extended to any syntactic alternation. In the computational model, we demonstrate differences at the individual and population levels differences between self-priming and no self-priming (Model 1), as well as characterize what self-priming does to syntactic adaptation in production after comprehension (Model 2).

3 Model structure

Many of the recent computational models that have sought to account for syntactic priming effects in comprehension and production use incremental algorithms to represent trial-by-trial effects, while also treating experience in comprehension and production as contributing equally to the implicit learning
process (Jaeger & Snider, 2013; Chang et al., 2006; Reitter et al., 2011; Pickering & Garrod, 2013). The model here is simple but relies on similar assumptions: representations are changed when language is processed.

Each utterance choice can be conceptualized as a single coin flipped randomly (i.e., a binomial process). We generate sequences of utterances by sampling from either a static Binomial distribution or one that is continually being updated. The structural alternation we consider here is the double-object dative construction, which has been extensively studied in syntactic priming experiments (Jaeger & Snider, 2013; Kaschak, 2007; Bock, 1986; Pickering & Garrod, 2013). In this syntactic alternation, direct and indirect objects can change places after some English verbs like *give*, *hand*, *throw*, or *show*:

- The librarian gave the book to the boy. (prepositional object - PO)
- The librarian gave the boy the book. (double object - DO)

For every sentence a speaker intends to use a dative structure, the production system will select either the PO or the DO form of the sentence. Selections are single samples from a Binomial distribution with \( p(PO) = .55 \), which was derived from the empirical probability of individuals producing a PO in Jacobs et al. (2015).

Previous models have used error-driven learning to account for incremental adjustments in syntactic preferences (Jaeger & Snider, 2013; Chang et al., 2006). In our model, as in similar models, we update the probability of using a PO using the Beta prior, which is conjugate to the Binomial distribution. This prior is also appropriate because in any syntactic alternation, there are two possible outcomes. The Beta distribution has only two hyperparameters, \( \alpha \) and \( \beta \). \( \alpha \) roughly corresponds to the number of times the model believes that it has experienced a PO dative, and \( \beta \) represents the analogous number for the DO dative.

The selection of the \( \alpha \) and \( \beta \) values was based on exploring an integer-valued parameter space between 1 and 10 for both parameters. In Figure 1 we plot the amount of self-priming all 100 models demonstrated as a function of the two hyperparameters. We determined that \( \alpha \) does not influence the sensitivity the model has to its own productions. Contrarily, \( \beta \) values on the smaller end tended to lead to large self-priming effects. Consequently we chose identical values for \( \alpha \) and \( \beta \) that would allow for both self-priming and sensitivity to comprehension input. This was therefore a compromise between flexibility and rigidity.

We initialized the model with relatively weak, but not completely unbiased, priors that both structures were equally possible: \( \alpha = 4, \beta = 4 \). We assume that one of the structures is slightly more probable, with \( p(PO) = .55 \), as observed in Jacobs et al. (2015).

With every subsequent dative description that the model processes (either via production or comprehension), with \( k \) POs and \( n \) descriptions containing either a DO or a PO, the priors are adjusted via the following update rules:

\[
\alpha = \alpha + k \\
\beta = \beta + n - k
\]

The new probability of a PO is therefore:

\[
p(PO) = \frac{\alpha + k + 1}{\alpha + \beta + n - 2}
\]
For both Model 1 and Model 2, we ran 1000 “experiments” of 200 “participants” each. Model 1 looks at the production of seven double object datives to assess self-priming. Model 2 is structured like the experiments of Jacobs et al. (2015) and consists of three stages. First, seven datives are produced, then six datives of a single syntactic structure are comprehended, and then seven additional datives are produced. In the production tasks, participants’ syntactic choices were randomly sampled from a Binomial distribution initialized at \( p(PO) = .55 \). This allows us to treat individual subjects differently prior to exposing them to the comprehension materials.

The model always updates the probability of a PO when it encounters a PO or DO. In Model 1 we assess what should happen to participants’ later productions if they are influenced by their own productions (self-prime) to the same extent as in comprehension. In Model 2 we look at the magnitude of comprehension-to-production priming when participants are allowed to self-prime versus not.

4 Model 1 - Self-priming in production

This task can be conceptualized as a spontaneous production task. We conducted 1000 experiments with 200 participants each. Each participant produces seven sentences. Participants’ syntactic choices are sampled from an incrementally updating Binomial distribution where the calculated posterior probability for each subject replaces the prior probability of \( p(PO) \). Each utterance that the model produces contains either a prepositional object dative construction (e.g. The librarian gave the book to the boy) or a double object dative (e.g. The librarian gave the boy the book).

Qualitatively, the model makes the prediction that, in general, models where self-priming occurs should be more likely to prefer one form of a structure over the other. Self-priming increases the entropy of the distribution, though it is naturally biased toward producing more probable structures since those are initially more likely to be drawn. We summarize the results of our simulations for self-primers and non self-primers below in Figure 2.

Importantly, self-priming always produces some change to the model parameters. At the limit, the production system’s predictions are often correct, leading to minimal prediction error (e.g. Chang, Dell, & Bock, 2006; Jaeger & Snider, 2013). A lack of prediction error can be conceptualized as the same thing as no self-priming in production, since neither leads to changes in syntactic preferences. Analogously, as the hyperparameters increase for an individual iteration of the model, the more confident the model is in its initial representations, leading to a stable distribution for a single speaker. It is also possible, however, that production and comprehension are updated separately, but production possesses more conservative hyperparameters, in line with research showing the static preferences of the production system (Remez, 2013).

The bulk of priming occurs early in the experiment. Participants’ prior productions should play an influential role on their later productions, with the population’s structural preferences stabilizing over the course of seven trials. This implies that prediction error made by the model decreases over many productions by a single speaker. We visualize this below in Figure 3.

5 Model 2 - Transfer from comprehension to production

We wanted to see how much self-priming diminishes the effect of comprehension-to-production priming, since self-priming changes the hyperparameters of the model, meaning that the model becomes more conservative in its estimates of the probability of us-
Figure 3: Models where self-priming is permitted converge on preferring the higher-probability structure within two trials. Models that do not permit self-priming show the same syntactic bias over the course of the experiment.

ing a PO (that is, the values of both $\alpha$ and $\beta$ are larger). This experiment is structured in the same way as Model 1, except participants later comprehend 1 or 6 utterances containing a single structure (DOs or POs only) and produce an additional seven utterances in a final production task, following the experimental design of Jacobs et al. (2015).

Priming from comprehension to production is accomplished via the same updating process that we defined above. When a participant encounters a DO or PO structure, this updates the $\alpha$ and $\beta$ parameters, and the observed posterior probability replaces the prior probability of a PO. The $\alpha$ and $\beta$ parameters after comprehension are therefore adjusted in favor of the primed structure, which makes the primed structure more likely to be drawn on the next trial.

The model changes more for low-probability structures. Because the model has flexible priors, after hearing a single structure for six consecutive trials, the model will believe that the primed structure, regardless of which structure was primed, will be a certain likelihood (e.g. $p(PO)$ or $p(DO) = .75$) after the comprehension stage. The model therefore shows more priming after exposure to the less common structure (DO) than after exposure to the more probable structure (PO). The model here demonstrates greater priming for dispreferred structures because the gap to bridge is larger for the dispreferred structure. Our results accord with models that employ error-based learning principles (Chang et al., 2006; Jaeger & Snider, 2013), where model parameters are adjusted via experience and change more in response to lower-probability structures. Figure 4 summarizes the relationship between prime probability, self-priming, and cumulativity.

Self-priming leads to much smaller effects of priming from comprehension. Even when exposed to a relatively high number of primes (6 versus 1), participants who self-prime do not align to comprehension input as much as participants who are not affected by their own prior productions. This is because the hyperparameters are tuned an additional seven trials before these participants go into the comprehension stage of the experiment, which makes it more difficult to change the probability distribution on later trials. Should the non self-priming models’ hyperparameters be set sufficiently high, to perhaps the same level as the average self-priming model, this particular difference would likely disappear. Additionally, if hyperparameters for both models were even higher, it is likely that the magnitude of priming would not differ much between the two model types. Keeping the hyperparameters small before relevant linguistic experience (via comprehension or via both comprehension and production), makes it easier to see that self-primers require more comprehension input to offset their learned production biases.

Figure 4: Increase in use of primed target structures in the second half of the experiment as a function of the number of primes, whether the models self-prime or not, and which structure was primed. All models accommodate the comprehension input. Priming is strongest when the primed structure was less frequent (DO). Similarly, when participants are exposed to more primes (6 versus 1), the priming effects are larger. Self-primers show smaller priming effects in all cases.
To assess the possibility that having high values of $\alpha$ and $\beta$ diminishes the effect of comprehension-to-production priming, we ran an additional set of experiments with $\alpha$ and $\beta$ set to 40 and 50, respectively. These values were selected to produce a probability of $p(PO)$ roughly equal to .55. This experiment definitively demonstrated that an additional 6 primes of a particular structure still results in change to the model, though the non self-priming model is much more sensitive to six items of a single structure than the self-priming model, which has stronger beliefs about $p(PO)$. The self-priming model seems inclined to not accommodate at all (.4% change), while the non self-priming model changes at a measurable amount (3%, comparable to the self-priming model that received 1 prime in Figure 4). The results of these simulations are demonstrated below in Figure 5. This suggests that even when the model’s hyperparameters are made to be very conservative, self-priming is detrimental to comprehension-to-production priming.

![Figure 5: In comprehension-to-production priming models where self-priming is allowed to occur, the ability to accommodate novel comprehension input is greatly reduced. The self-priming model changes toward the comprehension input .4%, while the non self-priming model changes 3%.
](image)

6 Comparison to psycholinguistic data

An important test of the model is to compare its output to existing psycholinguistic data. While the model can account neither for the corpus linguistic studies that have demonstrated repetition greater than would be expected by chance (Jaeger & Snider, 2013; Reitter et al., 2011; Gries, 2005; Myslin & Levy, submitted), nor for those studies reporting speakers with strong structural biases (Jaeger & Snider, 2013), nor for anti-repetition and decay (Healey et al., 2014; Reitter et al., 2011), it can account for several phenomena that have been well-demonstrated in structural priming in production, as well as the results of Jacobs et al. (2015).

Self-priming is predicted by many accounts of syntactic priming where comprehension and production input are equated (Chang et al., 2006; Pickering & Garrod, 2013; Jaeger & Snider, 2013; Tooley & Bock, 2014). We have demonstrated here that self-priming leads to self-convergence. In a model where one’s own prior productions weigh in on one’s later productions, speakers quickly converge on a syntactic preference, with the majority of speakers coming to prefer the more probable structure (Figure 2). These results are counter to the experimental results of Jacobs et al. (2015), who reported that repetition of syntactic structures was constant at all stages of the production task. Had speakers primed themselves, the probability of using the more probable structure should have increased, however modestly (Figure 3).

Models allowing for self-priming with sufficiently large hyperparameters (Figure 1) would likely show both very little self-priming (having converged on a particular syntactic preference) as well as relatively little sensitivity to comprehension input (Figure 4). This is again counter to the results of Jacobs et al. (2015), who found very large comprehension-to-production structural priming effects. Production and comprehension sharing hyperparameters leads to radically different results than what is empirically observed.

Altogether, the computational model and the experimental data suggest that comprehension and production should be modeled separately. In order to obtain a production system that maintains its own internal representations and accommodates comprehension input (Remez, 2013; Pickering & Garrod, 2013), it is important that speakers not overweight their own syntactic preferences. This can be accomplished by having separate production and comprehension systems, where production-to-production priming (updating) is minimal while comprehension-to-production priming is large. An
alternative, as described in Model 2, is to only allow updating from comprehension to production.

The model agrees with both existing computational models of syntactic priming and psycholinguistic data. The model updates incrementally, as many others have done (Chang et al., 2006; Jaeger & Snider, 2013; Fine et al., 2010; Kleinschmidt et al., 2012) and shows greater priming effects when exposed to multiple instances of the same structure (Kaschak et al., 2012). The priming effects are larger for less common structures than for more common structures because of the sensitivity of the model to error, demonstrating the inverse frequency effect (Chang et al., 2006; Jaeger & Snider, 2013). Finally, in a model where self-priming does not occur, or where updating from production to production is extremely low, structural preferences persist (Reitter et al., 2011; Tooley & Bock, 2014; Bock & Griffin, 2000; Kaschak, 2007; Kaschak et al., 2012).

7 Conclusion

The present model accounts for the incrementality, cumulativity, error sensitivity, and persistence of syntactic priming in production. In contrast to previous models of syntactic priming (Jaeger & Snider, 2013; Chang et al., 2006; Reitter et al., 2011; Pickering & Garrod, 2013), we tested the effects of equating comprehension and production input in structural priming in production. Self-priming has consequences for both individual and population-level language use.

This model makes predictions for all of these phenomena by making a single assumption: prior experience affects syntactic choices in production. Regardless of whether self-priming is allowed to occur or not, we are sensitive to recent and cumulative linguistic input and are primed to produce the structures we hear. Additionally, we change our representations more when we encounter low-probability structures. Because syntactic representations are updated without respect to time, syntactic priming effects do not necessarily decay in this model as in others (e.g. Reitter et al., 2011). However, most syntactic priming studies report structural persistence, making the model consistent with such studies (Bock, 1986; Tooley & Bock, 2014; Bock & Griffin, 2000; Kaschak et al., 2012). Finally, if individuals are allowed to self-prime, priming from comprehension will be weak and a population of speakers may be very variable in their structural preferences.

The functional value of self-priming is tempting if language is structured optimally to be easy for the speaker (MacDonald, 2013). Speakers can employ their own syntactic preferences, with comprehenders accommodating them. Other theories have stated that priming between speakers is necessary for efficient communication (Pickering & Garrod, 2013; Jaeger & Snider, 2013), especially because speakers must learn the distributions of the language around them in order to become successful communicators (Chang et al., 2006). In a language community, it may be sufficient to accommodate conversation partners rather than to develop highly idiosyncratic production preferences, making self-priming and structural repetition sub-optimal (Healey et al., 2014). At the same time, comprehenders are sensitive to the repetitive nature of conversations and may come to expect repetition during dialogue (Myslin & Levy, submitted). To that end, we are extending this model to simulate population dynamics in communities where speakers prime each other and possibly also prime themselves. Self-priming has consequences for language-level statistics, so it is important to see what changes might take place in a language community where individual speakers are allowed to become highly idiosyncratic.

It is still an open question as to whether one’s own productions influence later syntactic choices. Some more recent psycholinguistic evidence suggests that they do not (Jacobs et al., 2015). If speakers do not self-prime, is it because they tend to avoid repeating syntactic structures (e.g. Healey et al., 2014), or is there an error-driven learning component, where predictions about one’s own production are almost always correct, leading to no learning? To answer these questions, further experimental work is needed. In the meantime, we have outlined some predictions and accounted for the vast majority of phenomena in syntactic priming in production with a very simple belief-updating model.
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Abstract

Linguistic alignment, such as lexical and syntactic alignment, is a universal phenomenon influencing dialogue participants in online conversations. While adaptation can occur at lexical, syntactic and pragmatic levels, relationships between alignments at multiple levels are neither theoretically nor empirically well understood. In this study, we find that community members show pragmatic alignment on social support type, distinguishing emotional and informational support, both of which provide benefits to members. We also find that lexical alignment is correlated with emotional support. This finding can contribute to our understanding of the linguistic signature of different types of support as well as the theory of Interactive Alignment in dialogue.

1 Introduction

Linguistic alignment is a psycholinguistic phenomenon that causes dialogue participants to adjust their language patterns to those of their conversation partners. These linguistic patterns include words (Gries, 2005), syntax (Bock, 1986; Branigan et al., 2000; Jaeger and Snider, 2007), gestures (Bergmann and Kopp, 2012) and more. This phenomenon has been well examined and explored under experimental settings (Fusaroli et al., 2012; Reitter and Moore, 2007), in naturalistic discourse (Gries, 2005; Reitter et al., 2006), as well as in online conversations (Huffaker et al., 2006; Scissors et al., 2008; Backstrom et al., 2013), social media, and fictional dialogue in film scripts (Danescu-Niculescu-Mizil and Lee, 2011). Moreover, according to the Interactive Alignment Model (IAM) (Pickering and Garrod, 2004), linguistic alignment has been suspected to be a driver of mutual understanding, building up over different levels (lexicon, syntax, situation, pragmatic, agreement).

Alignment is a universal phenomenon that reaches beyond the linguistic decisions we make once we have decided to communicate an idea. Pragmatics is commonly taken to refer to the way we express and understand communications in context, encoding higher-level intent. How people understand words and phrases in a given situation is indeed subject to alignment (Garrod and Anderson, 1987). Generally, games can elucidate pragmatic reasoning and mutual adaptation thereof (Frank and Goodman, 2012). To the best of our knowledge, there is no prior report of pragmatic alignment in naturalistic situations. For the purposes of this study, we define the pragmatics of an utterance as the intended effect on the reader or listener, regardless of the way it is semantically expressed. Unlike in pragmatics in linguistics, however, our focus is not on the differences between explicitly stated and implied meaning.

The first question this paper will focus on is analyzing pragmatic alignment in naturalistic dialogue, specifically in internet forum conversation. To understand what we mean by higher-level semantics or pragmatics in these data, we need to understand the motivation and dynamics of these communities.

An increasing number of people with serious
disease seek and give social support in group discussions in online social networks such as Facebook and online health support communities. Basically, there are four types of social support, emotional support, informational support, tangible/instrumental support and appraisal support (Langford et al., 1997; Malecki and Demaray, 2003). In online communities, the social support exchange is primarily of an informational or emotional nature (Wang et al., 2012; Rimer et al., 2005). Understandably, people with a life-threatening illness are in need of both information, such as side-effects of a specific drug, and emotional care, such as empathy. Previous research on behavior analysis, such as stress-buffering theory (Cohen and McKay, 1984), also suggested that exchanging useful social support protects people from stressful and pathological events. Analyzing the social support and the kind of support conveyed in the messages will be of benefit to support-oriented community building. Furthermore, previous studies (Zhao et al., 2014) suggested that earlier responses to a new support seeking request help predict leaders in self-supported communities. Although, the proportion of emotional or informational support in a message can, of course, be influenced by many factors, such as previous messages in the conversation, word choices and personality. Nevertheless, we use this measure for further analysis. From the alignment perspective, we will focus on whether people tend to align in the type of support in online health communities. In other words, we first analyze the pragmatic alignment phenomenon, which is defined as alignment of the type of support provided by one community member to another. We validate it in one of the largest online health communities, Cancer Survivor Network. To the best of our knowledge, pragmatic alignment in online communities has not been explored yet.

The second question is whether we could find evidence for or against the Interactive Alignment Model (Pickering and Garrod, 2004) in this dataset. As IAM suggested, alignment at different levels is linked, building up from lower-level adaptation. At a functional level, linguistic alignment indicates and may help build social relationships (Danescu-Niculescu-Mizil and Lee, 2011), reveal social status (Danescu-Niculescu-Mizil et al., 2011; Jones et al., 2014) and strengthen situational awareness in dialogic tasks (Fusaroli et al., 2012; Reitter and Moore, 2007, 2014).

Thus, an important question in this context is whether adaptation also applies to higher-level pragmatic goals, such as providing support that is more informational or more emotional. Convergence at lower levels would theoretically be expected to correlate to higher-level convergence, and conversations that show convergence would be expected to be more effective. Do priming effects at levels of lexicon and syntax influence the proportion of the type of support in a message within the conversation? We predict that social support adaptation exists in thread based discussions. Theoretically, we would also expect that low-level priming facilitates any social support adaptation we find.

To sum up, there are two concrete questions we will address in this paper:

- **(1)** Does the type of support (i.e, emotional vs. informational) provided by early responders (i.e, first responder) on a thread influence the type of support provided by later responders in self-support communities?

- **(2)** Does lexical and syntactic alignment (henceforth “linguistic alignment”) between early responders and later responders correlate to the type of support matching?

The alignment we are concerned with would clearly happen at the level of communicative intent. We consider this *pragmatics*. The pragmatics we refer to is not the same as it’s used in linguistics concerning contextual and indirect interpretation of sentence semantics, but rather the sense of intent, in a psychological sense. In psychology, pragmatic communication comprises social and conventional messages that take the recipient’s needs into account. Social support adaptation specifically considers the unspoken rule that we perceive an interlocutor’s emotional and informational needs and react accordingly.

Some studies in behavior analysis (Backstrom et al., 2013; Cheng et al., 2014) showed that word use in the conversations may influence members’
behavior in the communities. Althoff et al. (2014) stated that request presentation influences members’ feedbacks in a variety of ways, such as sentiment, politeness and length of reply posts. Cheng et al. (2014) mentioned that members’ feedbacks also shapes users’ behavior in the communities. Furthermore, automated content (Qiu et al., 2011) and discourse analysis using machine learning methods provided important insights about the benefits and causal relationships (Bui et al., 2015) with support behaviors in online health communities. Thus, modeling members’ feedbacks at the pragmatic level could help us build better communities.

A recent study from Vlahovic et al. (2014) was similar to our study. They used profit regression to predict members’ satisfaction after receiving emotional and informational support in a breast cancer online support community. For one thread, a trained profit regression model predicted the thread initiators’ satisfaction scale from 1 to 7. In this study, both receiving emotional and informational support increased thread initiators’ satisfaction in general. However, if a thread initiator received support that did not match the type requested, this user’s satisfaction decreased. In this work, we focus on whether previous messages will influence other responders’ behavior in the ensuing conversation.

2 Measures

In this paper, we use adaptation measures at two levels, linguistic alignment and pragmatic similarity. Linguistic alignment quantifies by how much conversation participants adapt their language patterns to those of their interlocutors. Studies differ in the kinds of patterns examined: Some approaches measure linguistic adaptation using Linguistic Inquiry and Word Count (LIWC) (Tausczik and Pennebaker, 2010; Danescu-Niculescu-Mizil et al., 2011), and some focus on functional words (Jones et al., 2014). Other approaches measure repetition of words or syntactic rules (Church, 2000; Dubey et al., 2005; Fusaroli et al., 2012; Gries, 2005; Reitter et al., 2006). We use Indiscriminate Local Linguistic Alignment (Fusaroli et al., 2012) to measure linguistic alignment in this paper. Pragmatic similarity, for the purposes of the present study, evaluates the degree of matching social support types in conversation messages. In the following, we will introduce these measures.

2.1 Linguistic Alignment Measures

In this paper, we implement Indiscriminate Local Linguistic Alignment (Fusaroli et al., 2012) at lexical and syntactic levels to evaluate linguistic alignment. Generally, it measures the repetition of linguistic patterns among messages in the same conversation.

To be specific, Lexical Indiscriminate Local Linguistic Alignment (LILLA) measures word repetition between between pairs of messages (Wang et al., 2014; Fusaroli et al., 2012). The messages, ordered by occurrence in a thread of messages, will be called prime post and target post, respectively. In this study, they will sampled from the Cancer Support Network corpus. Formally, LILLA is calculated as

$$LILLA(target, prime) = \frac{\sum_{\text{word}_i \in \text{target}} \delta(\text{word}_i)}{\text{length}(\text{prime}) \ast \text{length}(\text{target})}$$

where $\delta(\text{word}_i) = \begin{cases} 1 & \text{if } \text{word}_i \in \text{prime} \\ 0 & \text{otherwise} \end{cases}$

Syntactic Indiscriminate Local Linguistic Alignment (SILLA) is analogous to LILLA and measures repetition of syntactic rules between prime and target post pair, where $\text{length}(X)$ is the number of rules in post $X$. (Fusaroli et al., 2012; Wang et al., 2014).

2.2 Support Measures

As discussed above, emotional support and informational support are two most major support types in self support health communities (Wang et al., 2012; Rimer et al., 2005). Emotional support gives individual a feeling that s/he is cared for, or the facility of “understanding/empathy, encouragement, affirmation/validation, sympathy,
and caring/concern” (Bambina, 2007). Emotional support does not include information. Here is an example of emotional support in CSN: “I pray for you every night XXX.....and send you hugs and encouragement....you have the very BEST attitude and you must have a totally wonderful family. Love, XX”.

However, different from emotional support, informational support provides facts, advices and referrals (Bambina, 2007). Also, in our case, informational support only provides experience and information, without any emotional support. Another example of informational support in our data is: "I am having similar problem with sacrum and hip, however not ready for biopsy in those areas. If you can tolerate pain waiting for new drugs to come will be beneficial. a new drug palbociclib (PD-0332991) expected to receive FDA approval in April of 2015”.

In order to quantify the amount of one type of support in a reply post, we quantify the amount of one type of support (i.e. informational support, emotional support) in a comment post as support index Biyani et al. (2014), as follows: \( \text{Index}_{\text{type}} = \frac{\text{num}_{\text{type}}}{\text{num}_{\text{classified}}} \), which is the proportion of sentences of a specific type in a post.

We will predict the emotional support index, \( \text{Index}_{\text{emo}} = 1 - \text{Index}_{\text{info}} \) (for presentational reasons). The measure is produced automatically using the previously published classifier (Biyani et al., 2014).

3 Data Description

The data we use in this paper is from Cancer Survivor’s Network (CSN) (csn.cancer.org), which is the largest active online community for cancer survivors. The CSN contains more than 166,000 users and 41 sub-communities (Portier et al., 2013). Users in one sub-community have experienced the same primary disease, similar health issues, surgeries. Furthermore, many users express depression. Most of the discussions in CSN are goal-directed and support-oriented conversations, which attracted our attention. Users would like to exchange their experiences and emotions in facing these tough situations.

We used threads from two largest sub-forums in the CSN: Breast cancer and Colorectal cancer. These sub-forums contain posts from the period of June 2000 to October 2010. The majority of posts in the breast cancer sub-forum are from female members, while most posts in the colorectal cancer sub-forum were authored by male patients. Thus, the two corpora are from relatively distinct, but representative user groups.

Mirroring the structure of other online communities, we refer to an initial post followed by a sequence of reply post as a thread. We treat the structure of these threads as a sequence of plain texts in temporal order, members often use a general “reply” button to initiate replies, even when such messages are direct replies to a post. Thus, more detailed post relationships within each thread are sparse and not very reliable. A discussion thread is represented as a sequence of posts, \( < P_0, P_1, \cdots, P_i, \cdots, P_n > \), where \( P_0 \) is called initial post, \( P_1 \) is called the first reply of one thread (simply called first reply) and the author of initial post is called the thread initiator. In most cases, the rest of replies provide help and emotional support to the thread initiator. The variable \( i \) is called the absolute position of post \( P_i \). Posts in which the thread initiator replies to his or her message are excluded (as thread initiator may not provide support to themselves). The number of replies in a thread (without the initial post) is called the length of that thread. Both sub-communities have similar distributions of thread length. 90% of threads in Breast Cancer forum and Colorectal Cancer forum are shorter than 23 and 19, respectively.

We used a binary sentence classifier described by Biyani et al. (2014), which classifies sentences as providing either emotional or informational support. The classifier was trained in that work on more than 1,000 hand-annotated sentences; annotators reached 89% initial agreement. The classifier uses a variety of features, including subjective and cancer-related words, part-of-speech, phrases indicating support types. It yields an F-measure of 0.840.

4 Method

We treat the first reply of a thread as the prime, and each following reply as a target; thus, we include several prime-target data points per thread.
Table 1: Data Distribution in Breast Cancer and Colorectal Cancer sub-forums in CSN

<table>
<thead>
<tr>
<th></th>
<th># of Users</th>
<th># of Threads</th>
<th># of Comments</th>
<th># of Comment Pairs</th>
<th>% of Users who have posted in both forums</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast Cancer</td>
<td>4,290</td>
<td>14,061</td>
<td>153,160</td>
<td>139,444</td>
<td>2.66%</td>
</tr>
<tr>
<td>Colorectal Cancer</td>
<td>2,348</td>
<td>13,282</td>
<td>125,527</td>
<td>112,602</td>
<td>4.85%</td>
</tr>
</tbody>
</table>

To address our first and second research questions, we fit a generalized linear mixed effects regression model with binominal kernel to predict the support index of a reply post given lexical and syntactical alignment measures, the support index in the first reply, post distance, number of sentences of that post and interactions terms among predictors in the thread. All the predictors in the model have been rescaled (but not centered).

4.1 Covariates

As a reminder, the model predicts the support index of a reply post (response variable) as a function of the following variables and interaction terms based on the previous work Wang et al. (2014). While the predicted informational support level is the sum of all predictors, pragmatic alignment is indicated as a positive correlation between the first reply’s information support index and the response variable (see Table 3).

First Reply Support Index: This variable measures the proportion of informational support sentences in the post. A positive estimate (β) would indicate positive correlation of support type between the posts.

Post Distance: The distance between the data point (current post) and first reply in the thread can be seen as a proxy for how much information has been discussed so far in this thread, or for how much time has elapsed between the posts. A large post distance indicates that a post is far away from the initial post. Distance is measured in number of posts, as this is the most informative number: dates and times are not indicative of when a member has actually read the posts. Distance is interesting in our context, as the priming effect decays rapidly, as shown previously for the case of this corpus (Wang et al., 2014).

Linguistic Alignment: As discussed in the previous section, we use two linguistic alignment measures, Linguistic Alignment (LILLA) and Syntactic Alignment (SILLA) to link the linguistic to support index. This main effect helps us address the second research question.

Number of Sentences: This variable approximates the complexity and the amount of information in a given post.

Interaction terms between first reply Support Index and Post Distance: The distance effect on pragmatic alignment would indicate a decay effect which is similar to decay previous observations for linguistic repetition (Reitter et al., 2006).

Interaction terms between first reply Support Index and Linguistic Alignment Measurement: To address our second research question, we measure the correlation between linguistic alignment and support matching.

Interaction terms between Linguistic Alignment and Post Distance: These two interaction terms evaluate a correlation between linguistic decay and support index, which follows the IAM’s cascade of alignment effects at different representational levels.

4.2 Experimental Settings

We treat predicting online social support as a generalized mixed effects linear regression with binominal kernel (e.g., Jaeger, 2008). Compared to other black-box machine learning algorithms, such as SVM, this model is directly interpretable. It predicts the probability of a message being emotional/informational support message using logit-link kernel. In this regression model, we also consider the effect of different threads. This is of concern because social support types in different posts influenced by various topics and authors of initial posts. Therefore, we employ a logistic
We use the lme4 R package (Bates et al., 2014). To evaluate the performance of drop one feature off models, we give conditional pseudo R-squared (pseudo R-sq), Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) (Burnham and Anderson, 2002). The conditional R squared shows the proportion of variance explained (Barto, 2014, using R package MuMIN). AIC and BIC are measures of the quality of logistic regression model of current dataset.

All results reported in Table 2 are produced from 10 random sub-sampling validation with 70% training and 30% testing splits of threads.

4.3 Experiment Results

Table 3 reports effect sizes and directions, and Table 2 gives the performance of the informational support index prediction using generalized mixed effects linear regression model with binomial kernel. In Table 2, it shows the pseudo R-squared, AIC and BIC of models for different set of features and the full model.\(^1\)

Overall, the full model which considers all the features we have listed out-performs other models. From the proportion of explained variable perspective (R-squared), it shows that the linguistic alignment and informational support index of the first reply are the two most important predictors, and increase a relatively larger proportion of variance explained in the model. Also, interaction terms considerably improve the model performance.

We rebuilt the model using the whole dataset in order to show and interpret effects of different predictors. The estimates and associated p-values given in Table 3 pertain to the two best models, predicting informational support index separately for the two sub-forums.

5 Discussion

Initially, we focus on the effect of the first reply support index addressing research question 1, whether online support provided by early responders

\(^1\)We use the AIC scores to select the best generalized mixed effects linear regression model with binomial kernel, since AIC score evaluates the model based on both goodness of fit and model complexity (Burnham and Anderson, 2002).
Table 3: Predicting Information Support Index

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Breast Cancer Sub Forum</th>
<th>Colorectal Cancer Sub Forum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>beta</td>
<td>SE</td>
</tr>
<tr>
<td>Intercept</td>
<td>-1.552</td>
<td>0.022</td>
</tr>
<tr>
<td>first reply Info Support Index</td>
<td>1.295</td>
<td>0.045</td>
</tr>
<tr>
<td>PostDistance</td>
<td>-0.351</td>
<td>0.051</td>
</tr>
<tr>
<td>Lexical Alignment</td>
<td>-29.369</td>
<td>2.180</td>
</tr>
<tr>
<td>Syntactic Alignment</td>
<td>0.989</td>
<td>0.266</td>
</tr>
<tr>
<td># of Sentence in the current post</td>
<td>7.464</td>
<td>0.243</td>
</tr>
<tr>
<td>Lexical Alignment × first reply Info Support Index</td>
<td>58.150</td>
<td>3.592</td>
</tr>
<tr>
<td>Syntactic Alignment × first reply Info Support Index</td>
<td>0.433</td>
<td>0.655</td>
</tr>
<tr>
<td>Post Distance × first reply Info Support Index</td>
<td>-0.114</td>
<td>0.113</td>
</tr>
<tr>
<td>Lexical Alignment × Post-Distance</td>
<td>-23.346</td>
<td>6.080</td>
</tr>
<tr>
<td>Syntactic Alignment × Post-Distance</td>
<td>0.256</td>
<td>0.702</td>
</tr>
</tbody>
</table>

Influences the support index of replies from later responders. According to the regression models in Table 3, the support index of the first reply is positively correlated with the support indices of the later replies in both datasets. In short, people align at the pragmatic level when it comes to overall communicative intent. The intent of the first reply is matched by the intent shown in future replies.

Similar to linguistic alignment effects, we also consider the post distance effect. Previous studies (Reitter et al., 2006) showed that strong syntactic adaptation diminishes in seconds in spoken dialogue corpora. This phenomenon also has been found for individual syntactic constructions in written and spoken language (see Pickering and Ferreira, 2008, for a review) and also in dialogues in online communities (Wang et al., 2014). In order to test and measure the effect of early messages on later messages, we examine whether support index has the same characteristic. There are two components to an answer. First, the regression model (Table 3) suggests that informational support index generally decreases by post distance. In other words, less informational support is given as discussions proceed. It is worthwhile to note that conversations shift towards emotional support in this support-oriented community. Does alignment decay by distance? This answer is given by the interaction between distance and support index of the first reply. Evidence for such decay is weak: we have no support for decay in the Breast Cancer case, and some decay ($\beta = -0.244, p = 0.057$) in the Colorectal Cancer forum.

Another notable result is how linguistic and pragmatic alignment interact. The LILLA measure quantifies lexical adaptation between messages. Lexical alignment is reliably indicative of emotional support (negative information support) in both forums. The reasons for this correlation may be found in properties of informational support in both datasets. Informational support provided at a later time is likely to include new information, introducing new words. Emotional support, on the other hand, implies more consistent word choice. Syntactic adaptation (SILLA) shows no effect of syntactic alignment on support index.

To address our second initial question, we also evaluate the relationship of linguistic and pragmatic alignment using interaction terms between Linguistic Alignment and first reply
Support Index. From a theoretical perspective and previous empirical results, we expect to see that adaptation is consistent across different linguistic choices: it may be due to a cascade of priming effects and joint situational understanding (Garrod and Pickering, 2009), joint languages (Fusaroli et al., 2012), and/or a cognitive (memory) process that is common to the different choices (Reitter et al., 2011). We find a strong positive interaction between lexical alignment and Informational Support Index in the first reply. This means that when first-reply (prime) and other-reply (target) align in terms of their kinds of social support, then they also tend to show much more lexical alignment. The same cannot be said for the syntactic level.

Linguistic adaptation is correlated with high-level alignment. In order to validate this theoretical effect on our corpora, we observe interaction effects between lexical alignment and the support type alignment. We caution the reader, however, that this interaction effect is expected given that our measure of support type is a function not least of word choices. Thus, these predictors are by no means independent. However, as stated before, lexical alignment also correlates with stronger emotional support. The interaction effect of lexical alignment and post distance, present in both datasets, suggests that in later portions of each thread, lexical alignment is no longer predictive of such emotional support.

To summarize, the observations of main effects suggest that the type of support provided by early responders on the thread positively influences the type of support provided by later responders in our data. That is, pragmatic adaptation based on support index exists in our data. Also, the observations provide clues that informational support messages are more likely to be provided at the beginning of the thread discussions.

Moreover, with regard to our research question 2, there is a correlation between some linguistic alignment measurements and support index. Naturally, these results are observational: taken by themselves, they suggest no causality. We make our argument solely because the hypotheses tested were motivated by theoretical predictions. Our results are compatible with a theoretical perspective that explains mutual understanding and successful communication as being aided by a cascade of priming or language adaptation effects (Pickering and Garrod, 2004).

6 Conclusion

Motivated by the large proportion of online social support in peer-to-peer support online communities, we quantify and predict online support in the thread-based conversations. In a regression model, we have considered multiple factors, such as previous messages, linguistic alignment, and complexity. The results point to alignment phenomena at a pragmatic level. Such alignment tends to coincide with alignment of word choices. Both of these results are, to our knowledge novel. The interpretation of our regression model is congruent with the interactive alignment theory (Pickering and Garrod, 2004).

From an applied perspective the models we fitted to the forum data could facilitate filters to display certain useful posts, or to improve ranking of search results after analyzing a specific users’ needs (i.e. providing results with high informational support index for seeking informational support). We believe that it might help health communities to improve user experience.
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Abstract

The “uniform information density” (UID) hypothesis proposes that language producers aim for a constant rate of information flow within a message, and research on monologue-like written texts has found evidence for UID in production. We consider conversational messages, using a large corpus of tweets, and look for UID behavior. We do not find evidence of UID behavior, and even find context effects that are opposite that of previous, monologue-based research. We propose that a more collaborative conception of information density and careful consideration of channel noise may be needed in the information-theoretic framework for conversation.

1 Introduction

Linguistic communication can be viewed from an information theoretic standpoint as communication via a noisy channel. If humans are approximately rational in their communications and the noisy channel model is appropriate, then we expect to see communication follow an approximately constant rate of information flow. This is the Uniform Information Density (UID) hypothesis.

Evidence in favor of UID has been found in many levels of language production. At the level of within-sentence context, there is clear evidence from phonology that speakers reduce more predictable sounds (Aylett and Turk, 2004; Aylett and Turk, 2006; Bell et al., 2003; Demberg et al., 2012), suggesting that they are giving more “air time” to less predictable material to equalize information density. And in syntax, speakers tend to drop optional materials (like the word “that” as a sentence-complementizer) in more predictable scenarios (Levy and Jaeger, 2007; Frank and Jaeger, 2008; Jaeger, 2010), again implying a process of allocating communication time relative to predictability. These effects appear in both monologues and dialogues, suggesting that local linguistic context shapes message complexity.

There is also some evidence for UID based on broader, discourse-level context. Genzel and Charniak (2002) showed that word-by-word complexity (measured by a standard n-gram language model) increases across sequences of sentences. They hypothesized that this increase was due to a corresponding increase in non-linguistic information that would make even more complex linguistic structures easier to predict. Follow-ups have shown that this same complexity increase effect is attested in different document types and across languages (Genzel and Charniak, 2003; Qian and Jaeger, 2012). However, these studies draw almost exclusively from long, well-structured written texts that function as monologues from writer to reader.

This leaves an important gap in these tests of the UID hypothesis: little work has looked at the influence of discourse-level context on information structure in interpersonal dialogue, the archetype of human linguistic communication. With the exception of one preliminary study that provided a partial replication of the original complexity increase effect using the Switchboard corpus (Vega and Ward, 2009), to our knowledge no work has explored how the broader dynamics of conversation interact with UID.
The present study applies information-theoretic analysis to a corpus of social media microblog posts that include a large number of natural dialogues. Surprisingly, we do not see clear evidence of the UID hypothesis in these dialogues. Instead, we propose that differences in the discourse-level structure of conversation compared to monologues, such as the desire to establish that mutual understanding has been reached, may interfere with attaining UID in the standard formulation. A more collaborative view of UID, encompassing content generation and grounding (Clark and Schaefer, 1987), may be needed to fully represent conversational structure.

1.1 Conversations, context, and content

One common motivation for the UID hypothesis is a rational analysis based on a noisy-channel model of communication (Levy and Jaeger, 2007). In the noisy-channel analysis, the amount of noise in the channel sets an optimal value for information density to obtain fast, error-free transmission. For a noisy-channel model, the amount of noise in the channel sets an optimal value for information den-

sity to obtain fast, error-free transmission. For a noise level \( \alpha \), we will refer to the optimal information content per discourse unit \( Y_i \) as \( H_\alpha(Y_i) \). Discourse units, depending on the analysis, range from syllables to whole documents; in our analyses, we focus on words and tweets as our discourse units.

In the course of a message, as argued by Genzel and Charniak (2002), the actual information content per discourse unit is predicted by the entropy of the random variable \( X_i \), representing the precise word choice or choices within the discourse unit, conditioned on the available context. The precise extent of this context is difficult to pin down.

We estimate context for our studies by thinking in terms of the **common ground** that a rational speaker believes to exist, given the expected audience of their message. Common ground is defined as the knowledge that participants in a discourse have and that participants know other participants have, including the current conversational context (Clark, 1996). This common ground can be built from a combination of linguistic and non-linguistic context, including previous messages within the discourse, preceding interactions between the conversation participants, and world knowledge.

To formalize this relationship, let \( C_i \) be the common ground that exists prior to the production of discourse unit \( Y_i \), and let \( \alpha \) be the expected noise level in the channel that \( Y_i \) is transmitted through. Then optimality within a noisy channel model predicts that the noise-dependent optimal information rate \( H_\alpha(Y_i) \) is related to the actual information rate as follows:

\[
H_\alpha(Y_i|C_i) = H(X_i) - I(X_i; C_i) \quad (1)
\]

Here, \( H(X_i) \) is the apparent decontextualized entropy of the discourse unit independent of the common ground. This quantity is often estimated from a language model that uses only local context, not higher-level discourse context or common ground. We use a trigram Markov model in this study.

\( I(X_i; C_i) \) is the mutual information of the discourse unit random variable \( X_i \) and the common ground \( C_i \)—essentially how much more predictable the next discourse unit becomes from knowing the common ground. Common ground is difficult to quantify—both in the particular datasets we consider and more generally—so we rely on the assumption that more common ground is correlated with greater mutual information, as in Genzel and Charniak (2002).

Then, based on this assumption, Eq. 1 allows us to make two UID-based predictions. First, as channel noise increases, transmission error should increase, which in turn should cause the optimal information transfer rate \( H_\alpha(Y_i) \) to decrease. Thus, to maintain equality with rising noise, the apparent entropy \( H(X_i) \) should decrease. This prediction translates into communicators “slowing down” their speech (albeit in terms of information per word, rather than per unit time) to account for increased errors.

Second, as common ground increases, \( I(X_i; C_i) \) should increase. To maintain equality with rising common ground, \( H(X_i) \) should thus also increase, so as not to convey information slower than necessary. This prediction translates into communicators “going faster” (e.g., packing more information into each word) because of an assumption that listeners share more common ground with them.
1.2 The current study

We take advantage of the conversational structure of the popular social media microblogging platform Twitter (http://twitter.com) to test these predictions. Twitter allows users to post 140 character “tweets” in a number of different conversational contexts. In particular, because some tweets are replies to previous tweets, we can use this reply structure to build conversational trees, and to track the number of participants. In addition, specific choices in tweet production can affect what audience is likely to see the tweet. These variables are discussed in depth in Section 2.2.

To test the entropy effects predicted by Eq. 1, we first examine different types of tweets that reach different audience sizes. We then restrict our analysis to reply tweets with varying audience sizes to analyze audience size independently of noise. Finally, we look at the effects of common ground (by way of conversation structure) on tweet entropy. Contrary to previous UID findings, we do not see a clear increase in apparent entropy estimates due to more extensive common ground, as had been found in previous non-conversational work (Genzel and Charniak, 2002; Qian and Jaeger, 2012; Doyle and Frank, 2015).

We propose two factors that may be influencing conversational content in addition to UID factors. First, achieving conversational goals may be more dependent on certain discourse units that carry low linguistic informativity but substantial social/conversational importance. Second, considering and adapting to two different types of noise—message loss and message corruption—may cause tweeters to make large-scale decisions that overwhelm UID effects.

2 Corpus

Randomly sampling conversations on a medium like Twitter is a difficult problem. Twitter users routinely use the medium to converse in smaller groups via the mention functionality (described in more detail below). Yet such conversations are not uniformly distributed: A random sample of tweets—perhaps chosen because they contain the word “the” or a similarly common token (Doyle, 2014)—yields mostly isolated tweets rather than complete dialogues. Dialogues depend on users interacting back and forth within communities.

2.1 Seed strategy

To sample such interactions, we developed a “seed” strategy where we identified popular Twitter accounts and then downloaded a large sample of their tweets, then downloaded a sample of the tweets of all the users they mentioned. This strategy allowed us to reconstruct a relatively dense sample of dialogues (reply chains).

We began by choosing a set of 14 seed Twitter accounts (Table 1) that spanned a variety of genres, were popular enough to elicit replies, and interacted with other users often enough to build up a community.

To build conversations, we needed to obtain tweets directed to and from these seed users. For each seed user, we downloaded their last 1500 tweets, extracted all users mentioned within those tweets, and downloaded each of their last 1500 tweets. To capture tweets that failed to start conversations with the seed users, we also added the last 1000 tweets mentioning each seed user’s handle. Tweets that appeared in multiple communities were removed. Each reply contains the ID of the tweet it replies to, so we could rebuild conversation trees back to their roots, so long as all of the preceding tweets were made by users in our communities.

<table>
<thead>
<tr>
<th>Seed Users</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>@camerondallas</td>
<td>Youtube stars</td>
</tr>
<tr>
<td>@rickyypdillon</td>
<td></td>
</tr>
<tr>
<td>@edsheeran</td>
<td>Musicians</td>
</tr>
<tr>
<td>@yelyahwilliams</td>
<td></td>
</tr>
<tr>
<td>@felixsalmon</td>
<td>Journalists</td>
</tr>
<tr>
<td>@tanehisicoates</td>
<td></td>
</tr>
<tr>
<td>@jahimes</td>
<td>Politicians</td>
</tr>
<tr>
<td>@jaredpolis</td>
<td></td>
</tr>
<tr>
<td>@leezeldin</td>
<td>Economists</td>
</tr>
<tr>
<td>@larrymishel</td>
<td></td>
</tr>
<tr>
<td>@paulnvandewater</td>
<td></td>
</tr>
<tr>
<td>@neiltyson</td>
<td>Scientists</td>
</tr>
<tr>
<td>@profbriancox</td>
<td></td>
</tr>
<tr>
<td>@richardwiseman</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Seed users for our dataset.
2.2 Conversation structure and visibility

Twitter conversations follow a basic tree structure with a unique root node. Each tweet is marked as a reply or not; for replies, the user and tweet IDs of the tweet it replies to is stored. Each tweet can be a reply to at most one other tweet, so a long conversation resembles a linked list with a unique root node. “Mentions,” the inclusion of a username in a tweet, are included in tweets by default throughout a conversation unless a tweeter chooses to remove some of them, so tweets deep in a conversation may be primarily composed of mentions rather than new information.

After some processing described below, our sampling process resulted in 5.5 million tweets, of which 3.3 million were not part of a conversation (not a reply, and received no replies). Within this data, we found 63,673 conversations that could be traced back to a root tweet, spanning 228,923 total tweets. Unfortunately, Twitter only tracks replies up a tree, so while we know with certainty whether a tweet is a reply (even if it is to a user outside our communities), we do not know with certainty that a tweet has received no replies, especially from users outside our communities. If anything, this fact makes our analyses conservative, as they may understate differences between reply and non-reply tweets. The remaining 2 million tweets were replies whose conversations could not be traced back to the root.

2.3 Information content estimation

To estimate the information content of a tweet, we first tokenized the tweets using Twokenizer (Owoputi et al., 2013). We then removed any number of mentions at the beginning or end of a tweet, as these are usually used to address certain users rather than to convey information themselves. (Tweets that only contained mentions were removed.) Tweet-medial mentions were retained but masked with the single type [MENTION] to reduce sparsity. Links were similarly masked as [URL]. Punctuation and emoji were retained. We then built trigram language models using SRILM with default settings and Kneser-Ney discounting. Types with fewer than 5 tokens were treated as out-of-vocabulary items.

For each community, the training set was the set of all tweets from all other communities. This training set provides tweets that are contemporaneous to the test set and cover some of the same topics without containing the same users’ tweets.

3 Analyses

We describe the results of three sets of analyses looking at the influence of audience size and available context on apparent tweet entropy. The first examines the effect of expected audience size at a coarse level, comparing tweets directed at a small subset of users, all one’s followers, or the wider realm of a hashtag. The second examines the effect of finer differences in known audience size on apparent informativity. The third examines the effects of conversational context and length on informativity.

3.1 Expected audience size

First, we consider three different types of tweets and their expected audience size. Tweets whose first character is a mention (whether or not it is a reply) do not show up by default when browsing a user’s tweets, unless the browser follows both the tweeter and first-mentioned user. We will refer to these as “invisible” tweets as they are invisible to followers by default. A tweeter making an initial-mention tweet thus should expect such a tweet to have a relatively limited audience, with a focus on the mentioned users.

On the other side, a hashtag serves as a categorization mechanism so that interested users can discover new content. Hashtags are often used to expand the potential audience for a tweet to include the feeds of users tracking that hashtag, regardless of whether they follow the original tweeter, and so a tweeter using a hashtag should expect a larger audience than

---

2 This behavior varies slightly depending on what application is used to view Twitter. On the website, mention-first tweets do not appear in lists and only appear after clicking the 'tweets & replies' option on a timeline. On the Twitter mobile app, mention-first tweets appear by default on a timeline but still not in lists.

3 Some Twitter users consciously manipulate audience using these markers: many tweets have an initial period or other punctuation mark to prevent it from being hidden. Some users routinely switch between initial-mention replies and “dot”-replies in the course of a conversation to change the audience, presumably depending on their estimate of the wider relevance of a remark.
normal. Finally, we have baseline tweets which contain neither mentions nor hashtags and whose expected audience size is approximately one’s followers.

Intuitively, common ground is higher for smaller audiences. It should be highest for the invisible tweets, where the audience is limited and has seen or can readily access the previous tweets in the conversation. It should be lowest for the hashtagged tweets, where the audience is the largest and will likely contain many users who are completely unfamiliar with the tweeter. If contextualized UID is the driving force affecting information content, then the invisible tweets should have the highest entropy and hashtagged tweets should have the lowest.

In this analysis, we use the full 5.5 million tweet database. Figure 1 plots the entropy of tweets for these three audience sizes. Per-word and per-tweet entropy both significantly increase with expected audience size \((p < .001 \text{ by likelihood-ratio test})\), the opposite direction of our prediction. We discuss this finding below in the context of our next analyses.

### Table 2: Example tweets from each category.

<table>
<thead>
<tr>
<th>Type</th>
<th>Tweet</th>
<th>Per-word entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>invisible</td>
<td>[MENTION] [MENTION] this is so accurate tho</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td>[MENTION] can you come to my high school ? :3</td>
<td>7.61</td>
</tr>
<tr>
<td></td>
<td>[MENTION] Hi Kerry , Please send us your email address in order to discuss this matter further . Thanks !</td>
<td>8.58</td>
</tr>
<tr>
<td>baseline</td>
<td>post your best puns in the comments of my latest instagram photo : [URL]</td>
<td>7.44</td>
</tr>
<tr>
<td></td>
<td>I wish I could start a blog dedicated to overly broad and sweeping introductory sentences</td>
<td>9.98</td>
</tr>
<tr>
<td></td>
<td>this new year’s eve in NYC , keep an eye peeled 4 Sad Michael Stipe . [URL] already found him : [URL]</td>
<td>7.17</td>
</tr>
<tr>
<td>hashtagged</td>
<td>I will probably be quitting my job when #GTAV comes out</td>
<td>7.63</td>
</tr>
<tr>
<td></td>
<td>#UMAlumni what is the number one thing graduating seniors should know ? #MGoGrad</td>
<td>6.80</td>
</tr>
<tr>
<td></td>
<td>Brilliant interactive infographic : shows cone of uncertainty for #climate-change [URL] #howhotwillitget</td>
<td>12.1</td>
</tr>
</tbody>
</table>

Figure 1: Per-word (left) and per-tweet (right) entropy are higher for tweets with larger expected audience size. Error bars (in some cases smaller than plotting marker) show by-user 95% confidence intervals.

### 3.2 Known audience size

The results from expected audience size in Section 3.1 have a potential explanation: different tweet types are received and viewed in different ways, which may encourage different kinds of communicative behavior. Tweets with mentions are highly likely to be seen by the mentioned user (unless the mentioned user is very popular), whereas the likelihood of a given hashtagged tweet being seen through the hashtag-searching mechanism is very low. This uncertainty about audience may lead a rational tweeter to package information into tweets differently: they may include more redundant information across tweets when the likelihood of any

---

\(^4\)Not all hashtags are intended for categorization; some are used for emphasis or metalinguistic comment (e.g. #notmyfavoritetea, #toomuchinformation). These comments are probably not intended to broaden the tweet’s audience. The presence of such hashtags should, if anything, cause our analysis to underestimate variability across audience types.
Figure 2: Per-word entropy of tweets with different numbers of mentions and different visibility. Invisible tweets’ entropy increases with mentions, while visible tweets’ entropy decreases. Logarithmic fits with 95% confidence intervals; x-axis is log-scaled.

To assess audience size effects in a more controlled setting, we look at invisible tweets with varying numbers of mentions. Invisible tweets provide a quantifiable audience size; those with few mentions have a smaller audience than those with more mentions. Visible tweets, on the other hand, have approximately the same audience size regardless of the number of mentions, since all of a user’s followers can see them. Visible mentions can be used for a wide range of discourse functions (e.g., self-promotion, bringing one’s followers into an argument, entering contests), and so we do not have a clear prediction of their behavior. But invisible mentions should, under the UID hypothesis, show decreased common ground as the number of conversation participants grows and it is harder to achieve consensus on what all participants know.

Figure 2 shows that the per-word entropy of invisible tweets goes up with the logarithm of the number of mentions. We look only at tweets with between one and five mentions, as invisible tweets must have at least one mention, and five mentions already substantially cut into the 140-character limit.\footnote{Usernames can be up to 15 characters (plus a space and an symbol per mention); even if each username is only 7 characters, five mentions use almost one-third of the character limit.} This leaves 1.4 million tweets.

The fact that invisible tweet entropy increases with number of mentions, even as visible tweet entropy decreases, suggests that audience size is having an effect. However, this effect is causing entropy to increase as common ground should be decreasing due to the larger number of conversation participants. Furthermore, this effect is not driven by reply level (Sect 3.3); there is a significant increase ($p < .001$) in explanatory power from adding number of mentions to a mixed-effects model with fixed-effects of reply level and a by-user random intercept.

3.3 Reply level and conversation length

We next turn to our second UID prediction: that information content should increase as common ground increases. As common ground is assumed to increase in dialogues (Clark, 1996), we thus predict that Twitter conversations should show increases in
information content that scale with reply level, the number of replies between the current tweet and the conversation root. Such a result would constitute a replication of Genzel and Charniak (2002) in the discourse context, and would confirm preliminary results on the Switchboard corpus by Vega and Ward (2009). As is clear from our analysis below, that is not what we found.

Figure 3 plots mean perplexities for different reply levels and conversation lengths, with confidence intervals based on by-user means. Increasing the reply level decreases the information content of the tweet, while increasing the conversation length increases the information content.

We fit a linear mixed-effects regression model to per-word and per-tweet perplexity. Control factors were the logarithm of the tweet reply level and the logarithm of the conversation length, along with a separate binary variable for whether the tweet was part of a conversation at all, and random by-user intercepts. Both log reply level and log conversation length had significant effects by likelihood-ratio tests.

Log reply level had negative effects on per-word and per-tweet perplexity (per-word: \(-0.341 \pm 0.009\); per-tweet: \(-39.6 \pm 0.3\); both \(p < .001\)). Log conversation length had positive effects on per-word and per-tweet perplexity (per-word: \(0.285 \pm 0.010\); per-tweet: \(35.1 \pm 0.3\); both \(p < .001\)).

To summarize these effects, all conversations lose entropy as they go along, and tweets that start longer conversations tend to have higher entropy to start. Whereas previous work has suggested that messages become more unpredictable as context builds up, Twitter conversations appear to shift to more predictable messages as context builds up, and seem to go until messages get sufficiently predictable. We discuss these results below.

4 General Discussion

Previous work supports the UID hypothesis that rational communicators adjust their messages so as to spread information as uniformly as possible in response to local context (Aylett and Turk, 2004; Levy and Jaeger, 2007), as well as to discourse-level context in monologic writing (Genzel and Charniak, 2002; Qian and Jaeger, 2012).

Our current work synthesizes these two bodies of work by looking for evidence of discourse-level UID effects in a large corpus of Twitter conversations, including dialogues and many-party conversations. Contrary to expectations, we failed to find UID effects; in fact, we often found information rate increasing when context changes would have predicted decreasing information rates. Specifically, we found that messages to smaller audiences, which should have lower noise and greater context and hence higher information density, actually have lower information density than messages to larger, noisier, and less context-sharing audiences. Furthermore, we found that later messages within a reply chain, which should have greater context, have less information. This last result is especially surprising because UID context effects have been repeatedly found in less conversational texts.

So should we give up on UID? While our results were unexpected, as we discuss below, we believe that they instead encourage more reflection on how speakers conceptualize information for conversational UID. We consider two aspects of these conversations: first, that the collaborative nature of conversation introduces rational uses for messages with low (lexicosyntactic) information density; second, that rational behaviors resulting from the nature of noise in social media communication complicates our evaluations of UID.

4.1 Information in terms of contributions

Why do Twitter conversations look different from the increasingly-informative texts studied in previous work? For one, our dataset contains true conversations, whereas almost all of the sentence-level context informativity results were based on single-author texts.

In monologues, there is neither an ability nor a need to check that common ground has been established. Participants in a conversation, though, must both produce content and establish grounding (Clark and Schaefer, 1987). Participants employ many methods to establish grounding, including backchannels (Yngve, 1970; Schegloff, 1982; Iwasaki, 1997), which have little lexicosyntactic information but provide crucial turn-taking and grounding cues.

Dialogues are often reactive; for instance, a re-
ply may be a clarification question, such as this reply in our dataset: [MENTION] What do you mean you saw the pattern? Such replies are typically shorter and more predictable than the original statement, and are often part of adjacency or coordinate pairs (Schegloff and Sacks, 1973; Clark and French, 1981), where one participant’s utterance massively constrains the other’s next utterance. Such pairs cover a wide range of low-entropy messages that are likely to appear in multi-party conversation but not in monologic text, including question-and-answers, offer-and-acceptances, and goodbyes.

As a result, Clark and Schaefer (1987) argue for a collaborative view of conversation structure, with conversations best viewed not as a series of utterances but as a series of contributions—sets of utterances that, combined, both specify some new content and establish it as part of the common ground. UID as a rational behavior is based on the idea that a rational speaker seeks to maximize linguistic information transfer, which would seem to be the primary goal during the content-specification portion of a contribution. During the grounding portion of a contribution, though, the primary goal is likely to be to establish common ground as quickly as possible. This goal is potentially more complex, as it depends on a variety of factors including the quality of the content-specification portion. If the content specification was simple and clear, grounding can be achieved with low-entropy backchannels (mm-hmm, right, etc.); if it was complex or unclear, grounding will require more messages and greater message entropy.

Furthermore, conversations may contain exchanges that have little linguistic context but serve important social ends. Many response tweets in our dataset are single, common words (haha, lol) or emoji/emoticons. These provide important emotional information in a very low lexicosyntactic entropy package, much as a backchannel or metalinguistic cue (e.g., a smile) might in face-to-face conversation. This suggests that the information measure within UID may not be strictly based on literal lexicosyntactic information but rather a combination of linguistic and metalinguistic information.

In sum, this conception suggests that in discourse, UID may operate as usual for parts of a contribution, but not necessarily throughout it. Rational conversational behavior may resemble an error-checking system in which UID may be observed at a contribution-by-contribution level.

4.2 Multiple types of noise

In most of the previously-studied genres, the authors of the texts could reasonably expect their readers to be both focused and unlikely to stop while reading. Tweets, however, are often read and responded to while doing other tasks, reducing focus and increasing disengagement rates. Interestingly, the one genre where Genzel and Charniak (2003) found a negative effect of sentence number on informativity was tabloid newspapers, where readers are likely to be distractable and disengaged.

It may be that Twitter requires an idiosyncratic adjustment to the noisy-channel model: perhaps the locus of the noise in tweets should not be in comprehension of the tweet per se (or at least not exclusively on comprehension). Instead, the main source of noise for Twitter users may be whether a reader engages with the tweet at all. Many Twitter users follow an enormous number of users, so outside of directed mentions and replies, there is a substantial chance that any given tweet will go unread by the larger part of its intended audience.6

The decreases we observed may have to do with users optimizing the amount of information content relative to the likelihood of an audience-member seeing more than one message. For tweets that go the largest audience, it is unlikely that multiple tweets would all be seen; thus it makes more sense to send information-rich tweets that can stand alone. In contrast, for replies, the intended audience should notice each sent tweet.

Evidence in favor of the conversation- or noise-based explanation could be obtained by comparing the Twitter reply chain effects against a corpus of conversations in which message reception is essentially certain, as in person-to-person chat logs (e.g., Potts 2012). If noise at the message level accounts for the anomalous Twitter behavior, then

6As a result, tweeters often create tweets that include their own context; for instance, a reply may quote part of its preceding tweet, or a user may talk about a recent event and include an explanatory link. This example from the corpus does both: Pls help if you can! RT [MENTION]: Henry broke his foot [URL] Please donate: [URL].
chat logs should show the UID effect of increasing entropy through the conversation. If turn-taking or meta-linguistic discourse functions drive it, chat logs would show decreasing entropy, as in our data.

4.3 Conclusions

We tested the Uniform Information Density hypothesis, which has been robustly demonstrated in monologue-like settings, on dialogues in Twitter. Surprisingly, we failed to find the predicted effects of context within these dialogues, and at times found evidence for effects going in the opposite direction. We proposed that this behavior may indicate a crucial difference in how information flow is structured between monologues and conversations, as well as how rational adaptation to noise manifests in different conversational settings.
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Abstract

In conversation, speakers tend to echo the linguistic style of the person they are interacting with. This paper contributes to a body of work that addresses how this linguistic style coordination is affected by the social context in which the interaction occurs. In particular, we investigate the effect that an agent’s social network centrality has on the coordination exhibited in replies to their utterances. We find that linguistic coordination is positively correlated with social network centrality and that this effect is greater than previous results showing a similar connection between status-based power and linguistic coordination. We conjecture that the social value of coordination may reside in the wish to conform to the linguistic norms of a community.

1 Introduction

In communicative contexts, there is more to language use than the individual processing of representations. When two or more interlocutors take part in a conversation, they engage in a joint activity — a type of social interaction that requires an intricate level of interpersonal coordination. This often leads to interlocutors converging on similar patterns of language use, including phonetic production (Kim et al., 2011; Babel, 2012), lexical choice (Brennan, 1996), use of function words (Niederhoffer and Pennebaker, 2002), and of syntactic constructions (Pickering and Ferreira, 2008).

It is a matter of debate what mechanisms give rise to the observed convergences and whether different factors may simultaneously and complementarily be at play. For instance, the “collaborative” approach led by Clark (1996) considers that adaptation or entrainment is mainly motivated by the communicative need to reach mutual understanding, which leads to speakers reasoning about their common ground (Clark and Murphy, 1982; Brennan and Clark, 1996; Brennan and Hanna, 2009). In contrast, Pickering and Garrod (2004) have argued that stimulus-response priming is the key mechanism underlying alignment of representations in conversation (Branger et al., 1995; Pickering and Garrod, 2006; Reitter and Moore, 2014). Yet, within social psychology researchers have emphasised the role of social processes and goals as triggers of linguistic “imitation” (Shepard et al., 2001; Giles, 2008; Babel, 2012).

In this paper, we contribute to this latter line of research by investigating the effects of social factors on linguistic coordination. In particular, we exploit notions of network centrality from Social Network Analysis (Wasserman, 1994) to study the extent to which an individual’s position in a social network is connected to differences in linguistic adaptation observed within a community. We use online discussions amongst Wikipedia1 editors as our case study, leveraging a corpus compiled by Danescu-Niculescu-Mizil et al. (2012), who found that the social status of editors (whether they have the role of administrator) is relevant to explain the patterns of linguistic coordination observed in this online community. In the present study we show that network centrality factors (which are largely implicit) also bear on linguistic coordination in this scenario, largely independently of explicit social status.

1https://www.wikipedia.org
The paper proceeds as follows: In Sections 2 and 3, we introduce key notions related to socially-driven linguistic coordination and social network analysis, respectively, and review related work in these areas. In Section 4, we put forward our working hypotheses. The experimental setup and the particular measures we use to test these hypotheses are described in Section 5. In Section 6, we present our results in detail. Finally, we conclude in Section 7 with a discussion of the implications of these results.

2 Socially-Driven Linguistic Coordination

The influence of social factors on how we linguistically communicate with each other has been studied, amongst others, by sociologists working within the framework of Conversation Analysis (Atkinson and Drew, 1979; Heritage, 2005) and by social psychologists employing more quantitative approaches such as Communication Accommodation Theory (Giles, 2008). CAT claims that linguistic adaptation is motivated by individuals’ aim to be socially accepted and to negotiate the social distance that separates them from their interlocutors (increasing, maintaining, or decreasing it). Such adaptation can take place at different levels: pitch, vocabulary, gestures, etc. (Giles et al., 1991). An approach in this direction has been put forward by Pennebaker and colleagues, who focus on style matching, in particular the matching of function words such as pronouns, articles, and quantifiers (Chung and Pennebaker, 2007). For instance, it has been shown that function word matching in speed dating conversations predicts relationship initiation and stability (Ireland et al., 2011) and that it is indicative of relative social status between interlocutors (Niederhoffer and Pennebaker, 2002). An advantage of focusing on function words is that their choice is genuinely stylistic, i.e. not directly related to the topic of the conversation and thus largely domain independent.

Linguistic style matching has been exploited by Danescu-Niculescu-Mizil et al. (2012) to investigate power differences in two domains: the community of Wikipedia editors and the U.S. Supreme Court. The authors found that power differences between interlocutors bear upon the degree to which a speaker echoes the linguistic style of the addressee to whom they are responding. In the Wikipedia domain (which is the most relevant for our own study), it was observed that speakers tend to linguistically coordinate more with editors who have the role of administrator. Adminship confers a certain authority since these editors can block user accounts and protect or delete Wikipedia pages. Therefore admins have a higher social status than other editors (non-admins), which endows them with status-based power.

We examine the same corpus of textual conversational exchanges amongst Wikipedia editors, but in addition to status-based power, we consider linguistic style coordination in relation to an individual’s position in a social network structure. In particular, we investigate the effect that a speaker’s network centrality has on how much other individuals coordinate with her linguistically.

3 Importance in Social Network Structure

A social network is a graph model of a community where nodes represent individuals (of some kind) and edges represent links between those individuals. Edges may be weighted to capture the strength of certain links or directed to represent asymmetrical relationships. Given a social network, one may extract information about how important an individual is in the community. Importance is of course a slippery notion. Which individuals are important depends on what it means to be important in a particular community and how these criteria are encoded in the network model. Network centrality is a family of measures that attempt to capture importance by assigning a numerical value to each node based on its position in the network structure. We shall consider two measures of network centrality, which will be defined in Section 5.3.

High centrality might be seen as a source of power (be it status-based or of some other kind), but this is not always so. A case in point are exchange networks: An exchange network is one where social relations involve the exchange of valued commodities, be they physical, like goods and services, or less tangible, like affection or information. In such networks, power often increases with access to non-central individuals who have less choice in partners. 

for exchange. In such situations it may present a power advantage not to be centrally located (Cook et al., 1983). Regardless of whether importance corresponds to high or low centrality values in a particular social community, network centrality certainly does not confer any institutionalised title or explicit authority. For this reason we consider centrality as related to implicit social power, to be considered in parallel with status-based power.

The ease with which social network structure can be extracted from online communities has made network analysis of such communities a very active method of research in different fields concerned with social interaction at large, not necessarily with language (Chakrabarti, 2003; Guha et al., 2004; Leskovec et al., 2010). In sociolinguistics, however, the effect of network structure on language had been observed long before the prevalence of the Internet. Sociolinguists have examined the relationship between social network features and aspects of linguistic variation and change to draw conclusions on how the linguistic behaviour of individuals reflects their membership in small-scale social clusters (Milroy, 1987; Milroy and Milroy, 1997). For example, Eckert (1988) considers the effects of the social network of suburban Detroit area adolescents on their susceptibility to phonological innovations. She argues that linguistic change can be better explained by features of the social network than by unstructured demographic data and that alignment of linguistic styles is an important factor in maintaining acceptance in a rapidly developing social structure.

Thanks to the ubiquity of the Internet, it is now possible to apply social network analysis techniques to address sociolinguistic concerns to much larger amounts of linguistic data than ever before. Here we exploit this opportunity, in particular the availability of interactional data from a rich online community such as the Wikipedia editors. Although Wikipedia has been used as a testbed to study the connection between structural network properties and factors such as contentious topics (Laniado et al., 2011), quality improvement of Wikipedia articles (Kittur and Kraut, 2008) or editing activity (Crandall et al., 2008), to the best of our knowledge this is the first study that investigates the links between social network features of this community and linguistic style coordination amongst its members.

4 Hypotheses

We investigate the following three hypotheses that relate linguistic style coordination to the concept of social network centrality:

H1. Speakers coordinate more towards individuals that occupy more central social positions.

H2. Individuals in more central social network positions tend to possess status-based power.

H3. The effect hypothesized in H1 holds independently of any effect observed in relation to H2.

While we are primarily interested in the relationship between linguistic coordination and network centrality, we do so in a context where something is known about the status-based power born by individuals: We have access to the adminship role of editors and editors themselves are aware of the admin status of other users. We expect to find that social network centrality correlates with status-based power, i.e., that individuals at the centre stage of the community are more likely to be admins (H2). With this in mind, we would like to separate the effect of status-based power on coordination from that of implicit centrality-based power (H3). Given that linguistic style coordination correlates with status-based power (Danescu-Niculescu-Mizil et al., 2012), it is not enough simply to show that it also correlates with network centrality (H1) since such a result may be wholly explained by status-based power as a confounding factor.

5 Experimental Setup

In this section we describe the corpus used in our experiments and define the measures of linguistic coordination and network centrality that we compute from the data.

5.1 Data

The Wikipedia Talk Page Conversations Corpus consists of a collection of exchanges from Wikipedia editors’ user talk pages. A talk page, as opposed to a Wikipedia article, is a page for discussion between

3There is a symbol identifying admins as such on their Wikipedia user page, although it is worth noting that no such identifying marks are visible where discussions take place.
editors that is not part of the content of Wikipedia. User talk pages, which are not associated with a particular article, tend to feature more community-oriented discussions.\(^4\)

The corpus contains information on 26,397 users, including whether or not the editor is a Wikipedia administrator (an admin). There are 1,825 admins. Each utterance (or post) is annotated with metadata including the username of the editor who made the post and which previous contribution it is a reply to (if any). Of 391,294 total posts in the corpus, we consider a subset of 342,800 that were made by users whose admin status is known (i.e., by one of the 26,397 for whom we have metadata). The corpus was collected in August 2011 and made available by Danescu-Niculescu-Mizil et al. (2012).\(^5\)

We derived a weighted network structure from the corpus as follows: A node was created for each individual. Undirected, weighted edges were formed between editors based on the number of direct replies between them. An edge with weight \(w\) between user \(a\) and user \(b\) indicates that \(w\) is the total number of times user \(a\) replied to a post of user \(b\) or visa versa. The edges in this model are intended to represent the degree to which two users know each other (as members of the Wikipedia editors’ community). The talk page is the locus of an editor’s involvement in Wikipedia as a community. The rationale for our edge definition is that \(a\)’s reply to \(b\)’s contribution is directed at \(b\) as a member of the community. The more that \(a\) and \(b\) reply to one another, the better connected they are in the network.

The resulting network was pruned to its largest connected component such that there is a path between every pair of nodes. Pruning eliminated 575 users from 556 different disconnected components (mostly singletons). The final network consists of 25,822 nodes and 103,992 edges with an average weight of 3.3.

### 5.2 Linguistic Coordination Measures

We want to measure how much participants align their language with that of the interlocutors to whom they are immediately replying. Following Danescu-Niculescu-Mizil et al. (2012), we use the presence of a word in a particular category of function words as linguistic style markers. We consider the same eight categories of functional markers as these authors: quantifiers, personal pronouns, impersonal pronouns, articles, auxiliary verbs, conjunctions, prepositions, and adverbs. However, while Danescu-Niculeascu-Mizil and colleagues use the markers provided by the commercial text analysis software LIWC (Pennebaker et al., 2007),\(^6\) we compiled our own list of markers for each of these eight categories using freely available frequency lists of part-of-speech classes from the British National Corpus (Burnard, 2000).\(^7\) We took the most common words for each relevant POS (manually filtering out any content words) to match the length of the LIWC category lists reported in the software documentation.\(^8\)

Linguistic style coordination quantifies the degree to which an agent \(b\) immediately echoes the linguistic style of agent \(a\). We use the linguistic style coordination measure \(C^m(b,a)\) defined by Danescu-Niculeascu-Mizil, et al. (2012), where the coordination of \(b\) (the speaker) towards \(a\) (the target) with respect to a marker \(m\) encodes how much \(a\)’s use of \(m\) increases the probability that \(b\) will use that marker in her reply to \(a\), relative to the overall frequency of \(m\) in \(b\)’s replies to \(a\):\(^9\)

\[
C^m(b,a) = P(E^m_{ub} | E^m_{ua}) - P(E^m_{ub})
\]

where \(E^m_{ua}\) indicates that utterance \(u\) exhibits a marker \(m\) and \((u_a, u_b)\) belongs to the set of pairs of utterances made by \(b\) in response to \(a\). If none of the utterances of \(a\) that \(b\) responds to exhibit \(m\), then \(C^m(b,a)\) is undefined.

We introduce a variant of this measure that considers the coordination of a group of speakers \(B\) towards an individual \(a\) by making the same calculation across all utterance pairs \((u_a, u_B)\) where some member of \(B\) is replying to individual \(a\). When \(B\)

---


\(^5\)http://www.cs.cornell.edu/~cristian/Echoes_of_power.html

\(^6\)http://www.liwc.net

\(^7\)http://ucrel.lancs.ac.uk/bncfreq/flists.html

\(^8\)The relevant LIWC documentation can be found at http://www.liwc.net/descriptiontable1.php. Our lists of markers are freely available upon request.

\(^9\)This ensures that \(C^m(b,a)\) captures the influence of \(a\)’s use of marker \(m\) on \(b\)’s immediate reply. It may be that \(b\) uses \(m\) more in general when speaking to \(a\), but such an effect would have no bearing on \(C^m(b,a)\).
is the set of all members of a social network who have addressed \( a \), we refer to \( C^m(B, a) \) as \( a \)'s coordination received. This is the main measure we will employ in the analyses reported in Section 6.

It is sometimes desirable to have a single score that combines \( a \)'s coordination received across all markers. This is made complicated by the fact that coordination may be undefined for one or more markers. Since we generally consider coordination received by \( a \) in the context of \( a \)'s membership in some group \( A \) (e.g., admins), there are several different aggregation schemes available. Again, we follow Danescu-Niculeascu-Mizil et al. (2012) in the naming and definition of these schemes, but apply them to coordination received.

**Aggregate 1** Take a simple average across markers, but only for those users \( a \) in \( A \) for whom \( C^m(B, a) \) is defined for all markers. Otherwise the aggregate is undefined for \( a \).

**Aggregate 2** Wherever \( C^m(B, a) \) is undefined, substitute with the average of \( C^m(B, a') \) across those \( a' \) in \( A \) for whom it is defined.

**Aggregate 3** Whenever \( C^m(B, a) \) is undefined, substitute with the average of \( C^{m'}(B, a) \) across those \( m' \) for which it is defined.

When taking an average aggregate coordination received over a group of users \( A \), aggregate 1 takes into account only those users for whom all measures are defined. Aggregates 2 and 3 take into account all users for whom at least one measure is defined, but exhibit slightly different smoothing assumptions. Aggregate 2 assumes that people in \( B \) would have behaved towards \( a \) with regard to \( m \) as they did towards the rest of \( A \), whereas aggregate 3 assumes that members of \( B \) would have behaved towards \( a \) with regard to \( m \) as they did with regard to the other markers.

### 5.3 Network Centrality Measures

As mentioned in Section 3, a network centrality measure assigns a numerical value to each individual in the network based on features of their position in the graph. This value is intended to represent the importance of that individual in the social network.

What kind of importance it captures depends on exactly how centrality is calculated. Here we consider two well-known measures of network centrality.

**Eigenvector centrality** (Bonacich, 1987) tries to capture the notion that your importance in a network depends on the importance of your closest contacts. Let \( M(n) \) be the *neighborhood* of \( n \); that is, the nodes in \( N \) that share an edge with \( n \). Then the Eigenvector centrality of \( n^* \) is defined by

\[
EC(n^*) = \frac{1}{\lambda} \sum_{n \in M(n^*)} EC(n)
\]

where \( \lambda \) is a constant, the *eigenvalue*. There may be multiple values of \( \lambda \) for which the Eigenvector centrality is defined, but taking the largest value provides a consistent measure across the network.

**Betweenness centrality** (Freeman, 1977) measures how much a node contributes to the overall connectivity of the network. Nodes who lie on more shortest paths between pairs of other nodes have higher Betweenness centrality. Specifically it looks at all of the shortest paths between each pair of nodes, and counts how many of them contain the node in question. Letting \( Path(m, n) \) stand for the set of shortest paths between \( m \) and \( n \), the Betweenness centrality of \( n^* \) is defined by:

\[
BC(n^*) = \sum_{n \neq m \in N} \frac{|\{\sigma \in Path(m, n)|n^* \in \sigma\}|}{|Path(m, n)|}
\]

Both Eigenvector and Betweenness centrality measures have generalizations for weighted networks which we use here. For Betweenness, path length is calculated using the inverse weight of edges (so that paths along edges with higher weights are considered shorter). For Eigenvector centrality, the notion of “neighbour” is adjusted so that adjacent nodes connected with a higher weight count for more. We use the implementation of these algorithms available in the Python library NetworkX (Hagberg et al., 2008).

### 6 Analyses and Results

To investigate our hypotheses regarding the impact of social network position on linguistic coordination, we computed scores for all the measures in-
Table 1: Descriptive statistics of the computed measures: Averages (and standard deviations) for Coordination received according to Aggregate 3 (scaled by 100), Eigenvector and Betweenness centrality (scaled by 1000) for admin and non-admin users.

<table>
<thead>
<tr>
<th></th>
<th>Agg. 3</th>
<th>Eigenvector</th>
<th>Betweenness</th>
<th>Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>admins</td>
<td>1.85</td>
<td>1.01</td>
<td>1.66</td>
<td>1825</td>
</tr>
<tr>
<td>non-admins</td>
<td>0.48</td>
<td>0.16</td>
<td>0.14</td>
<td>23,997</td>
</tr>
<tr>
<td>Total</td>
<td>0.60</td>
<td>0.22</td>
<td>0.25</td>
<td>25,822</td>
</tr>
</tbody>
</table>

6.1 Coordination and Status-Based Power

We start by replicating the relevant result by Danescu-Niculescu-Mizil et al. (2012), according to which Wikipedia editors coordinate more towards admins than non-admins. We compare the average linguistic coordination received by each of these two social groups for each functional marker as well as for each of the aggregate measures. The results are shown in Figure 1. As can be seen, in all cases individuals coordinate significantly more towards admin addressees than towards non-admins (independent Welch two sample t-test, \( p < 0.001 \)). We are thus able to reproduce this basic result despite the fact that we use a self-compiled list of functional markers instead of the full power of the LIWC tool (Pennebaker et al., 2007). The results we obtain are in fact stronger, since we observe high levels of significance for all aggregate measures and markers while Danescu-Niculescu-Mizil and colleagues obtained significant results only for the aggregate measures and for conjunctions, indefinite pronouns, adverbs and articles. We point out however that regardless of the high significance values across the board, the size of the effect is larger for the aggregate measures (average Cohen’s \( d = 0.2 \)) than for any of the individual markers (for which the effect size is in fact very small: on average \( d < 0.15 \)).

6.2 Coordination and Centrality

We now turn to investigate each of the hypotheses formulated in Section 4. Our data provide evidence in support of H1 (speakers coordinate more towards individuals that occupy more central social positions). As shown in Table 2, we find significant (albeit weak) positive correlations in all cases between the level of coordination received by an individual \( a (C_{m}(B, a)) \) and \( a \)’s position in the social network, as quantified by Eigenvector and Betweenness centrality scores. Betweenness centrality correlates slightly better with coordination received.

<table>
<thead>
<tr>
<th></th>
<th>Agg. 1</th>
<th>Agg. 2</th>
<th>Agg. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvector</td>
<td>0.1911</td>
<td>0.1175</td>
<td>0.1878</td>
</tr>
<tr>
<td>Betweenness</td>
<td>0.2028</td>
<td>0.1491</td>
<td>0.2113</td>
</tr>
</tbody>
</table>

Table 2: Spearman’s rank correlation \( \rho \) between network centrality measures and linguistic coordination received (\( p < 0.001 \) for all values).

We consider an individual highly central with respect to some centrality measure if this individual’s centrality score is higher than one standard deviation above the mean score. Given the large amount of variation in our dataset (see Table 1), this is a very selective criterion: Out of 25,822 editors, only 119 (~0.5%) are highly Eigenvector-central and 239 (~0.9%) are highly Betweenness-central. We observe that speakers coordinate more with individu-

---

\(^{11}\)Danescu-Niculescu-Mizil et al. (2012) do not report effect size and hence a more detailed comparison is not possible.

\(^{12}\)This is also the case for the individual markers, which are not shown in Table 2 for conciseness.
that in certain situations, considerations of network centrality trump explicit status-based power in determining how much a speaker immediately aligns with the person to whom she is responding.

This conclusion provides evidence for the claim of Communication Accommodation Theory according to which linguistic adaptation is motivated by the desire for social acceptance (Giles, 2008). Exactly how aligning with highly central members of

Figure 2: Linguistic style coordination towards users with high/low Eigenvector and Betweenness centrality.

als that are highly central, significantly so for most of the aggregate measures, pronouns and quantifiers (independent Welch two sample t-test; see Figure 2). The average effect size for the aggregate measures is $d = 0.32$ for Eigenvector centrality and $d = 0.35$ for Betweenness centrality.

Regarding H2 (individuals in more central social network positions tend to possess status-based power), in our dataset only 29% of editors who are highly Eigenvector-central are also admins. The percentage goes up to 53% in the case of highly Betweenness-central editors. Editors with admin status make up around 45% of those individuals who are highly central according to at least one measure (319 editors) and around 49% of those who are highly central according to both measures (39 editors). To further investigate the connection between status-based power as represented by adminship and network centrality, we examined the mean centrality scores of admin versus non-admin editors. We find that on average admins are more centrally positioned in the network than non-admins. An independent Welch t-test confirms that this is significant for both Eigenvector centrality ($p < 0.5$, Cohen’s $d = 0.07$) and Betweenness centrality ($p < 0.001$, Cohen’s $d = 0.22$), although the effect is practically nonexistent for the former centrality measure. Thus, H2 is only relatively supported, with Betweenness centrality exhibiting a closer connection with adminship than Eigenvector centrality.

Finally, to assess H3 (the effect hypothesized in H1 holds independently of any effect observed in relation to H2), we compared the average coordination received scores for admins and non-admins within each class of highly central users. Our aim was to check whether users coordinate more towards editors who are both administrators and highly central in the social network. As shown in Figure 3 (left), no effects of adminship were found (for all markers and aggregate measures, $p > 0.05$ in an independent Welch t-test), which provides evidence supporting the hypothesis. Analogous calculations were made for users who are not highly central (Figure 3, right). Amongst these, significant differences were found (albeit with small effect sizes: $0.16 < d < 0.2$ across the board for both centrality measures), with admins receiving more linguistic coordination for all markers and aggregate measures.\(^{13}\)

7 Discussion and Conclusions

In this paper we have put forward the hypothesis that speakers coordinate more with targets who occupy a more central position in the social context in which the communication takes place. We have provided evidence for this claim by measuring linguistic style coordination in the Wikipedia talk pages corpus.

We confirmed the result by Danescu-Niculescu-Mizil et al. (2012) that correlates coordination with explicit status-based power represented by adminship, and went on to show that there is a further positive relationship between how much linguistic style coordination an editor receives and her network centrality. Furthermore, while editors coordinate more with admins in general, we found that adminship has no significant effect on how much coordination highly central editors receive. We may conclude that in certain situations, considerations of network centrality trump explicit status-based power in determining how much a speaker immediately aligns with the person to whom she is responding.

\(^{13}\)We chose this analysis over a regression analysis because the data violates the normality assumption and is affected by very severe heteroscedasticity, i.e., the variance in the error is not constant, with very large residuals when the centrality measures are low and much smaller ones as they increase.
the community achieves this goal is open to some interpretation, though it is likely that there is more than one mechanism at play. We consider two possibilities.

First, aligning with highly central community members can be seen as an instance of aligning to power, since network centrality (especially Eigenvector centrality) is often used as a proxy for implicit social power. Aligning with highly central members helps to achieve social acceptance since those with implicit social power have more power to grant it. This interpretation is supported by our results: Just as coordination more closely follows network centrality than it does admiship, it is natural to assume that the power to confer social acceptance more closely follows implicit social power than it does any official title.

The second possible interpretation has more expressively linguistic motivations. It has been observed that those in central social positions make more utterances characteristic of the group they are central to (Eckert, 1988; Kooti et al., 2012). Since learning the linguistic practices of a community is important to social acceptance, it is beneficial to coordinate with highly central members of the community as a way of picking up those linguistic practices. In other words, coordination towards a highly central individual may have a social goal that does not have anything to do with that individual in particular, but rather with adapting to the linguistic norms of the community at large.

Although Eigenvector centrality is most closely associated with implicit power (Bonacich, 1987), we found that in the Wikipedia corpus it is actually Betweenness centrality that correlates somewhat more strongly with coordination. This may have something to say about the relationship between the two mechanisms mentioned above. While it may still be true that people align to power for the immediate social benefit, the greater effect of Betweenness centrality suggests that the social benefit of coordination may be mediated by something more than the power of the individual who is being responded to. One possible explanation is that community members who are more vital to the connectivity of the social network (i.e., those with high Betweenness centrality) tend to conform better with the linguistic norms of the community as a whole (rather than, for example, to the norms of some clique or subgroup). Assuming that some of the social motivations for alignment are expressly linguistic, this would explain why Betweenness centrality correlates better with coordination received than the centrality measure more typically associated with social power. More research is needed to determine whether (a) community members with high Betweenness centrality better represent the linguistic norms of the community and (b) immediate linguistic coordination is the mechanism by which those norms are propagated.

The results of this paper are suggestive in both those regards, while providing good evidence that, at the very least, network centrality is a more important factor in linguistic coordination than is formal status-based power.
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Abstract

Distributional Semantic Models (DSMs) have been successful at modeling the meaning of individual words, with interest recently shifting to compositional structures, i.e., phrases and sentences. Network-based DSMs represent and handle semantics via operators applied on word neighborhoods, i.e., semantic graphs containing a target’s most similar words. We extend network-based DSMs to address compositionality using an activation model (motivated by psycholinguistics) that operates on the fused neighborhoods of variable size activation. The proposed method is evaluated against and combined with the lexical function method proposed by (Baroni and Zamparelli, 2010). We show that, by fusing a network-based with a lexical function model, performance gains can be achieved.

1 Introduction

Vector Space Models (VSMs) have proven their efficiency at representing word semantics, which are vital components for numerous natural language applications, such as paraphrasing and textual entailment (Androutsopoulos and Malakasiotis, 2010), affective text analysis (Malandrakis et al., 2013), etc. VSMs constitute the most-widely used implementation of Distributional Semantic Models (DSMs) (Baroni and Lenci, 2010). A fundamental task addressed in the framework of DSMs is the computation of semantic similarity between words, adopting the distributional hypothesis of meaning, i.e., “similarity of context implies similarity of meaning” (Harris, 1954). DSMs have been successful when applied to the representation of word lexical semantics, enabling the computation of word semantic similarity (Turney and Pantel, 2010). However, the application of DSMs for representing the semantics of more complex structures, e.g., phrases or sentences, is not trivial since the meaning of such structures is the result of various compositional phenomena (Pelletier, 1994) that are inherent properties of natural language creativity. The key idea behind current approaches in semantic composition (using DSMs) is the combination of word vectors using simple functions, e.g., vector addition or multiplication (Mitchell and Lapata, 2008; Mitchell and Lapata, 2010), or other transformational functions. Regardless of the used function, the resulting representations adhere to the paradigm of VSMs, while the cosine between the (composed) vectors is used for estimating similarity. Such efforts proved to be effective when computing the similarity between two-word phrases, however, their limitations were revealed for the case of longer structures (Polajnar et al., 2014), where the composition of meaning becomes more complex. Bengio and Mikolov (2003; 2013) proposed an approach based on deep learning for building language models that address the prob-
lem of language creativity. The models appear to constantly gain support in comparison with the traditional DSMs. A preliminary comparative analysis of them is provided in (Baroni et al., 2014b) with respect to a number of tasks related to lexical semantics.

In this work, we extend a recent network-based implementation of DSMs (Iosif and Potamianos, 2015) in order to represent the semantics of compositional structures. The used framework consists of activation models motivated by semantic priming (McNamara, 2005). For each structure, an activation area (i.e., semantic neighborhood) is computed which is regarded as a sub-space within the network. The novelty of the present work is two-fold. First, we propose various approaches for the creation of activation areas for compositional structures, within a framework alternative to VSMs. Second, we investigate the fusion of the proposed network-based model with VSM-based transformational approaches from the literature. In addition, we investigate the role of words as operators on the meaning of the structures they occur in by measuring their transformative degree.

The remainder of this paper is organized as follows: in Section 2 we describe work related to DSMs. In Section 3 we describe the work on which we based the proposed models. We present the proposed models in Section 4. The lexical function model is described in Section 5, and a fusion model integrating the former with network-based models is proposed. We describe the experimental procedure that we followed and evaluate the proposed models in Section 6. We elaborate on the effects of modifiers in compositional structures in Section 7, concluding in Section 8.

2 Related Work

Word-level DSMs can be categorized into unstructured, that employ a bag-of-words model, and structured, that employ syntactic relationships between words (Grefenstette, 1994; Baroni and Lenci, 2010). DSMs are typically constructed from co-occurrence statistics of word tuples. An unstructured approach for the construction of network-based DSMs was proposed in (Iosif and Potamianos, 2015), where nodes represent words, and edges are formulated according to the semantic similarity of the connected nodes. For each node, the notion of semantic neighborhood (i.e., the most semantically similar words) is utilized for estimating an improved similarity between the nodes.

Moving beyond the word-level, Turney (2012) proposed a “dual-space” model that combines relational and compositional methods for representing phrasal semantics. This approach utilized two complementary models in an attempt to address a series of phenomena that apply to compositional semantics, namely, “linguistic creativity”, “order sensitivity”, “adaptive capacity”, and “information scalability”\(^1\). Three types of phrases were investigated: noun-noun (NN), adjective-noun (AN), and verb-object (VO). In (Baroni and Zamparelli, 2010), particular focus was given to the AN type, where adjectives were represented as matrices acting as functions to the vectorial representation of head nouns. Recent research efforts have been expanded to longer text segments such as sentences (Agrirre et al., 2012; Agirre et al., 2013; Polajnar et al., 2014). In (Socher et al., 2012), based on the functional space proposed in (Baroni and Zamparelli, 2010), phrase constituents were treated as both a continuous vector and a parameter matrix, where the representation of sentence semantics was constructed via a recursive bottom-up procedure.

3 Baseline Network-based Model

In this section, we generalize the ideas regarding network-based DSMs presented in (Iosif and Potamianos, 2015), for the case of more complex structures. The network consists of two layers: 1) activation, and 2) similarity layer. Given a lexical unit, the first layer represents an activation area that includes a set of lexical units that are semantically related with it. The notion of “lexical unit” refers to any semantically coherent lexical structure, spanning from words (unigrams) up to word sequences (n-grams). The second layer is used for the computation of semantic similarity between two lexical units, based on their respective activation layers. The network can be defined as a graph \(Q = (V, E)\) whose set of vertices \(V\) includes the lexical units un

\(^1\)These phenomena are defined and discussed in (Turney, 2012)
der investigation and whose set of edges $E$ contains links between the vertices. The links between the lexical units in the network are weighted according to their pairwise semantic similarity.

3.1 Layer 1: Activation Model

The activation layer of a lexical unit, $\xi$, can be regarded as a sub-graph of $Q$, $Q_\xi$, also referred to as the semantic neighborhood of $\xi$. Its vertices (neighbors of $\xi$) are determined according to their semantic similarity with $\xi$. Given a set of lexical units, the most similar to $\xi$ are selected as neighbors. The activation layer is motivated by the phenomenon of semantic priming (McNamara, 2005), especially for highly coherent lexical units, such as unigrams and bigrams. In the framework of DSMs, activation layers were computed for the case of unigrams in (Iosif and Potamianos, 2015), and were extended to short phrases (bigrams) in (Iosif, 2013). Consider a phrase, $i = (i_1, i_2)$, where $i_1$ and $i_2$ denote its first and second constituent. Assuming that the $N_{i_1}$ and $N_{i_2}$ sets represent neighborhoods of $i_1$ and $i_2$, respectively, the neighborhood of $i$, $N_i$, was computed by taking the intersection of $N_{i_1}$ and $N_{i_2}$.

3.2 Layer 2: Semantic Model

Two similarity metrics are defined for computing the similarity between two lexical units, $i$ and $j$. The metrics are defined on top of their respective activation models, $N_i$ and $N_j$, computed in the previous layer. This approach relies on two assumptions, namely, maximum sense and attributional similarity, for unigrams. In this work, we extend these metrics to bigrams (see Fig. 1 and Fig. 2) in order to compute the semantic similarity between two phrases, $i = (i_1, i_2)$ and $j = (j_1, j_2)$, exploiting their respective activation layers $N_i$ and $N_j$.

Maximum Neighborhood Similarity. The key idea of this metric, $M$, is the computation of similarities between the constituents of phrase $i$ $(i_1$ and $i_2)$ and the members of $N_j$. The same is done for $j_1$ and $j_2$ and the members of $N_i$. The similarity between $i$ and $j$ (e.g., “assistant manager” and “board member” in Fig. 1) is computed by taking the maximum of the aforementioned similarities (0.50 in Fig. 1). The underlying hypothesis is that the neighborhoods encode senses that are shared between the constituents. The selection of the maximum score suggests that the similarity between $i$ and $j$ can be approximated by considering their closest senses (Iosif and Potamianos, 2015).

Attributional Neighborhood Similarity. In this metric, $R$, similarities between $i_1$ and $i_2$ and the members of $N_j$ are computed and stored into a vector. This is also done for $j_1$ and $j_2$ and the members of $N_i$. The correlation coefficient between the two vectors (e.g., the two right-most vectors in Fig. 2) is computed. The process is repeated, using $N_i$ in the place of $N_j$, which results into another correlation coefficient. The similarity between $i$ and $j$ is estimated by selecting the maximum correlation coefficient. The underlying motivation is attributional similarity, i.e., the hypothesis that the neighborhoods encode semantic or affective features. Se-
mantically similar phrases are expected to exhibit correlated similarities with respect to such features (Iosif and Potamianos, 2015).

4 Extended Network-based Model

The major limitation of the model presented in Section 3 is that the neighborhoods of phrase constituents (e.g., $N_{i_1}$ and $N_{i_2}$) are of fixed size. This allows the computation of an empty neighborhood for the phrase (e.g., $N_i$), when there is no overlap between the neighborhoods of its constituents.

In this section, we propose an extension of the aforementioned model by relaxing the hard constraint regarding the fixed size of neighborhoods. The intuition behind this idea is that the activation areas are not of the same size for all words. For example, a semantically abstract word, such as “democracy”, is expected to have a larger neighborhood compared to semantically concrete words, e.g., “computer”. Given a phrase, e.g., $i = (i_1 i_2)$, in order to compute the activation $N_i$, we gradually extend the activation areas (i.e., sizes) of $N_{i_1}$ and $N_{i_2}$ until a minimum size $\theta$ for $N_i$ is reached.

4.1 Layer 1: Activation Model

We propose three different schemes for the computation of neighborhoods. An example of those schemes is depicted in Fig. 3.

**Scheme 1.** The phrase neighborhood is computed by taking the intersection of the constituent neighborhoods, i.e., $N_i = N_{i_1} \cap N_{i_2}$. This adheres to findings from the literature of psycholinguistics suggesting that the phrase activation (and, thus, the respective meaning) should be more specific than those of its constituents (Osherson and Smith, 1981).

**Scheme 2.** The union of neighborhoods is used, i.e., $N_i = N_{i_1} \cup N_{i_2}$. This is motivated by the idea that, in some cases, a phrase may be associated with a larger activation area, compared to those of its constituents.

**Scheme 3.** The members of the phrase neighborhood are selected based on their average semantic similarity with respect to the phrase constituents. Let $N_i$ be $\{n_1, ..., n_m, ..., n_\theta\}$, where $n_m \in \{N_{i_1} \cup N_{i_2}\}$. The $N_i$ set can be regarded as a list, which is ranked according to $\frac{1}{2}(S(n_m, i_1)+S(n_m, i_2))$, where $S(.)$ stands for a metric of semantic similarity. This scheme is motivated by the idea that different areas of $N_{i_1}$ and $N_{i_2}$ may be activated given the context of words $i_1$ and $i_2$, respectively. The scheme also addresses the issue of scalability: the phrase neighborhood has the same size as the constituents’ neighborhoods, enabling the recursive application of the model over longer structures.

4.2 Layer 2: Semantic Model

An extension of the $M$ metric (described in Section 3) is proposed, along with two more metrics for computing the semantic similarity between lexical units utilizing their respective neighborhoods. The metrics are defined with respect to two lexical units, $i$ and $j$, which are represented by their neighborhoods, $N_i$ and $N_j$, respectively.

**Average of top-k similarities** ($M_k$). This metric extends the $M$ metric (see Section 3) by considering the top $k$ similarity scores instead of the maximum score. Similarity between $i$ and $j$, $M_k(i, j)$, is computed by taking the arithmetic mean of the $k$ scores.

**Average of top-k pairwise similarities** ($P_k$). Let $C$ be a ranked list including the pairwise similarities computed between the members of $N_i$ and $N_j$:

$$C = \{ \frac{1}{2}(S(x, y)) \mid x \in N_i, y \in N_j \}$$

where $S(.)$ stands for a metric of semantic similarity. The similarity between $i$ and $j$ is computed as:

$$P_k(i, j) = \frac{1}{k} \sum_{l=1}^{k} c_l$$

where $c_l$ is the $l$–th member of $C$.

**Hausdorff-based similarity** ($H$). This metric is
motivated by the Hausdorff distance (Hung and Yang, 2004). Let \( h(N_i, N_j) \) be defined as
\[
h(N_i, N_j) = \min_{x \in N_i, y \in N_j} \{ \max \{ S(x, y) \} \}, \tag{3}
\]
where \( S(\cdot) \) is a semantic similarity metric. The similarity between \( i \) and \( j \) is computed as:
\[
H(i, j) = \max \{ h(N_i, N_j), h(N_j, N_i) \}. \tag{4}
\]

5 Fusion of Lexical Function with Network-based Models

The representation of phrase semantics requires the consideration of the constituents’ functional influence on the composed meaning. For example, when considering an adjective-noun phrase, such as “bad cat”, the former word (“bad”) acts as an operator, i.e., modifier, to the latter word (“cat”), modifying its meaning. In (Baroni and Zamparelli, 2010; Baroni et al., 2014a), it was proposed that such modifications can be implemented via the use of functions that act as linear transformations in VSMs. Application of these functions is realized via matrix-by-vector multiplication as (Baroni et al., 2014a):
\[
f(\alpha) =_{def} F \times a = b, \tag{5}
\]
where \( F \) is the matrix-encoded function \( f \), \( a \) is the vectorial representation of the argument \( \alpha \), and \( b \) is the compositional vector output. The \( F \) function is learnt according to examples of observed input and output (distributional) representations. The input is the representation of the head word, and the output is the representation of the phrase. Regression is employed for calculating the set of weights in the matrix that best approximate the observed vectors. For example, the function for the modifier “bad” is learnt by regressing over phrase examples and their head nouns, such as <pet, bad pet>, <dog, bad dog>, <bird, bad bird>. Using the trained set of weights and the vectorial representation of the head noun, e.g., “cat”, the composite representation for the phrase “bad cat” is induced.

5.1 Fusion

The proposed network-based model, presented in Section 4, exploits the merging of word senses for computing activation areas for phrases. The model defined by (5) utilizes the transformational function of an operator for changing the meaning of a phrase. Both models (intuitively) seem to be aligned with the human process of phrase comprehension, however, there are cases that one of the models applies better than the other. Consider two example phrases, “football manager” and “successful engineer”. The transformational model is expected to perform better for the latter phrase, while for the first phrase an intersection of word senses (i.e., a network-based model) seems to be more appropriate.

Based on the above considerations, we propose a fusion of the lexical function (lf), defined by (5), with the proposed network-based models. The fusion is aimed to model more accurately the semantic representations of complex structures. To do so, we measure the Mean Squared Error (MSE) when training the lexical function model, in order to quantify the transformative degree of the modifier under investigation. The transformative degree is used for deciding whether a network-based or a transformational model is more appropriate. Given two phrases, \( i = (i_1 \ i_2) \) and \( j = (j_1 \ j_2) \), the transformative degree \( T(i, j) \) is defined as:
\[
T(i, j) = \frac{1}{2} (MSE(i_1) + MSE(j_1)), \tag{6}
\]
where \( MSE(i_1) \) and \( MSE(j_1) \) is the MSE that corresponds to modifiers \( i_1 \) and \( j_1 \), respectively. The proposed fusion metric, \( \Phi_{net}^{lf}(i, j) \), used for estimating the similarity between the \( i \) and \( j \) phrases, is defined as:
\[
\Phi_{net}^{lf}(i, j) = \lambda(i, j) S_N + (1 - \lambda(i, j)) S_{LF}, \tag{7}
\]
where \( S_N \) and \( S_{LF} \) are similarity scores computed by the network-based and lexical function models, respectively. \( \lambda \) is a function of \( i \) and \( j \), computed using a sigmoid function as:
\[
\lambda(i, j) = 0.5 / \left( 1 + e^{-T(i, j)} \right). \tag{8}
\]
The sigmoid function is applied in order to smooth and normalize (within \([0,1]\)) the values of \( T(i, j) \).

Finally, in addition to the aforementioned fusion, we also implement a fusion combining the \( lf \) and the widely-used additive (\( add \)) (Mitchell and Lapata, 2008; Mitchell and Lapata, 2010) model. This fusion metric, \( \Phi_{add}^{lf} \), is defined similarly to (7).
6 Experiments and Evaluation

The procedure for creating the network and conducting the experiments is described in Section 6.1. In Section 6.2, we evaluate the proposed models and compare them with results from the literature.

6.1 Experimental Procedure

We defined our vocabulary (network nodes) by intersecting the English vocabulary found in the ASPELL\(^2\) dictionary and the Wikipedia dump\(^3\) to derive an English vocabulary of approximately 135K words. Using it, a corpus comprising of web-harvested document snippets was constructed by downloading 1000 snippets for each word in the vocabulary. Word-level similarities were computed among all vocabulary entries’ pairs. To this end, the Normalized Google Distance (\(G\)) was utilized, proposed in (Vitanyi, 2005; Cilibrasi and Vitanyi, 2007) and motivated by Kolmogorov complexity. Let \(G\) be defined as

\[
G(w_1, w_2) = \frac{\max\{A\} - \log |D| w_1, w_2|}{\log |D| - \min\{A\}}, \tag{9}
\]

where \(w_1\) and \(w_2\) are two vocabulary words under investigation, \(|D|\) is the total number of documents in the corpus, \(|D| w_1, w_2|\) is the total number of documents containing both \(w_1\) and \(w_2\), and \(A = \{\log |D| w_1|, \log |D| w_2|\}\). We used a variation of (9), proposed in (Gracia et al., 2006), referred to as “Google-based Semantic Relatedness” (\(G'\)). This variation defines a similarity measure, bounded within the [0, 1] range and defined as

\[
G'(w_1, w_2) = e^{-2G(w_1,w_2)}, \tag{10}
\]

where \(G(w_1, w_2)\) is computed according to (9). In this work, \(D\) denotes the sentence rather than the document, as the co-occurrence of words was defined at sentence-level. This metric was adopted based on its good performance in word-level semantic similarity tasks (Iosif and Potamianos, 2015).

Network-based model. We used sizes of \(\theta = \{10, 25, 50, 100, 150, 500\}\) for the case of fixed-size neighborhoods, and \(\theta = \{1, 5, ..., 40\}\) for the extended activation models described in Section 4.1.

We used both the baseline and the extended activation layers for the \(M\) model, the latter being defined as \(M'\). For \(M_k\) and \(P_k\), we set \(k = \{1, ..., 5\}\).

Transformational model. For the \(lf\) model described in (5), we computed co-occurrence counts for bigrams occurring at least 50 times in the corpus. Positive Pointwise Mutual Information (PPMI) was applied to reweigh them. We used a) Singular Value Decomposition (SVD), and b) Non-Negative Matrix Factorization (NMF) (Lee and Seung, 2001) to reduce the dimensionality of the space down to a) 300, and b) 500 dimensions. To train \(lf\), we selected corpus bigrams comprising of a modifier and a noun. We used a) Least Squares (LSR), and b) Ridge (RR) (Hastie et al., 2009) regression. The DISTRibutional SEMantics Composition Toolkit (DISSECT\(^4\), (Dinu et al., 2013)) was used to implement \(lf\) as well as the widely-used additive (\(add\)) and multiplicative (\(mult\)) models proposed in (Mitchell and Lapata, 2008; Mitchell and Lapata, 2010).

Fusion model. We combined the best performing model configurations on NNs (see Section 6.2) in order to implement the proposed fusion models.

6.2 Evaluation Results

For evaluation purposes, we used the widely-used Mitchell & Lapata (2010) datasets comprising of 108 noun-noun (NN), adjective-noun (AN), and verb-object (VO) phrase pairs, evaluated by human judgements and averaged per phrase pair. The models were evaluated using Spearman’s correlation coefficient. Evaluation results are presented in Table 1. Due to space limitations, only the best performing network-based model configurations are reported here. Also, since the \(mult\) model performs poorly when the composed vectors contain negative values, as is the case with SVD, we only report results for the NMF variations for it. Finally, since training the \(lf\) model with RR had significantly superior performance over LSR in all configurations, we only report evaluations of the former.

The \(lf\) model, when using RR in combination with NMF, performs best (.76) for the case of NNs. Best performances for ANs and VOs are obtained by the \(add\) model (.63 and .59, respectively).

---

\(^2\)http://www.aspell.net/
\(^3\)As of the 4th quarter of 2012.
\(^4\)http://clic.cimec.unitn.it/composes/toolkit/
Table 1: Performance of models on NN, AN, and VO phrase pairs. Evaluations are reported using Spearman’s correlation coefficient with human ratings.

<table>
<thead>
<tr>
<th>Model</th>
<th>NN</th>
<th>AN</th>
<th>VO</th>
</tr>
</thead>
<tbody>
<tr>
<td>add (NMF300)</td>
<td>.67</td>
<td>.61</td>
<td>.53</td>
</tr>
<tr>
<td>add (NMF500)</td>
<td>.66</td>
<td>.63</td>
<td>.56</td>
</tr>
<tr>
<td>add (SVD300)</td>
<td>.63</td>
<td>.59</td>
<td>.59</td>
</tr>
<tr>
<td>add (SVD500)</td>
<td>.66</td>
<td>.63</td>
<td>.59</td>
</tr>
<tr>
<td>mult (NMF300)</td>
<td>.59</td>
<td>.38</td>
<td>.36</td>
</tr>
<tr>
<td>mult (NMF500)</td>
<td>.59</td>
<td>.36</td>
<td>.42</td>
</tr>
<tr>
<td>If (NMF300, RR)</td>
<td>.76</td>
<td>.46</td>
<td>.35</td>
</tr>
<tr>
<td>If (NMF500, RR)</td>
<td>.67</td>
<td>.41</td>
<td>.28</td>
</tr>
<tr>
<td>If (SVD300, RR)</td>
<td>.63</td>
<td>.35</td>
<td>.26</td>
</tr>
<tr>
<td>If (SVD500, RR)</td>
<td>.56</td>
<td>.33</td>
<td>.23</td>
</tr>
<tr>
<td>M (Intersection)</td>
<td>.56</td>
<td>.46</td>
<td>.37</td>
</tr>
<tr>
<td>M’ (Intersection)</td>
<td>.61</td>
<td>.57</td>
<td>.47</td>
</tr>
<tr>
<td>M_k=3 (Intersection)</td>
<td>.64</td>
<td>.51</td>
<td>.41</td>
</tr>
<tr>
<td>P_k=3 (Most-similar)</td>
<td>.63</td>
<td>.46</td>
<td>.23</td>
</tr>
<tr>
<td>H (Intersection)</td>
<td>.58</td>
<td>.39</td>
<td>.26</td>
</tr>
<tr>
<td>fusion $\Phi_{net}^{lf}$</td>
<td>.80</td>
<td>.54</td>
<td>.35</td>
</tr>
<tr>
<td>fusion $\Phi_{add}^{lf}$</td>
<td>.76</td>
<td>.57</td>
<td>.44</td>
</tr>
</tbody>
</table>

7 Discussion

The results displayed in Table 1 for the fusion models provide an indication of the different ways in which the operator changes the meaning of a phrase. In this section, we investigate the transformational properties of phrases as defined by their modifiers. By observing the properties of modifiers, we discuss whether their use in a phrase has mainly a transformational or a merely compositional effect, based on the goodness of fit of each model, estimated during model training.

7.1 The Transformative Effect of Modifiers

Early research on compositionality involved applying the word-level semantic similarity estimation techniques to phrases using context-based, bag-of-words models, i.e., defining the structures’ meaning as a function of the words in their context. Though simple and cost-effective, the aforementioned techniques fail to detect the effect that a word has to its linguistic context and the semantic changes on its meaning, e.g., a “nice” table is still a table but a “fake” or “broken” table is not.

Depending on context, a modifier can affect the meaning of the encompassing phrase in different ways. For example, the modifier “normal” changes the meaning of “normal cat” much less than the modifier “dead” in “dead cat”. Moreover, the modifier effect may vary for each syntactic category. For example, verbs can be transitive or intransitive, nouns can be abstract or concrete, and adjectives can be intensional or not (Boleda et al., 2013). Words that act as functions on their linguistic context have attracted much interest, and have recently been successfully handled by computational models.

7.2 Estimating the Transformative Degree

We categorise modifiers based on their regression performance, when training them for the If model. Specifically, we acquire the MSE of their training as a measure for deciding the degree of their transformative effect on a given head noun. Taking the MSE is a sensible approach, since regression tries to derive a close approximation to observed vectorial representations of phrases and head nouns by means of transforming the head noun vector; high error in training indicates that the If model is a poor match...
for this modifier. We trained the lf model using Ridge Regression and estimated the MSE for each modifier. In Table 2, we present example modifiers of low, neutral, and high transformative degree, as defined by their MSE score. We observe that highly-

<table>
<thead>
<tr>
<th>Degree</th>
<th>Nouns</th>
<th>Adjectives</th>
<th>Verbs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>news, service, business, world, state</td>
<td>new, great, black, general, good</td>
<td>like, buy, help, use, provide</td>
</tr>
<tr>
<td>Neutral</td>
<td>company, care, community</td>
<td>various, right, better</td>
<td>face, need, cut</td>
</tr>
<tr>
<td>High</td>
<td>railway, labour, defence, personnel, committee</td>
<td>old, rural, elderly, efficient, practical</td>
<td>encourage, attend, remember, satisfy, suffer</td>
</tr>
</tbody>
</table>

Table 2: Examples of low, neutral, and high transformative modifiers.

transformative modifiers have a more functional influence, when used in bigram structures. For example, in “efficient machine”, “efficient” has a greater effect on the meaning of “efficient machine” rather than, e.g., “new” in “new machine”. A “new machine” retains the same properties of a generic machine. However, an “efficient machine” should contain mechanisms that account for optimization of speed, cost, etc. Our observations suggest that modifiers affect the structure in which they occur in different ways. Some modifiers have a stronger effect on the meaning of the head noun, while others act merely as constituents of simple compositions. The proposed fusion of the transformational, lf model, with network-based or simple compositional models indicates that combining different models can yield improved performance when the transformative degree of modifiers is used as a fusion criterion.

8 Conclusions

We presented a network-based model that operates on neighborhoods of variable size to calculate similarity of compositional structures. We investigated various methods for composing neighborhoods of adjacent words and presented three metrics, motivated by psycholinguistics and metric space algebra, for estimating similarity between activation areas. Employing variable size activation improves semantic similarity performance, revealing a different activational behavior among bigrams. We also presented a fusion of the proposed models with the lexical function model based on the transformative degree of modifiers, achieving an improvement of performance for noun-noun compositions, reaching state-of-the-art performance of 80% Spearman correlation with human judgements. We further investigated the transformative degree of modifiers, and elaborated on their role as mostly compositional or transformational.

In future work, we will further investigate the role of modifiers and their application in the proposed activation composition approaches, while also explore the criteria for deriving activations and deciding on fusion strategies. We also plan to apply network-based models on longer semantic structures.
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Abstract

While several data sets for evaluating thematic fit of verb-role-filler triples exist, they do not control for verb polysemy. Thus, it is unclear how verb polysemy affects human ratings of thematic fit and how best to model that. We present a new dataset of human ratings on high vs. low-polysemy verbs matched for verb frequency, together with high vs. low-frequency and well-fitting vs. poorly-fitting patient role-fillers. Our analyses show that low-polysemy verbs produce stronger thematic fit judgments than verbs with higher polysemy. Role-filler frequency, on the other hand, had little effect on ratings. We show that these results can best be modeled in a vector space using a clustering technique to create multiple prototype vectors representing different “senses” of the verb.

1 Introduction

Being able to accurately estimate thematic fit (e.g., is cake a good patient of cut?) can be useful both for a wide range of NLP applications and for cognitive models of human language processing difficulty, as human processing difficulty is highly sensitive to semantic plausibilities (Ehrlich and Rayner, 1981).

Previous studies obtained quantitative thematic fit data by asking human participants to rate how common, plausible, typical, or appropriate some test role-fillers are for given verbs on a scale from 1 (least plausible) to 7 (most plausible) (McRae et al., 1998; Binder et al., 2001; Padó, 2007; Padó et al., 2009; Vandekerckhove et al., 2009). For example, as part of the McRae et al. (1998) dataset, the thematic fit of the noun “principal” as the patient of the verb “dismiss” is 2.0 out of 7.0. As an agent, its rating is 6.3. The McRae et al. (1998) dataset has a total of 720 verb-noun pairs (146 different verbs) with typicality ratings. The Padó (2007) dataset includes 18 verbs as well as up to twelve nominal arguments, totalling 207 verb-noun pairs. The verbs and nouns were chosen based on their frequent occurrence in the Penn Treebank and FrameNet.

While these datasets are very useful, e.g. for evaluating automatic systems for estimating thematic fit via correlations with these human judgements, they do not systematically vary polysemy of verbs or frequency of role-fillers. Further, it is unclear what effect polysemy and frequency have on thematic fit judgements. We thus ask: (1) are thematically well-fitting role-fillers for more polysemous verbs (e.g., “execute killer” or “execute will”) judged to be equally well-fitting as thematically well-fitting role-fillers for less polysemous verbs (“jail criminal”)? (2) Is a prototypical role-filler of a polysemous verb’s less-frequent sense judged to be equally well-fitting as a prototypical role-filler of the verb’s more frequent sense? (3) Finally, will a well-fitting but less frequent role-filler obtain the same rating as a more frequent but similarly-fitting role-filler?

The answers to these questions have implications for modeling thematic fit. An increasingly common method for determining the fit between a verb and its argument involves calculating typical role-fillers of that verb, calculating a centroid (or average) over the most typical role-fillers in a vector space model, and then calculating the similarity between the centroid
and the proposed role-filler via a similarity measure. Arguments that have high similarities with the prototypical centroid vector representing most common role-fillers for a given verb-role combination are then asserted to have good thematic fit (Baroni and Lenci, 2010; Erk, 2012).

This conceptualization, however, assumes that there is a single type of most typical filler for a role and that all good fillers will be distributionally similar. This assumption leads to problems when this process is to be applied to ambiguous verbs; when a verb has many different senses, there can exist typical role-fillers for each sense which are all highly suitable role-fillers for the given role but are distributionally very different from one another. This means that the calculated prototypical role-filler will be a mixture of the arguments that are typical role-fillers for the main senses of the verb.

Greenberg et al. (2015) addressed this problem by clustering the most common role-fillers in order to represent the prototypes of each of the verb senses. They found that better correlations with human judgements on the Padó (2007) and McRae et al. (1998) datasets are achieved when calculating the maximal cosine similarity for a candidate role-filler with respect to the prototypical role-fillers of each word sense.

Thus, their model represents the similarity to the most similar prototype role-filler, which means that a good role-filler of an infrequent verb sense could get the same level of ratings as a good role-filler of a frequent verb sense. There exists, however, currently no data to assess whether this is desirable behavior, or whether we, in fact, need a model that calculates similarity to prototypical role-fillers and takes into account verb sense frequencies.

2 Thematic fit modeling

Quantifications of thematic fit are a ternary relation between a verb, a semantic role, and a role-filler. For example, given human judges, we would expect cake to be a highly-rated patient-filler of cut, but we would expect cake to be a poorly-rated agent-filler of cut. There have been multiple attempts to model thematic fit judgements. The goal is generally to estimate a probability for a thematic role-filler given a verb and a role. However, due to data sparseness, it is not possible to estimate this probability directly. Existing approaches estimate a candidate noun’s thematic fit via its similarity to typical role-fillers that have been observed. Similarity between the candidate noun and prototypical fillers is thereby assessed via WordNet classes (e.g., Resnik, 1996; Padó et al., 2009), or by cosine similarities in a vector space model (e.g., Baroni and Lenci, 2010; Erk, 2012). However, vector space methods achieve better coverage than WordNet class methods (Erk et al., 2010).

In vector-space modeling approaches like the one used in this paper, the calculation of a thematic fit for a verb-role-noun triple proceeds though the identification of a prototype vector of a verb’s role-fillers. The prototype vector is constructed from the representations of words that are previously known to be typical role-fillers for that verb. For example, we might identify typical patient-fillers of cut to be meat, budget, paper, and so on. A geometric measure such as cosine similarity is used to compare the vector for the candidate role-filler with the prototype vector.

2.1 Distributional memory vector space models

The models evaluated in this paper (TypeDM, SDDDM, and SDDMX) are based on the distributional memory (DM) framework originally promulgated by Baroni and Lenci (2010). DM is a generalized, broad-coverage, unsupervised model for representing linguistic relationships in a very high-dimensional vector space. A DM is an order 3 tensor, two of whose axes are words and one of whose axes is a syntactic or semantic link between words. In other words, a cell of a DM represents a tuple \(< w_1, \text{link}, w_2 >\), and the value contained in that cell is an adjusted frequency count—here, local mutual information (LMI; \( O_{FRV} \log \frac{O_{FRV}}{E_{FRV}} \), where \( O \) and \( E \) are the observed and expected frequencies of filler \( F \), role \( R \), and verb \( V \) appearing together). Using a structured vector space model is crucial for modeling thematic fit (as we need to distinguish between explicit roles, e.g. typical agents vs. patients of a verb).

The TypeDM model1 (Baroni and Lenci, 2010) is constructed from the ukWaC, BNC, and WaCkype-

1Available at http://clic.cimec.unitn.it/dm/.
dia corpora. In TypeDM, the links represent both connections between words in the corpora found via the dependency parser MaltParser (Nivre et al., 2007) and further semantic dependencies derived from these connections via hand-crafted rules.

An alternative way of constructing DMs was proposed by Sayeed and Demberg (2014), where links between words are derived directly from SENNA, a neural network-based semantic role labeller (Collobert and Weston, 2007; Collobert et al., 2011). This DM is called SENNA-DepDM, or SDDM for short in this paper. Unlike TypeDM, the links in this tensor are not processed by hand-crafted rules.

SDDMX\(^2\) is a version of SDDM with one expansion: it includes additional links between role-fillers that are found to be related via a verb. Both SDDM and SDDMX are trained on ukWaC and the BNC.

Greenberg et al. (2015) tested TypeDM, SDDM, and SDDMX on multiple datasets of human judgements for agent, patient, location, and instrument roles. They used multiple models and datasets because robustness of trends across these different configurations lends support to their generality. They found that the methods tested had comparable performance across the three models, with TypeDM outperforming considerably on the McRae et al. (1998) agent/patient dataset and SDDMX likewise on locations. We included TypeDM, SDDM, and SDDMX in our experimental evaluation on the new dataset to allow similar cross-model analysis.

### 2.2 Modeling verb senses

While prior vector space models for thematic fit have ignored verb polysemy, Greenberg et al. (2015) recently proposed to partition the “typical” role-fillers of a verb like “observe” such that each partition reflects typical role-fillers of separate senses of the verb.

In that work, they compared the traditional method of representing a prototypical role-filler by calculating a single Centroid from a verb’s 20 highest-LMI role-fillers with three other thematic fit estimation methods: OneBest, in which the cosine is taken separately with all of the 20 highest-LMI fillers and the best cosine is reported; 2Clusters, in which the 20 fillers are partitioned into two clusters and the best fit is taken from the corresponding prototypes; and kClusters, in which the 20 fillers are dynamically partitioned into three or more clusters using NLTK’s (Bird et al., 2009) group-average agglomerative clustering package and using the Variance Ratio Criterion (Caliński and Harabasz, 1974) as a stopping criterion for partitioning. They concluded that variable clustering (kClusters) provides gains in thematic fit modeling over the other methods, suggesting a need to take into account verb polysemy with respect to thematic roles in order to model human judgements more accurately. Also, since their clustering methods helped patients much more than agents, they successfully reproduced the previously known notion that patients are more specific to individual senses of a verb than agents.

### 3 Methods and stimuli

In this work, we describe a novel dataset of thematic fit judgements that systematically varies verb polysemy and role-filler frequency. Then, we evaluate the automatic thematic fit estimation methods from Greenberg et al. (2015) on this dataset. If verb polysemy and filler frequency can be shown to affect human thematic fit judgements, these results would suggest certain desirable traits for automatic systems and provide evidence for or against the claims made by Greenberg et al. (2015). In addition to whether the factors of polysemy and frequency are associated with shifts in the rating scale, we also would like to know how these shifts change at both scale extrema, whether good role-fillers of different verb senses receive relatively equal ratings, and how an automatic thematic fit estimation system with prototype clustering handles different types of verbs with respect to these manipulations.

We begin with the necessary evil of operationalizing polysemy. It is probably impossible to prove without a doubt that a certain verb has only one meaning, usage, etc. However, a binary classification between less polysemous and more polysemous verbs is certainly attainable, even if the boundary is not beyond reproach. For our purposes, we will define a verb as MONOSEMOUS if its lemma is a member of only one SynSet in WordNet (Fellbaum, 1998). Hence, a verb is POLYSEMOUS if its lemma...
is a member of more than one SynSet in WordNet. A possible confound when manipulating polysemy is verb frequency, as higher frequency words in general tend to be more polysemous. We control for verb frequency by selecting POLYSEMOUS verbs to match the frequency of the MONOSEMOUS verbs in our dataset as much as possible. Furthermore, we systematically vary the frequency of the role-fillers, i.e., selecting a high and low frequency noun in each condition.

3.1 Task format and template

Since Greenberg et al. (2015) were able to confirm that patients are more specific to individual senses of a verb than agents, we decided to focus on patient role-fillers in our new dataset, thus emphasizing the effects of polysemy. For patient-fillers, both McRae et al. (1998) and Pado (2007) used questions of the form “How common is it for a NOUN to be VERB-ed?” to elicit judgements for their datasets. But consider the example: “How common is it for croquet to be played?” Since croquet is not a very common game, we would expect the rating in response to this question to be relatively low. But, intuitively, croquet is an excellent patient-filler for play. So, instead, we decided to ask participants to rate how much they agree with statements of the form “A NOUN is something that is VERB-ed” (template for non-human patient-fillers) and “A NOUN is someone who is VERB-ed” (template for human patient-fillers) on a Likert scale from 1 (never) to 7 (always). We chose this construction as our template because it does not use any technical terms and avoids conflating absolute frequency of the verb with conditional probability of the patient-filler, e.g. croquet is always something that is played, so it should receive a high rating.

3.2 Selection of experimental items

Given that MONOSEMOUS verbs are far less plentiful than POLYSEMOUS ones, we first selected the MONOSEMOUS verbs. To start, we filtered the 500,000 most frequent tokens in COCA (Davies, 2008) for parts of speech starting with v (verbs sorted by descending frequency). Then, using the WordNet lemmatizer as part of NLTK (Bird et al., 2009), we lemmatized the verbs, combined the duplicate entries that arose from multiple inflected forms, and then filtered out all lemmata that were part of multiple SynSets. The top 48 most frequent MONOSEMOUS verbs that were acceptable in our template constructions were compiled into a list. These vary in frequency from “thank” (82987 occurrences) down to “sample” (1275 occurrences).

Then, by querying COCA with the trigram VERB [at*] [nn*], we obtained a list of excerpts from the corpus in which the verb was followed by a determiner (article) and then a noun. This targeted patient-fillers, since in English, they usually appear right after the verb. Therefore, the results of this query formed a list of candidate patient-fillers sorted by cooccurrence frequency. One particularly well-fitting patient-filler was selected from this list, giving priority to the higher (more frequent) entries. After this, using Roget’s 21st Century Thesaurus accessed through http://www.thesaurus.com, we selected a very similar but less frequent version of the patient-filler. The relevant unigram patient-filler frequencies were obtained by querying a version of the 500,000 most frequent tokens in COCA that was filtered for only nouns and lemmatized using the WordNet lemmatizer as part of NLTK. The median ratio of the high frequency patient-fillers to their low frequency counterparts was 9.912.

Once the MONOSEMOUS verbs were finalized, we compiled the POLYSEMOUS verbs. First, we generated the same list from which the MONOSEMOUS verbs were selected, except that instead of filtering out lemmata that were part of more than one SynSet, we filtered out lemmata that were part of fewer than three SynSets. While this is stronger than our initial definition of POLYSEMOUS, we wanted to make sure that polysemy is effectively manipulated. Then, beginning at the frequency of each MONOSEMOUS verb, we looked for a verb as close in frequency as possible to that MONOSEMOUS verb that had at least two significantly contrasting, transitive senses according to experimenter intuition, confirmed by corresponding SynSets in WordNet, giving priority to verbs that were part of more than one SynSet, we filtered out lemmata that were part of fewer than three SynSets. While this is stronger than our initial definition of POLYSEMOUS, we wanted to make sure that polysemy is effectively manipulated. Then, beginning at the frequency of each MONOSEMOUS verb, we looked for a verb as close in frequency as possible to that MONOSEMOUS verb that had at least two significantly contrasting, transitive senses according to experimenter intuition, confirmed by corresponding SynSets in WordNet, giving priority to verbs that were part of more than one SynSet. The median number of WordNet SynSets belonging to each of these 48 POLYSEMOUS verbs was 7. The frequencies of the POLYSEMOUS verbs varied from “started” (80898 occurrences) down to “scratched” (1465 occurrences).
The same format trigram COCA queries aided this POLYSEMOUS verb selection process as well as the selection of a high frequency good patient-filler for each of two senses. Priority was still given to those nouns with greatest cooccurrence with the verb, but the two-sense requirement made this more difficult. Low frequency versions of these good patient-fillers were analogously selected using the thesaurus. The more frequent of the two experimental senses of these POLYSEMOUS verbs, according to SynSet ordering in WordNet, was labelled as Sense1 and the less frequent was labelled Sense2. The median ratio of the high frequency patient-fillers to their low frequency counterparts was 7.335 for Sense1 and 10.288 for Sense2.

To investigate multiplicative as well as additive adjustments to the thematic fit rating scale, we needed to determine bad patient-fillers explicitly. For this we randomly shuffled the good role-fillers for the MONOSEMOUS verbs and paired them with each MONOSEMOUS verb again. If the thematic fit of a randomly assigned pair of bad patient-fillers was too good, possibly because the verb had coincidently been paired with its good patient-fillers again, a swap was made. To ensure that polysemy and other idiosyncrasies of the selected patient-fillers for MONOSEMOUS verbs were controlled, we used a random ordering of the patient-fillers for the MONOSEMOUS verbs also as the bad patient-fillers for the POLYSEMOUS verbs. Once again, swaps were made if the thematic fit of a randomly assigned pair of bad patient-fillers was too good. Note that another way to obtain bad role-fillers would have been to invert the animacy and/or concreteness of the good role-fillers. However, since this study is concerned with scalar thematic fit judgements as opposed to hard classifications, we thought that the variation in thematic fit arising from randomly selecting bad fillers would be more appropriate.

To summarize the experimental items, this dataset has 48 MONOSEMOUS verbs each with frequency-contrasting pairs of good and bad patient-fillers. Also it has 48 POLYSEMOUS verbs each with frequency-contrasting pairs of good patient-fillers for Sense1, good patient-fillers for Sense2, and bad patient-fillers. In Table 1, we show the selected patient-fillers for the POLYSEMOUS verb whip and the MONOSEMOUS verb punish.

<table>
<thead>
<tr>
<th>Filler type</th>
<th>Frequency</th>
<th>whip</th>
<th>punish</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sense1</td>
<td>high</td>
<td>horse</td>
<td>criminal criminal</td>
</tr>
<tr>
<td></td>
<td>low</td>
<td>stallion</td>
<td>outlaw</td>
</tr>
<tr>
<td>Sense2</td>
<td>high</td>
<td>cream</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>low</td>
<td>frosting</td>
<td>-</td>
</tr>
<tr>
<td>Bad</td>
<td>high</td>
<td>party</td>
<td>baby</td>
</tr>
<tr>
<td></td>
<td>low</td>
<td>gathering</td>
<td>fetus</td>
</tr>
</tbody>
</table>

Table 1: Example items from our thematic fit dataset.

3.3 Fillers

In order to evaluate consistency with the “How common is it...” format and also to identify excessively divergent responses, we adapted 240 (patient-filler, verb) pairs from McRae et al. (1998) as a counterpart to our novel experimental items. To select these pairs, we excluded all verbs that appeared as experimental items, scored each remaining pair using the sum of the COCA unigram frequencies of the verb and patient-filler, and selected the 240 highest scoring pairs. Note that because of this procedure, the verbs that were selected as fillers did not necessarily appear with all of their role-fillers from the McRae et al. (1998) dataset.

3.4 Experimental setup

In order to prepare the 480 total (patient-filler, verb) pairs for inclusion in a human experiment, we rewrote each verb by hand in its past participle form and each patient-filler by hand in its singular form with an appropriate (possibly null) determiner. Also, each patient-filler was hand tagged with a +human or -human feature. That way, each (patient-filler, verb) pair could be felicitously entered into the non-human-filler template or the human-filler template.

We obtained participants for this study using Amazon Mechanical Turk. For a survey consisting of six POLYSEMOUS items, four MONOSEMOUS items, and five filler items, counterbalanced for condition and question order, a worker was paid $0.15. Workers were restricted such that they were not allowed to rate a verb in more than one condition. So, each worker could complete a maximum of eight surveys. A total of 159 workers participated, and each sentence was rated by 10 different workers.
4 Results

The Spearman’s ρ correlation between the human judgements we obtained on our filler items and the human judgements obtained by McRae et al. (1998) is 0.753.

Our highest level experimental analysis was a factorial ANOVA with “hc3” correction as suggested by Long and Ervin (2000), which had three, between-participant, binary factors: Polysemy, experimenter judgement (Fit), and Frequency (binned). This analysis provided two important results. First, it empirically confirmed the choices of our experimental patient-fillers, which were designed to fit either very well or poorly. This effect of Fit was significant and very large: \( F(1,4668) = 3029.692, p < 2 \times 10^{-16}, \eta^2_p = 0.394 \).

Second, there was a significant Polysemy * Fit interaction, summarized visually in Figure 1, \( F(1,4668) = 125.729, p < 2 \times 10^{-16}, \eta^2_p = 0.026 \). Namely, for POLYSEMOUS verbs, bad patient-fillers were not as bad (POLYSEMOUS: \( M = 2.43, SD = 1.56 \) versus MONOSEMOUS: \( M = 2.06, SD = 1.38 \)) and good patient-fillers were not as good (POLYSEMOUS: \( M = 4.55, SD = 1.65 \) versus MONOSEMOUS: \( M = 5.23, SD = 1.44 \)). We used two-tailed Welch t-tests on both bad patient-fillers, \( t(1813.212) = 5.4756, p = 4.968 \times 10^{-8} \), Cohen’s \( d = 0.173 \), and good patient-fillers, \( t(2139.706) = 11.3243, p < 2.2 \times 10^{-16} \), Cohen’s \( d = 0.272 \), to confirm that these differences were significant. Finally, we found significant, but very small, main effects of Polysemy, \( F(1,4668) = 16.175, p = 5.87 \times 10^{-5}, \eta^2_p = 0.003 \), and also Frequency, \( F(1,4668) = 11.184, p = 0.000832, \eta^2_p = 0.002 \) on how people generally rated thematic fit.

Then, we ran four follow-up \( 2 \times 2 \) factorial ANOVAs with “hc3” correction, each holding a Polysemy or Fit condition constant. First, for good patient-fillers, both Polysemy, \( F(1,2830) = 117.761, p < 2 \times 10^{-16}, \eta^2_p = 0.040 \), and Frequency, \( F(1,2830) = 8.670, p = 0.00326, \eta^2_p = 0.003 \) were significant. Second, for bad patient-fillers, Polysemy was significant, \( F(1,1838) = 29.997, p = 4.92 \times 10^{-8}, \eta^2_p = 0.016 \), but Frequency was not, \( F(1,1838) = 2.524, p = 0.112, \eta^2_p = 0.001 \). That Frequency has a significant effect on good role-fillers but not on bad ones makes intuitive sense. After all, a less frequent version of a poorly-fitting role-filler should fit poorly to approximately the same degree.

Third, for POLYSEMOUS verbs, Fit was significant, \( F(1,2803) = 1054.885, p < 2 \times 10^{-16}, \eta^2_p = 0.273 \), but Frequency was not, \( F(1,2803) = 2.866, p = 0.0906, \eta^2_p = 0.001 \). Fourth, for MONOSEMOUS verbs, both Fit, \( F(1,1865) = 2373.263, p < 2 \times 10^{-16}, \eta^2_p = 0.560 \), and Frequency, \( F(1,1865) = 11.105, p = 0.000878, \eta^2_p = 0.006 \), were significant. That Frequency has a significant effect on MONOSEMOUS verbs but not on POLYSEMOUS ones appears to be indicative of a characteristic of low polysemy. These verbs produce such a strong expectation for certain role-fillers that even role-fillers that are semantically very similar but less frequent are deemed worse-fitting. POLYSEMOUS verbs, on the other hand, are more flexible than MONOSEMOUS verbs for fitting with less frequent role-fillers.

While verb frequency was very closely controlled in our stimuli via experimental design, we also ran a linear mixed effects model with thematic fit as a response variable and POLYSEMY*FIT+LOGVERBFREQ+FREQUENCY as predictors (with random intercepts under participant and item, as well as random slopes for POLYSEMY and Fit under both participants and items). The linear mixed effects model confirmed all results from the factorial ANOVAs, and furthermore
showed that our matching of verb frequencies in the experimental design was effective: LOGVERBFREQ did not explain away the effects of verb polysemy.

Next, we compared good patient-fillers for the two predetermined senses for the POLYSEMOUS verbs. A Factorial ANOVA with “hc3” correction and with Sense and Frequency as between participant factors indicated that there was a significant main effect of Sense, \(F(1,1881) = 23.076, p = 1.68 \times 10^{-6}, \eta^2_p = 0.012\). Neither Frequency, \(F(1,1881) = 3.024, p = 0.0822, \eta^2_p = 0.002\), nor the Sense * Frequency interaction, \(F(1,1881) = 1.386, p = 0.2392, \eta^2_p = 0.001\) was significant. A two-tailed Welch t-test confirmed that good patient-fillers for the more frequent sense of these POLYSEMOUS verbs were rated significantly higher (\(M = 4.73, SD = 1.58\)) than good patient-fillers for the less frequent sense (\(M = 4.37, SD = 1.70\)), \(t(1868.449) = 4.7985, p = 1.725 \times 10^{-6}\), Cohen’s \(d = 0.254\), as shown in Figure 2. Therefore, while the unigram frequencies of the patient-fillers do not have an impact when comparing senses of the same verb, the frequencies of the senses themselves do have an effect.

Finally, in Table 2, we give the results of running the four automatic thematic fit scoring methods from Greenberg et al. (2015) on SDDM, SDDMX, and TypeDM and calculating the correlation with the human judgements we obtained on the experimental (role-filler, verb) pairs. For the \(k\)Clusters method, 10 was set as the maximum number of clusters. In Table 3 we break down the TypeDM correlations by verb type. Note that the ALL column in Table 3 includes the filler items, but Table 2 does not.

5 Discussion

The reasonably high correlation between our human judgements and those from McRae et al. (1998) is encouraging and provides a possible upper-bound on computational models of thematic fit as well as a human annotator agreement score for our study.

Since the Fit factor was experimentally designed to have an effect on ratings, it is unsurprising that there was an effect. But it is surprising that the Polysemy and Frequency effect sizes are much smaller than those of Fit and the interaction. This suggests that humans do not have such a varying process for assessing thematic fit for POLYSEMOUS versus MONOSEMOUS verbs. Therefore, these judgements further motivate clustering as part of an automatic thematic fit scoring system because clustering minimizes the effects of highly contrastive senses.

Overall, the interaction between Polysemy and Fit showed that in the case of POLYSEMOUS verbs, it is harder to achieve extremely low or high thematic fit. Only one sense needs to be relevant for a
role-filler to achieve a somewhat high score, but the inability to fit well with all senses may block a good role-filler from achieving the highest possible score.

For the comparison of the two experimental senses for the POLYSEMOUS verbs, it is important to note a terminological subtlety. Our Frequency factor, which was found not to have a significant effect, is based on the unigram frequency of the role-filler, while the Sense factor, which was found to have a significant effect, is based on the relative frequency of that sense, which could be estimated using the (skip) bigram frequency of the verb with the role-filler. Since these bigram frequencies affect thematic fit ratings, automatic thematic fit estimation systems that analyze the frequency distribution of senses are likely to perform better than those that do not.

Table 2 reproduces the trends in correlations observed in Greenberg et al. (2015) on our new dataset. Again, we see that the trends occur on each of the DM models, which shows their generality. But, by breaking down the dataset by verb type, we can see a clearer picture of the strengths and weakness of the different scoring methods. For instance, the OneBest method achieves the best performance on POLYSEMOUS verbs, but worsens performance on MONOSEMOUS verbs. We can attribute this difference to a trade-off between negative impacts of polysemy and noise. Namely, for MONOSEMOUS verbs, the negative impact of noise is greater than the negative impact of polysemy, and vice versa for POLYSEMOUS verbs. Clustering, however, achieves the greatest correlation with human judgements on mixed polysemy datasets presumably by avoiding the greater negative effect for each verb.

As an example, consider the MONOSEMOUS verb obey. kClusters put the patient-fillers of obey into nine clusters: [[injunction], [will], [wish], [limit], [equation], [master], [law, rule, commandment, principle, regulation, teaching, convention], [voice, word], [order, command, instruction, call, summons]]. Due to a large number of singleton clusters, each cluster is quite pure. Hence, the noise has been neutralized. Similar role-fillers are still smoothed together, but no strongly dissimilar ones are averaged.

In contrast, kClusters put the patient-fillers for the POLYSEMOUS verb observe into six clusters: [[day], [silence], [difference, change], [object, star, bird], [effect, phenomenon, pattern, behaviour, practice, behavior, reaction, movement, trend], [rule, custom, law, condition]]. Now, there are only two singleton clusters, and the largest cluster is quite noisy. Each of the clusters except the largest happens to correspond uniquely to a WordNet SynSet, so the polysemy has been addressed, but not the noise. However, polysemy was more important than noise for this verb. We also note that the number of clusters, usually between six and nine, is not particularly informative about polysemy and has much more to do with noise in the set.

Finally, to explain the sharp discrepancy in performance between fillers and experimental items, recall that our main experiment had three independent variables: Polysemy, Frequency, and Fit. Both levels of Polysemy enjoyed the same positive effect when moving from the Centroid to kClusters. Frequency had a very small effect. This just leaves Fit. For each of our experimental verbs, we ensured that there was a pair of good role-fillers and a pair of bad role-fillers. The McRae et al. (1998) dataset did not ensure that there was a mix of good and bad role-fillers for each verb. Additionally, our filler item selection procedure did not always include every available role-filler for a given verb. If the selected role-fillers are either all good or all bad, these points “vote”, during the Spearman’s ρ calculation, to minimize all distinctions (good and bad) that the model makes. The more of these verbs we have, the flatter our model becomes and the less we will be able to see. But, none of our experimental items had this problem.

6 Conclusions and Future Work

We developed a new substantial dataset of thematic fit judgements: 720 verb-noun pairs, each judged by 10 Amazon Mechanical Turk workers. Our dataset contains 48 MONOSEMOUS and 48 POLYSEMOUS verbs, matched for frequency. For each of the POLYSEMOUS verbs, it has a total of six patient-fillers: two good for Sense1, two good for Sense2, two bad, each pair with contrasting frequencies. The MONOSEMOUS verbs in our dataset have a total of four patient-fillers: two good and two bad, each pair with contrasting frequencies. This dataset constitutes the first thematic fit judgement dataset that systematically manipulates polysemy and frequency.
We found that human judgements of thematic fit are affected by the number of senses that a verb has (good role-fillers for **monosemous** verbs are judged better than those for **polysemous** verbs, and bad role-fillers are judged worse for **monosemous** verbs than for **polysemous** verbs), and that this effect cannot be explained away by the verb’s frequency. This effect may reflect the different levels of constraint that a **monosemous** vs. **polysemous** verb exerts on its arguments. A further important finding was that the frequency of a role-filler has little influence on thematic fit judgements. This supports the notion that semantic similarity and thematic fit are extremely important notions for modeling thematic fit well.

We then evaluated distributional memory models and computational estimation methods on this dataset, comparing methods that can account for verb polysemy by clustering most typical fillers (kClusters) to methods that assume a single verb sense (Centroid). Our results show that the method that allows for representing verb polysemy consistently outperforms the traditional single-centroid method by Baroni and Lenci (2010). As expected, the most substantial improvements are achieved for **polysemous** verbs, but we also found that model performance on **monosemous** verbs was not hurt by using the kClusters method.

The data we collected also suggests that both the probability of the verb sense and the similarity of a role-filler to a prototypical argument for a specific verb sense play a role in human thematic fit judgements: this explains why highly prototypical role-fillers for **monosemous** verbs get significantly higher thematic fit judgements than highly prototypical role-fillers for the most frequent verb sense of a **polysemous** verb, and why, in turn, highly prototypical role-fillers for a less frequent verb sense get again significantly lower thematic fit judgements in comparison.

A model implementing this would conceptually estimate thematic fit in terms of a noun’s surprisal given the verb \((-\log P(\text{filler}|\text{verb}))\), thereby using the semantic vector space as a back-off model in order to handle rare or unseen combinations of verbs and their arguments. The importance of this is highlighted by our result that noun frequency had little effect on thematic fit judgements. In all, polysemy, frequency, and thematic fit are intertwined in a complex web of dependencies, but the more carefully we obtain human judgements, the more equipped we are to build highly accurate computational models.
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Abstract

Linguistic alignment has emerged as an important property of conversational language and a driver of mutual understanding in dialogue. While various computational measures of linguistic alignment in corpus and experimental data have been devised, a systematic evaluation of them is missing. In this study, we first evaluate the sensitivity and distributional properties of three measures, indiscriminate local linguistic alignment (LLA), Spearman's correlation coefficient (SCC), and repetition decay (RepDecay). Then we apply them in a study of interactive alignment and individual differences to see how well they conform to the Interactive Alignment Model (IAM), and how well they can reveal the individual differences in alignment propensity. Our results suggest that LLA has the overall best performance.

1 Introduction

The alignment of language between dialogue partners has garnered much interest in the computational linguistics community. Alignment not only provides insight into the mechanisms of dialogue, but also has the potential to improve both human-computer dialogue systems and the analysis tool-chain. In this context, alignment refers to the convergence of linguistic choices among interlocutors. This may happen at different representational levels, such as the phonological, lexical and syntactic (Garrod and Anderson, 1987). Alignment, also known as entrainment or accommodation, has become recognized as a key feature of linguistic communication.

Several theoretical accounts exist that address the nature and implications of linguistic alignment. In psycholinguistics, the Interactive Alignment Model (IAM) assumes that interlocutors align their linguistic representations (Pickering and Garrod, 2004), from lower ones (lexical, syntactic) to higher ones (e.g., semantics), leading to shared situation models. Sociolinguistic studies point out that interac-tants converge in their communication styles to signal social affinity and diverge to emphasize social distance (Danescu-Niculescu-Mizil and Lee, 2011; Giles, 2008). Furthermore, evidence has been found showing that certain individuals tend to have higher propensity of alignment than others (Gnisci, 2005; E. Jones et al., 1999; S. Jones et al., 2014; Wille-myns et al., 1997).

Several computational measures have been developed to help validating these theoretical accounts. Some of them use the probability of co-occurrence of words (or other linguistic elements) to describe the language alignment (Church, 2000; Dubey, Sturt, and Keller, 2005; Reitter, Keller, and Moore, 2006), while some others take inspiration from documents similarity measures (Huffaker et al., 2006; S. Jones et al., 2014; Wang, Reitter, and Yen, 2014).

However, little research is available that evaluates the properties of these linguistic alignment measures. How sensitive are these measures? What kind of distributions do they have? Can they consistently describe the alignment at multiple linguistic levels (e.g., lexical and syntactic)? Can they describe the individual differences in propensity of alignment? Essentially, are they good/reliable measures? These questions are not answered (or fully answered) yet.
To answer these questions in this study, we first conduct an evaluation of the intrinsic properties of three well-defined and commonly used measures, indiscriminate local linguistic alignment (LLA) (Fusaroli et al., 2012; Wang, Reitter, and Yen, 2014), Spearman’s correlation coefficient (SCC) (Huffaker et al., 2006; Kilgarriff, 2001), and repetition decay (RepDecay) (Reitter, Keller, and Moore, 2006), in which two basic properties are investigated, normality of distribution and sensitivity. Then we apply these measures to a study about the IAM and individual differences in alignment propensity as an extrinsic evaluation. We examine how well they follow the basic assumption of IAM, i.e., showing correlations between alignment at lexical and syntactic levels, and how well they can reveal the individual differences in alignment propensity.

Our study aims to provide potential guidance to future studies of linguistic alignment in terms of which computational measures to use. Basically, we favor a measure that has good normality in its distribution, that has higher sensitivity, and that conforms with the IAM theory and the existing findings about individual differences in alignment propensity.

2 Related Work

We will first briefly review the existing computational measures of linguistic alignment. Then we give a short review of IAM and the work on individuals’ propensity of alignment.

2.1 Existing measures and their limitations

We categorize the existing computational measures into three basic types based on the different methods they use. Though different methods are used, all the three types of measures are conducted upon a similar structure: \((\text{prime}, \text{target})\) pairs, in which \text{prime} and \text{target} are pieces of text.

Probabilistic measures

Probabilistic measures work on multiple \((\text{prime}, \text{target})\) pairs, and compute the probability of a single word or syntactic rule appearing in \text{target} after its appearance in \text{prime}, by counting the frequency of their co-occurrence. For example, Church (2000) used the first half of documents as \text{prime} and the second half as \text{target} to measure the lexical adaptation in text. Dubey, Sturt, and Keller (2005) used similar measures to investigate the parallelism effect of syntactic structures in coordinate constructs in corpora. Gries (2005) was among the first to use logistic regression to estimate linear models of syntactic priming.

The limitation of the frequency-based measure is that it needs a relatively large amount of text to conduct the computation, because it uses the observed frequency of words (or syntactic rules), to estimate the probability of co-occurrence.

Document similarity measures

Several measures originate from information retrieval (IR). They have seen little use by corpus-based priming and alignment researchers, although they could conceivably be adopted for our purposes. Huffaker et al. (2006) compared the performance of three computational measures of document similarity in measuring the language convergence in an online community over time. The measures they examined are: Spearman’s correlation coefficient (SCC), which measures document similarity based on word frequency and co-occurrence, Zipping, a data compression algorithm that has been used in document comparison, and Latent Semantic Analysis (LSA), a technology for measuring semantic similarity between documents.

Fusaroli et al. (2012) proposed a measure based on probabilities that falls in this category as well: the concept of indiscriminate local linguistic alignment (LLA). Based on this work, Wang, Reitter, and Yen (2014) implemented LLA at lexical level (LILLA) and syntactic level (SILLA). They essentially measure the number of words (or syntactic rules) that appear in both \text{prime} and \text{target}, normalized by the size of the two text sets.

Repetition decay

Repetition effects have been observed to be short-lived in experiments (e.g., Branigan, Pickering, and Cleland, 1999). Reitter, Keller, and Moore (2006) proposed to use the decay rate of repetition probabilities of syntactic rules to measure the strength of syntactic alignment, and to apply it to all syntactic rules in an observational study.

In their work, Reitter, Keller, and Moore (2006) built a generalized linear model, using the repetition of the syntactic rules as the dependent variable and the distance between \text{prime} and \text{target} as the predictor. They observed that repetition rate of syntac-
tic rules decays as the distance increases, and used the regression coefficient of the predictor to estimate the strength of syntactic alignment.

Repetition decay gives a strict mathematical account to the alignment phenomena from the probabilistic point of view, and distinguishes the alignment caused by priming from other random repetitions of linguistic elements. One limitation of the repetition decay measure is that it cannot quantify the alignment between a single pair of texts (in fact, it assumes that the simple repetition between two text sets tells us nothing about the overall alignment level). Another limitation is that the fitting a generalized linear model is not as computationally efficient as other measures.

2.2 Interactive alignment model
Pickering and Garrod (2004) proposed the Interactive Alignment Model (IAM) to account for the mechanism that underlie language processing in dialogue. The central assumption of IAM is that, in a dialogue, the linguistic representations employed by the interlocutors become aligned at many levels, and the aligned representations at one level lead to aligned representations at other levels (Pickering and Garrod, 2004). The correlation between different linguistic levels has been shown by corpora-based studies (Wang, Reitter, and Yen, 2014).

2.3 Propensity of alignment
One area that has long been overlooked is the individual speaker’s inherent propensity of alignment, i.e., whether some individuals inherently have a stronger tendency to align to their interlocutors than others. Previous studies have shown that individuals in lower social power status tend to converge their language style to those in higher social power status during conversations, e.g., interviewees converging towards their interviewers during employment interviews (Willemyns et al., 1997), students adapting their language to teachers (E. Jones et al., 1999), and witnesses accommodating their linguistic style to that of the lawyers and the judges (Gnisci, 2005). More recently, S. Jones et al. (2014) proposed Zelig Quotient, a measure that characterizes an individual’s inherent tendency to accommodate to the linguistic style of others, defined by the movement in a high-dimensional linguistic style space. These studies provide evidence that different individuals have different levels of alignment propensity, and this difference can be quantified by computational measures.

However, the main limitation of existing studies is that the individuals’ propensity of alignment is only characterized using a proportion of lexical elements. For example, Zelig Quotient only uses functional words (S. Jones et al., 2014). Thus they do not characterize the propensity of alignment at the full range of lexical and syntactic levels.

3 Evaluation Criteria
In this study, we first evaluate two intrinsic properties of the computational measures, and then evaluate their performance in two extrinsic investigations related with IAM and individuals’ propensity of alignment.

3.1 Intrinsic evaluation
The two intrinsic properties that we find desirable are: normality of distribution and sensitivity. We expect a good measure to have a normal (or nearly normal) distribution over the whole population, because normal distribution is the most common distribution in nature, and it is desirable from a statistical point of view to have a normal distribution. The sensitivity criterion is straightforward: we expect a good measure to have satisfactory “resolution”, i.e., the capability of detecting relatively small amount of linguistic alignment.

3.2 Extrinsic evaluation
According to the IAM, linguistic alignment between interlocutors occurs at many levels, and aligned representations at one level leads to aligned representations at other levels. For instance, syntactic alignment is enhanced when there are more shared lexical items (Pickering and Garrod, 2004). Thus, it is reasonable to expect that a good measure can capture this effect, demonstrating that higher lexical alignment should co-occur with higher syntactic alignment.

Secondly, due to the empirical evidence that demonstrates the individual’s inherent propensity of alignment (Gnisci, 2005; E. Jones et al., 1999; S. Jones et al., 2014; Willemyns et al., 1997), it is reasonable to expect that a good measure of linguis-
tic alignment should be able to characterize an individual’s propensity of alignment. If we view the propensity of alignment as a relatively stable individual characteristic that is associated with other social and psychological factors, a good measure should be able to show more variation when measuring text produced by different individuals, and show less variation when measuring text produced by the same individual.

In sum, for the evaluation of the measures’ intrinsic properties, we have two criteria: the normality of distribution and the sensitivity. For the extrinsic evaluation, we examine the performance of measures in three aspects: consistency, the measures at lexical level should be correlated with the measures at syntactic level. Between-individual difference, whether the measure can reveal significant differences in alignment propensity among different individuals. Within-individual stability, whether the alignment measures from the same individual have relatively small variance.

4 Methods

4.1 Processing of corpora

Four corpora are used in this study, including the text data from two online forums, the Cancer Survivors’ Network (CSN) \(^1\) and a massive open online course on visual art Art taught on Coursera by Penn State (MOOC), and two published corpora, the Switchboard Corpus (SWBD) (Marcus et al., 1994) and the spoken part of British National Corpus (BNC, 2007).\(^2\)

The threads in CSN and MOOC have similar structures. They consist of an original post followed by reply posts ordered by time. We use a sequence of posts to represent a thread of length \(n\), \([P_0, P_1, P_2, ..., P_n]\), in which \(P_0\) represents the original post started by a forum user, and \(P_i\) for \(i = 1, ..., n\) represent the reply posts from other users or the original poster. There is a “reply” relationship between the posts in a thread, indicating that one post is a response to another. For example, if post \(j\) (by user

\(B\)) is a “reply” to post \(i\) (by user \(A\)), then it means that post \(j\) is the direct response from user \(B\) to user \(A\) in terms of the content of post \(i\). We construct the \((prime, target)\) pairs for the linguistic alignment measures based on the “reply” relationship between the posts, i.e., using the original post as \(prime\), and the corresponding reply post as \(target\).

Those pairs of posts whose authors are the same user (“self-reply”) are excluded.

Switchboard has only two interlocutors in each conversation, whose utterances are ordered by turn. In BNC, one conversation might contain more than two interlocutors, which results in the relative loose structure of the conversation. The ways we construct \((prime, target)\) pairs for the two corpora are similar: selecting one utterance as \(prime\), and all the following utterances (within the distance of 10 utterances) that are from the other speaker are selected as \(target\) respectively. We restrict the distance to 10 to avoid overly long conversations. In total, we use all the 80,000 utterances in SWBD and randomly sample 95,441 conversations from BNC.

4.2 LLA

We use the methods implemented by Wang, Reitter, and Yen (2014) to compute the indiscriminate local linguistic alignment (LLA). The lexical and syntactic versions of LLA are implemented and abbreviated as LILLA and SILLA respectively. LILLA and SILLA are the normalized measures of the number of words (or syntactic rules) that occur in both the prime text and the target text:

\[
LLA(P, T) = \frac{\sum \delta(w_i, T)}{|length(P) * |length(T)|} \tag{1}
\]

\[
\delta(w_i, P) = \begin{cases} 
1, & \text{if } w_i \in P \\
0, & \text{otherwise} 
\end{cases} \tag{2}
\]

For the computation of LILLA, \(|P|\) and \(|T|\) are the numbers of words in \(prime\) and \(target\), and \(w_i\) is the individual word in \(prime\) (or \(target\)). For the computation of SILLA, we first use the Stanford Parser (De Marneffe, MacCartney, Manning, et al., 2006) to parse each sentence in \(prime\) and \(target\) to get their full syntax trees, and then collect all the sub-trees from each sentence. For example, if the first sentence in \(prime\) is “I am a teacher.”, then the
The parser generates the full syntax tree: \((S (NP (PRP I)) (VP (VBP am) (NP (DT a) (NN teacher))))\). The sub-trees extracted are: “S \rightarrow NP + VP”, “NP \rightarrow PRP”, “VP \rightarrow VBP + NP”, “NP \rightarrow DT + NN”. Then we use the collection of all the sub syntax trees from \(prime\) and \(target\) as the \([P]\) and \([T]\) in Equation 1, and let \(w_i\) refer to the individual syntactic rules.

Differing from Wang, Reitter, and Yen (2014)’s work, we use the natural logarithm of LILLA and SILLA instead, i.e., log-LILLA and log-SILLA, as a simple way to achieve normality of errors.

4.3 Spearman’s correlation coefficient

Spearman’s correlation coefficient (SCC) originate from the Spearman rank correlation that has been widely used in statistics. It is essentially a non-parametric version of Pearson’s correlation coefficient (Myers, Well, and Lorch, 2010). SCC was first proposed by Kilgarriff (2001) to measure the similarity between text and further evaluated by Huffaker et al. (2006). Huffaker et al. (2006) implemented SCC as the following: given a document pair (\(prime, target\)), for each document, rank the \(n\) common words in \(prime\) and \(target\) by frequency. For each word, let \(d\) be the difference of ranks in two documents. SCC is defined as the normalized sum of squared differences:

\[
SCC = 1 - \frac{6 \sum d^2}{n(n^2 - 1)} \tag{3}
\]

SCC was originally implemented only for measuring the similarity at lexical level. In this study, we also implement the syntactic version of SCC by applying equation (3) to syntactic rules instead of words, i.e., first parse the \(prime\) and \(target\) into syntactic rules and get a list of common rules between the two sets, and then compute \(d\) in a similar way. In this study, we name the syntactic version of SCC as SCC\(_{syn}\), and the original lexical version as SCC\(_{lex}\).

4.4 Repetition decay

We compute the repetition decay (RepDecay) measure based on the procedure proposed by Reitter, Keller, and Moore (2006). We go through the sequence of \((prime, target)\) pairs constructed from the corpora with a window of fixed width, e.g., 10 posts/utterances, and look at every element (a word or a syntactic rule) that is in \(target\). If one element is also in \(prime\), we record this in the variable \(Rep\) as 1, and otherwise, we record \(Rep\) as 0. Meanwhile, each \(Rep\) is associated with another variable \(Dist\), which records the distance (from 1 to 10) between \(prime\) and \(target\). Finally, we build a generalized linear regression model using \(Rep\) as the response variable and \(\ln(Dist)\) as the predictor. We use the regression coefficient \(\beta\) associated with \(\ln(Dist)\) to represent the strength of linguistic alignment. Theoretically, \(\beta\) is always negative, and the smaller \(\beta\) indicates stronger alignment.

The computation of RepDecay relies on the precise definition of distance between \(prime\) and \(target\), because its basic assumption is that the priming effect from \(prime\) to \(target\) decreases as the distance between them increases. In the context of conversations in online forums, the distance between \(prime\) and \(target\) is difficult to define, because a long distance between two posts, whether it is calculated by time or by number of posts between them, does not necessarily result in the weak priming effect. Based on these considerations, we only compute RepDecay in the SWBD corpus, which solely consists of two-party dialogues. BNC corpus is also excluded because it contains multi-party dialogues that makes it difficult to extract a clear \(prime\)-\(target\) relationship.

4.5 Propensity of alignment

We use all the posts/utterances produced by one individual to measure his/her propensity of alignment. For LLA and SCC, we use all of the \((prime, target)\) pairs within a certain distance where individual \(I_i\) produces the \(target\) to represent \(I_i\)’s propensity of alignment. For RepDecay, we compute the regression coefficient \(\beta_i\) from the sequence of \((prime, target)\) pairs in which \(target\) is produced by \(I_i\) and use \(\beta_i\) to represent \(I_i\)’s propensity of alignment.

We select only those active individuals from the four corpora whose number of posts/utterances is above a common threshold (above 90% of the population). For CSN corpus, we select 1066 active users who have composed at least 50 posts. For MOOC corpus, we select 829 active users who have composed at least 10 posts. For SWBD corpus, all 1296 speakers are selected. For BNC corpus, 502 active speakers who have at least over 26 utterances are se-
5 Intrinsic Evaluation Results

5.1 Normality of distribution
We use Shapiro-Wilk test (Shapiro and Wilk, 1965) to examine the normality of distributions of LLA and SCC in all of the four corpora, and the normality of distribution of RepDecay in the SWBD corpus (because RepDecay is only computed in SWBD).

The test results show that all these distributions are significantly different from a normal distribution ($p < 0.001$).

But we can still use the quantile-quantile plot of each distribution to compare their normality relatively. Figure 1 show quantile-quantile plots of LLA and SCC in all of the four corpora, and Figure 2 shows the quantile-quantile plot of RepDecay in the SWBD corpus. It can be seen that the quantile-quantile plots of LLA and RepDecay are closer to straight lines (demonstrated by the dot-line) than SCC, thus they have relatively better normality in their distributions.

5.2 Sensitivity
We use NPS Chat Corpus (Forsyth and Martell, 2007) to construct several pieces of pseudo text with different levels of alignment strength, and then investigate the performance of the measures in revealing the difference.

The structure of the pseudo text assembles a sequence of turn-by-turn utterances in a dialogue. We control the strength of alignment by adjusting the probability of a word appearing in an utterance given whether it has appeared in the previous utterance or not. In a non-alignment control condition, the probability of the occurrence of a word is independent of
Table 2: Correlation coefficients between lexical and syntactic measures.

<table>
<thead>
<tr>
<th>Measure</th>
<th>CSN</th>
<th>MOOC</th>
<th>SWBD</th>
<th>BNC</th>
</tr>
</thead>
<tbody>
<tr>
<td>log-LILLA and log-SILLA</td>
<td>0.374***</td>
<td>0.237***</td>
<td>0.188***</td>
<td>0.369***</td>
</tr>
<tr>
<td>SCC_{\text{lex}} and SCC_{\text{syn}}</td>
<td>0.045***</td>
<td>-0.008</td>
<td>-0.001</td>
<td>0.200***</td>
</tr>
<tr>
<td>RepDecay_{\text{lex}} and RepDecay_{\text{syn}}</td>
<td>NA</td>
<td>NA</td>
<td>0.695***</td>
<td>NA</td>
</tr>
</tbody>
</table>

* p < 0.05, *** p < 0.001

Table 1: t-test results of comparing measures between different $\alpha$ values

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>t-score</th>
<th>vs. (\log\text{-LILLA})</th>
<th>SCC_{\text{lex}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.05</td>
<td>-1.610</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>1.10</td>
<td>-2.704*</td>
<td>-0.061</td>
<td></td>
</tr>
<tr>
<td>1.15</td>
<td>-3.925**</td>
<td>-0.152</td>
<td></td>
</tr>
<tr>
<td>2.25</td>
<td>-17.47***</td>
<td>-2.463*</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>-22.23***</td>
<td>-2.839*</td>
<td></td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < .01, *** p < .001

6 Extrinsic Evaluation Results

As introduced in Section 3, we evaluate the performance of LLA, SCC, and RepDecay in three aspects: Consistency across different linguistic representation levels, between-individual difference, and within-individual stability.

6.1 Consistency

We calculate the Pearson correlation coefficients between lexical syntactic measures for LLA, SCC, and RepDecay (Table 2).

It is shown that the correlation between RepDecay_{\text{lex}} and RepDecay_{\text{syn}} is strongest, followed by the correlation between \(\log\text{-LILLA}\) and log-SILLA. The correlation between SCC_{\text{lex}} and SCC_{\text{syn}} is only significant in CSN and BNC, but not in MOOC and SWBD. Thus, it indicates that RepDecay and LLA show better consistency between lexical and syntactic alignment than SCC.

6.2 Between-individual differences

We use one-way ANOVA to examine whether the between-individual differences of alignment propensity outweigh within-individual variance (Table 3). RepDecay is not included in the analysis because it generates only one value for each individual.

While all F scores indicate significant differences, LLA shows higher F scores than SCC. This result indicates that the alignment measures from some individuals are significantly higher than the others, and this tendency holds for both lexical alignment and syntactic alignment.
Table 3: F scores resulting from one-way ANOVAs (All values are significant at p < 0.001 level)

<table>
<thead>
<tr>
<th>Measure</th>
<th>CSN</th>
<th>MOOC</th>
<th>SWBD</th>
<th>BNC</th>
</tr>
</thead>
<tbody>
<tr>
<td>log-LILLA</td>
<td>15.05</td>
<td>2.761</td>
<td>51.52</td>
<td>14.32</td>
</tr>
<tr>
<td>log-SILLA</td>
<td>20.66</td>
<td>2.402</td>
<td>25.44</td>
<td>5.289</td>
</tr>
<tr>
<td>SCC_{lex}</td>
<td>8.884</td>
<td>1.205</td>
<td>3.448</td>
<td>1.937</td>
</tr>
<tr>
<td>SCC_{syn}</td>
<td>1.494</td>
<td>1.185</td>
<td>4.242</td>
<td>3.492</td>
</tr>
</tbody>
</table>

6.3 Within-individual stability

We use the coefficient of variation (CV) (Abdi, 2010) (also known as relative standard deviation), to evaluate the within-individual stability of the measures. CV is defined as the ratio of the standard deviation $\sigma$ to the mean $\mu$: $CV = \sigma / \mu$. A smaller CV indicates less variability of a random variable in relation to its mean.

We calculate the CVs of LLA and SCC for each active individual in the four corpora, and then use t-tests to compare LLA vs. SCC (for lexical and syntactic measures respectively). RepDecay is not included in this analysis because it generates one value for each individual and thus there is no within-individual variance.

The t-tests results indicate that log-LILLA has smaller CVs than SCC_{lex} across the four corpora ($p < 0.001$). log-SILLA also has smaller CVs than SCC_{syn} for CSN, MOOC and SWBD corpora ($p < 0.001$), and there is no significant difference for BNC corpus ($p = 0.299$). This indicates that LLA has better within-individual stability than SCC.

7 Conclusions and Discussion

In this study, we evaluate the intrinsic properties of three computational measures of linguistic alignment: indiscriminate local linguistic alignment (LLA), Spearman’s correlation coefficient (SCC), and repetition decay (RepDecay). We also evaluate their performance when applied to an extrinsic study about the IAM theory and individuals’ alignment propensity.

From the intrinsic evaluations, we find that LLA and RepDecay are more normally distributed than SCC, and that LLA is more sensitivity than SCC. The main cause for the poorer normality of SCC roots in its way of computation: there has to be at least two common elements in order to get a valid value, but if target is a pure repetition of prime, the value is always 1. Thus for short utterances that are common in spoken dialogues (SWBD and BNC), they are more likely to generate 1s, which result in the skewed distribution of SCC.

From the extrinsic evaluations, our main conclusions are: First, in terms of the propensity of alignment, both LLA and SCC can reveal significant individual differences. Meanwhile, LLA shows larger effect size for individual differences, and higher within-individual stability than SCC. Second, in terms of the correlation between alignment at the lexical and syntactic levels, RepDecay shows the strongest correlation, but LLA also consistently shows strong correlation across all corpora investigated. However, SCC does not consistently show this correlation.

Our study provides potential suggestions to future computational investigations about linguistic alignment. LLA is more favorable if the research question relates to individuals’ inherent propensity of alignment, because it yields more significant between-individual differences and has better within-individual stability. LLA has better normality and sensitivity properties. RepDecay is more favorable if the research question is to explore the correlations between alignment at different linguistic levels, because it shows strongest correlation between lexical and syntactic levels in this study.

For future work, to explore the application of computational measures in revealing individuals’ propensity of alignment at multiple linguistic levels (other than lexical and syntactic) could be an interesting direction.
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Abstract

Models of language acquisition are typically evaluated against a “gold standard” meant to represent adult linguistic knowledge, such as orthographic words for the task of speech segmentation. Yet adult knowledge is rarely the target knowledge for the stage of acquisition being modeled, making the gold standard an imperfect evaluation metric. To supplement the gold standard evaluation metric, we propose an alternative utility-based metric that measures whether the acquired knowledge facilitates future learning. We take the task of speech segmentation as a case study, assessing previously proposed models of segmentation on their ability to generate output that (i) enables creation of language-specific segmentation cues that rely on stress patterns, and (ii) assists the subsequent acquisition task of learning word meanings. We find that behavior that maximizes gold standard performance does not necessarily maximize the utility of the acquired knowledge, highlighting the benefit of multiple evaluation metrics.

1 The problem with model evaluation

Over the past decades, computational modeling has become an increasingly useful tool for studying the ways children acquire their native language. Modeling allows researchers to explicitly evaluate learning strategies by whether these strategies would enable acquisition success. But how do researchers determine if a particular learning strategy is successful? Traditionally, models have been evaluated against adult linguistic knowledge, typically captured in an explicit “gold standard”. If the modeled learner succeeds at acquiring this adult linguistic knowledge, then it is said to have succeeded and the learning strategy is held up as a viable option for how the acquisition process might work.

Gold standard evaluation has two key benefits. First, it provides a uniform measure of evaluation, especially when gold standards are relatively similar across corpora (e.g., orthographic segmentation for speech). Second, this kind of evaluation is typically straightforward to implement for labeled corpora, and so is easy to use for model comparison.

Still, there are several potential disadvantages to gold standard evaluation. First, the choice of an appropriate gold standard is non-trivial for many linguistic tasks since there is disagreement about what the adult knowledge actually is (e.g., speech segmentation, grammatical categorization, syntactic parsing). Second, implementation may require a large amount of time-consuming manual annotation (e.g., visual scene labeling for word-object mapping). Third, and perhaps most importantly, it is unclear that adult knowledge is the appropriate output for some modeled learning strategies, particularly those that are meant to occur early in acquisition.

For example, consider the early stages of speech segmentation that rely only on probabilistic cues. The earliest evidence of speech segmentation comes at six months (Bortfeld, Morgan, Golinkoff, & Rathbun, 2005) and it appears that probabilistic cues to segmentation, which are language-independent because their implementation does not depend on the specific language being acquired, give way to language-dependent cues between eight and nine
months (Johnson & Jusczyk, 2001; Thiessen & Saf-fran, 2003). So, accurate models of this early stage of speech segmentation should output the knowledge that a nine-month-old has, and this may differ quite significantly from the knowledge an adult has about how to segment speech.

Unfortunately, addressing this last issue with gold standard evaluation is non-trivial. One strategy might be to create a gold standard representing age-appropriate knowledge. However, without empirical data that can identify exactly what children’s knowledge at a particular age is, this is difficult. Because of this, few (if any) age-specific gold standards exist for the many acquisition tasks that we wish to evaluate learning strategies for. An alternative is to compare model results against qualitative patterns that have been reported in the developmental literature. For instance, Lignos (2012) compares his segmentation model results against qualitative patterns of over- and undersegmentation reported in diary data (Brown, 1973; Peters, 1983). Still, such comparisons are often difficult to make since the behavioral data may come from children of different ages than the modeled learners (e.g., the segmentation patterns mentioned above come from two- and three-year-olds while the modeled learners are at most nine months old).

So, the essence of the evaluation problem is this: the true target for model output is potentially unknown, but we still wish to evaluate different models. Fortunately for language acquisition modelers, this is exactly the problem faced in computer science when unsupervised learning algorithms are applied and a gold standard does not exist. There are two main ways a model without a gold standard can be explicitly evaluated (Theodoridis & Koutrobas, 1999; von Luxburg, Williamson, & Guyon, 2011):

1. Apply real-world, expert knowledge to determine if the output is reasonable.
2. Measure the “utility” of the output.

Adding these two evaluation approaches to a language acquisition modeler’s toolbox can help alleviate the issues surrounding gold standards. Still, the first option of applying expert knowledge is often time intensive, since this typically involves querying human knowledge. Moreover, given the key concern about what the output of language acquisition models ought to look like anyway, it is unclear that querying linguistic experts is appropriate. Given this, we focus on measuring the utility of the model’s output (Mercier, 1912; von Luxburg et al., 2011) to supplement a gold standard analysis.

This means we must be more precise about “utility”. Because children acquire linguistic knowledge and then apply that acquired knowledge to learn more of their native language system (Landau & Gleitman, 1985; Morgan & Demuth, 1996), one definition of utility for language acquisition is for the model output to facilitate further knowledge acquisition. Importantly, determining what future knowledge is acquired is often much easier than determining the exact state of that knowledge, as with a gold standard. This is because we often have empirical data about the order in which linguistic knowledge is acquired (e.g., language-independent cues to speech segmentation are used to identify language-dependent cues, which are then used to facilitate further segmentation). We can use these empirical data to identify what a model’s output should be used for, and assess if the acquired knowledge helps the learner acquire the appropriate additional knowledge. Then, if a modeled strategy yields this kind of useful knowledge, the modeled strategy should be counted as successful; in contrast, if the acquired knowledge isn’t useful (or is actively harmful), then this is a mark of failure. Under this view, a strategy’s utility is equivalent to its ability to prepare the learner for subsequent acquisition tasks.

As we will see when we apply this utility-based evaluation to speech segmentation strategies, we may still encounter some familiar evaluation issues. In particular, to evaluate whether a model’s output prepares a learner for subsequent acquisition tasks, we must have some idea as to what counts as “good enough” preparation for those subsequent tasks. The simplest answer seems to be that “good enough” for the subsequent task means that the output for that task is “good enough” for the next task after that. In some sense then, the best indicator of utility would be that the modeled strategy yields adult level knowledge once the entire acquisition process is complete. However, it is currently impractical to model the entire language acquisition process. Instead, we have to restrict ourselves to smaller seg-
ments of the entire process – here, two sequential stages. Given the available empirical data, it may be that we have a better idea about what children’s knowledge is for the second stage than we do for the first stage. That is, an age-appropriate gold standard may be available for the subsequent acquisition task. For both utility evaluations we do here, we have something like this for each subsequent task, though it is likely still an imperfect approximation of young children’s knowledge.

We note that this utility-based approach differs from a joint inference approach, where two tasks occur simultaneously and information from one task helpfully informs the other (Jones, Johnson, & Frank, 2010; Feldman, Griffiths, Goldwater, & Morgan, 2013; Dillon, Dunbar, & Idsardi, 2013; Doyle & Levy, 2013; Börschinger & Johnson, 2014). Joint inference is appropriate when we have empirical evidence that children accomplish both tasks at the same time. In contrast, the utility-based evaluation approach is appropriate when empirical evidence suggests children accomplish tasks sequentially.

In this paper, we consider the task of speech segmentation and investigate different ways of assessing the utility of previously proposed strategies. Notably, these strategies have generally succeeded when evaluated against some version of a gold standard (Phillips & Pearl, in press, 2014a, 2014b). We first briefly review speech segmentation in infants, and then describe the segmentation strategies previously investigated: a Bayesian segmentation strategy (Goldwater, Griffiths, & Johnson, 2009; Pearl, Goldwater, & Steyvers, 2011) and a subtractive segmentation strategy (Lignos, 2011, 2012). We then evaluate each modeled strategy on two utility measures relating to (i) the creation of language-dependent segmentation cues relying on stress, and (ii) the subsequent acquisition task of learning word meanings.

We find that the strategies differ significantly in their ability to identify stress segmentation cues and facilitate word meaning acquisition, with the Bayesian strategy yielding more useful output than the subtractive segmentation strategy. We discuss how these utility results relate to other qualitative patterns, such as oversegmentation, noting that behavior that maximizes performance against a gold standard does not necessarily maximize the utility of the acquired knowledge for subsequent learning.

2 Speech segmentation strategies

One of the first acquisition tasks infants solve is identifying useful units in fluent speech, and the useful units are typically thought of as words. While word boundaries are inconsistently marked by pauses (Cole & Jakimik, 1980), there are several linguistic cues that infants can leverage (Morgan & Safran, 1995; Jusczyk, Houston, & Newsome, 1999; Mattys, Jusczyk, & Luce, 1999; Jusczyk, Hohne, & Baumann, 1999; Johnson & Jusczyk, 2001). However, many of these cues are specific to the language being acquired (e.g., whether words of the language generally begin or end with a stressed syllable), and so require infants to identify some words in the language before the language-specific cue can be instantiated. Fortunately, experimental evidence suggests that infants can leverage language-independent probabilistic cues to identify that initial seed pool of words (Safran, Aslin, & Newport, 1996; Aslin, Safran, & Newport, 1998; Thiessen & Safran, 2003; Pelucchi, Hay, & Safran, 2009). This had led to significant interest in the early probabilistic segmentation strategies infants use (Brent, 1999; Batchelder, 2002; Goldwater et al., 2009; Blanchard, Heinz, & Golinkoff, 2010; Pearl et al., 2011; Lignos, 2011).

The two strategies we examine here, a Bayesian strategy (Goldwater et al., 2009; Pearl et al., 2011; Phillips & Pearl, 2014a, 2014b, in press) and a subtractive segmentation strategy (Lignos, 2011, 2012), have two attractive properties. First, they can be implemented so that the modeled learner perceives the input as a sequence of syllables, in accord with the infant speech perception experimental literature (Jusczyk and Derrah (1987); Bertonicini, Bijeljac-Babic, Jusczyk, Kennedy, and Mehler (1988); Bijeljac-Babic, Bertonicini, and Mehler (1993); Eimas (1999) and see Phillips and Pearl (in press) for more detailed discussion). Second, their syllable-based implementations perform well on English child-directed speech when compared against a gold standard (Phillips & Pearl, in press; Lignos, 2011).
2.1 Bayesian segmentation

The Bayesian strategy\(^1\) has two variants, using either a unigram or bigram generative assumption for how words are generated in fluent speech. The model assumes utterances are produced via a Dirichlet process (Ferguson, 1973). In the unigram case, the identity of the \(i^{th}\) word is chosen according to (1):

\[
P(w_i|w_1 \ldots w_{i-1}) = \frac{n_{i-1}(w) + \alpha P_0(w)}{i - 1 + \alpha} \tag{1}
\]

where \(n_{i-1}\) is the number of times \(w\) appears in the previous \(i - 1\) words, \(\alpha\) is a free parameter, and \(P_0\) is a base distribution specifying the probability that a novel word will consist of the perceptual units \(x_1 \ldots x_m\) (which are syllables here):

\[
P_0(w = x_1 \ldots x_m) = \prod_j P(x_j) \tag{2}
\]

In the bigram case, the model assumes a hierarchical Dirichlet Process (Teh, Jordan, Beal, & Blei, 2006) and additionally tracks the frequencies of two-word sequences:

\[
P(w_i|w_{i-1} = w', w_1 \ldots w_{i-2}) = \frac{n_{i-1}(w', w) + \beta P_1(w)}{n(w') - 1 + \beta} \tag{3}
\]

\[
P_1(w_i = w) = \frac{b_{i-1}(w) + \gamma P_0(w)}{b - 1 + \gamma} \tag{4}
\]

where \(n_{i-1}(w', w)\) is the number of times the bigram \((w', w)\) has occurred in the first \(i - 1\) words, \(n(w')\) is the number of bigrams beginning with word \(w'\), \(b_{i-1}(w)\) is the number of times \(w\) has occurred as the second word of a bigram, \(b\) is the total number of bigrams, and \(\beta\) and \(\gamma\) are free parameters.\(^2\)

In both the unigram and bigram variants, this generative model implicitly incorporates preferences for smaller lexicons by preferring words that appear frequently (due to equations 1, 3, and 4) and preferring shorter words in the lexicon (due to equation 2). These can be thought of as domain-general parsimony biases.

The ideal (Batch) learner for this model is taken from Goldwater et al. (2009) and utilizes Gibbs sampling (Geman & Geman, 1984) to batch process the entire input corpus, sampling every potential word boundary 20,000 times. This represents the most idealized learner, since Gibbs sampling is guaranteed to converge on the segmentation which best fits the underlying generative model. Because this learner does not include cognitive processing or memory constraints, we also implement one of the constrained learners developed by Pearl et al. (2011) that better approximates actual human inference. In addition, that constrained learner was shown to be very successful on English (Phillips & Pearl, in press).

The constrained (Online) learner processes data incrementally, but uses a Decayed Markov Chain Monte Carlo algorithm (Marthi, Pasula, Russell, & Peres, 2002) to implement a kind of limited short-term memory. This learner is similar to the Batch learner in that it uses something like Gibbs sampling. However, the Online learner does not sample all potential boundaries; instead, it samples \(s\) previous boundaries using the decay function \(b^{-d}\) to select the boundary to sample, where \(b\) is the number of potential boundary locations between the boundary under consideration \(b_c\) and the end of the current utterance, while \(d\) is the decay rate. Thus, the further \(b_c\) is from the end of the current utterance, the less likely it is to be sampled. Larger values of \(d\) indicate a stricter memory constraint. All results presented here use a set, non-optimized value for \(d\) of 1.5, which was chosen to implement a heavy memory constraint (e.g., 90% of samples come from the current utterance, while 96% are in the current or previous utterance). Having sampled a set of boundaries\(^3\), the learner can then update its beliefs about those boundaries and subsequently update its lexicon before moving on to the next utterance.

---

\(^1\)Called DPSEG by Goldwater et al. (2009).

\(^2\)\(\alpha\), \(\beta\), and \(\gamma\) for all modeled learners were chosen, as in previous work, to maximize the gold standard word token F-score of the unigram and bigram Batch learner: \(\alpha = 1, \beta = 1, \gamma = 90\).

\(^3\)The Online learner samples \(s = 20,000\) boundaries per utterance. For a syllable-based learner, this works out to approximately 74% less processing than the Batch learner (Phillips & Pearl, in press).
2.2 Subtractive segmentation

The subtractive segmentation strategy (Lignos, 2011) processes the corpus one utterance a time. It begins by assuming that every utterance is a single word and then, as it adds vocabulary to its lexicon, it segments out those words when possible. The specific variant we investigate is the beam search subtractive segmenter without stress information, which is allowed the same segmentation cues as the Bayesian strategy.

In cases where there is ambiguity with respect to a particular word boundary, the model considers the two possible segmentations (the one with the boundary and the one without) and chooses the one with the higher score. A segmentation’s score is the geometric mean of the score of each word in the potential segmentation. A word’s score is determined by two factors: (i) its frequency in previous inferred segmentations, and (ii) how often it has been part of potential segmentation that was previously rejected.

2.3 Baseline comparison: Random oracle

We additionally examine a random oracle baseline (Lignos, 2012). This strategy makes guesses about word boundaries as a series of Bernoulli trials, where the probability of a boundary $p_b$ is set to the true probability according to the gold standard. Although this is unrealistic as an actual strategy infants use because it assumes knowledge of word boundary frequency, this strategy serves as a best-case scenario for what random guessing might achieve.

3 Previous results with the gold standard

These strategies were evaluated against a gold standard in English by using the UCI Brent Syllables corpus of English child-directed speech (Phillips & Pearl, in press) available through CHILDES (MacWhinney, 2000), which contains 28,391 utterances of speech directed to American English children between six and nine months old. Word token F-scores (shown in Table 1) provide a convenient summary statistic for segmentation model evaluation, where the F-score is the harmonic mean of precision and recall. So, the F-score balances how accurate the set of identified words is (precision = $\frac{\# \text{correctly identified}}{\# \text{identified}}$) with how complete the set of identified words is (recall = $\frac{\# \text{correctly identified}}{\# \text{true}}$).

<table>
<thead>
<tr>
<th></th>
<th>Batch (Uni)</th>
<th>Batch (Bi)</th>
<th>Subtractive Seg</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word Token F-scores</td>
<td>0.531</td>
<td>0.771</td>
<td>0.879</td>
<td>0.588</td>
</tr>
</tbody>
</table>

Table 1: Word token F-score results on the UCI Brent Syllables corpus as reported by Phillips and Pearl (in press) for the Bayesian learners (Batch vs. Online, Unigram vs. Bigram), the subtractive segmenter, and the random oracle baseline.

Based on this evaluation metric, the subtractive segmenter performs the best, though the Bayesian Online bigram learner does nearly as well. Notably, the Bayesian unigram learners suffer significantly in comparison, doing worse than even the random oracle baseline. This suggests the unigram assumption is harmful if the goal is to generate the adult knowledge represented in the gold standard.

4 Stress cue identification

A language-dependent segmentation cue that infants use fairly early is their native language’s predominant stress pattern (Jusczyk, Houston, & Newsome, 1999; Morgan & Saffran, 1995). In particular, while seven-month-olds rely more on probabilistic cues, nine-month-olds rely more on stress-based cues (Johnson & Jusczyk, 2001; Thiessen & Saffran, 2003). So, while probabilistic cues and stress-based cues may be used jointly (Lignos, 2012; Doyle & Levy, 2013), infants likely use probabilistic cues only until enough evidence has been accumulated to identify the language-dependent stress cue. In particular, infants want to identify whether words tend to begin with stressed syllables or end with stressed syllables, since that can provide a convenient heuristic for identifying word boundaries. For example, if words begin with stressed syllables, then a stressed syllable signals that the previous word has ended and a new word has begun.

Given this, a measure of the utility of a segmentation strategy’s output is whether the generated lexicon yields the appropriate stress cue. To determine this, we must first identify where stressed syllables are in the English child-directed data. Because the UCI Brent Syllables corpus does not mark stress, we make use of the English Callhome Lexicon (Kingsbury, Strassel, McLemore, & MacIntyre,
1997) to identify the main stress in words. For child-register words not found in standard dictionaries (like *moosha*), we manually coded the stress when the words were familiar enough to us to deduce the stress pattern. If a word was not familiar enough for us to be confident about its stress pattern (e.g., *bonino*), we ignored it for the purposes of this analysis. All words in the analyses presented below were given their dictionary stress patterns. In order to better approximate the stress of actual utterances, monosyllabic words were left unstressed.

Table 2 presents the stress pattern of the bisyllabic word types in each learner’s lexicon. Our corpus of English child-directed speech has 1344 unique bisyllabic words with 89.9% beginning with a stressed syllable (SW: *baby*) and 10.1% ending with a stressed syllable (WS: *ballon*), as shown by the Adult Seg row. For the learner to correctly infer that English words tend to be stress-initial, the inferred lexicon should have more words with the stress-initial pattern. This serves as an approximate age-appropriate gold standard, since the goal is to match the qualitative stress distribution pattern that would yield the stress cue English nine-month-olds use (i.e., stressed syllables begin words).

<table>
<thead>
<tr>
<th></th>
<th>SW</th>
<th>WS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult Seg</td>
<td>89.9%</td>
<td>10.1%</td>
</tr>
<tr>
<td>Batch (Uni)</td>
<td>80.0%</td>
<td>20.0%</td>
</tr>
<tr>
<td>Online (Uni)</td>
<td>80.8%</td>
<td>19.2%</td>
</tr>
<tr>
<td>Batch (Bi)</td>
<td>80.4%</td>
<td>19.6%</td>
</tr>
<tr>
<td>Online (Bi)</td>
<td>79.6%</td>
<td>20.4%</td>
</tr>
<tr>
<td>Subtractive Seg</td>
<td>59.4%</td>
<td>40.6%</td>
</tr>
<tr>
<td>Random</td>
<td>68.5%</td>
<td>31.5%</td>
</tr>
</tbody>
</table>

Table 2: Stress pattern results for all learners on bisyllabic word types. Percentages are calculated out of all bisyllabic words identified by the model.

All Bayesian learners capture the qualitative stress pattern, and come fairly close to capturing the quantitative distribution, with 79.6% - 80.8% of the bisyllabic word types having word-initial stress (SW). The subtractive segmenter weakly shows the same pattern, identifying more bisyllabic word types with word-initial stress (59.4% SW). The random oracle baseline actually produces a stronger word-initial bias than the subtractive segmenter (68.5% SW). This suggests an advantage for the Bayesian strategy when it comes to inferring the English stress segmentation cue from the bisyllabic words in the inferred lexicon.

When we turn to trisyllabic words, however, the Bayesian strategy no longer does better – both strategies fail to capture the qualitative stress pattern (as does the random oracle baseline). Table 3 shows the results across the 345 trisyllabic word types. The qualitative pattern in the true distribution is similar to the bisyllabic words (though the distribution is less pronounced), with the majority (69.2%) having initial stress. However, all strategies yield a preference for word-medial stress in trisyllabic words (37.4% - 50.1%). Interestingly, if a learner was attempting to infer a segmentation cue, word-medial stress actually doesn’t yield an obvious cue – there is no word boundary either immediately before or immediately after the stressed syllable. So, even if the inferred stress pattern is incorrect for trisyllabic words, it may not actually harm a learner who is looking for segmentation cues – it just fails to help.

<table>
<thead>
<tr>
<th></th>
<th>SW</th>
<th>WS</th>
<th>WWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult Seg</td>
<td>69.2%</td>
<td>2.2%</td>
<td>28.6%</td>
</tr>
<tr>
<td>Batch (Uni)</td>
<td>22.7%</td>
<td>50.1%</td>
<td>27.2%</td>
</tr>
<tr>
<td>Online (Uni)</td>
<td>22.8%</td>
<td>49.2%</td>
<td>28.0%</td>
</tr>
<tr>
<td>Batch (Bi)</td>
<td>22.0%</td>
<td>46.6%</td>
<td>31.4%</td>
</tr>
<tr>
<td>Online (Bi)</td>
<td>23.7%</td>
<td>47.7%</td>
<td>28.6%</td>
</tr>
<tr>
<td>Subtractive Seg</td>
<td>19.1%</td>
<td>48.7%</td>
<td>32.2%</td>
</tr>
<tr>
<td>Random</td>
<td>28.6%</td>
<td>37.4%</td>
<td>34.0%</td>
</tr>
</tbody>
</table>

Table 3: Stress pattern results for all learners on trisyllabic word types. Percentages are calculated out of all trisyllabic words identified by the model.

More generally, these results suggest that the word token F-score is not necessarily correlated with knowledge utility, at least when it comes to inferring language-dependent stress-based cues to segmentation. For instance, the Online Bayesian bigram learner and the subtractive segmenter have similar word token F-scores (0.863 vs. 0.879), but generate quantitatively different predictions for the English stress-based segmentation cue. Similarly, the Bayesian unigram learners have far lower word to-
ken F-scores (0.531-0.551), yet yield correct predictions for the English stress cue, based on bisyllabic word types.

If any of these strategies are the ones infants use, then we would predict that infants in the early stages of segmentation have different expectations about the prevalent stress pattern for bisyllabic vs. trisyllabic words in English. This is something that can be verified experimentally. However, we do note that the current analyses leading to this prediction are based on particular assumptions about how accurately infants perceive stress in their input (here, perfectly accurately), and so future analyses should consider other cognitively plausible instantiations of infant stress perception. In addition, while this stress analysis was only applied to English here, it is worthwhile to do so for other languages that vary in how their stress system operates.

5 Word meaning

A task that infants tackle after they are somewhat able to segment the speech stream is learning word meaning. In particular, word meaning learning begins as early as six months (Tincoff & Jusczyk, 1999, 2012; Bergelson & Swingley, 2012), focusing on concrete items in the learner’s environment like apple and hand. So, another test of a segmentation strategy’s utility is whether the lexicon it generates facilitates this kind of early word-object mapping.

5.1 A model of early word-object mapping

Drawing on the intuition that early word-object mapping could leverage cross-situational learning, Frank, Goodman, and Tenenbaum (2009) developed a Bayesian learning strategy for early word-object mapping. The modeled learner infers a referential lexicon of word-object mappings based on the utterances spoken and the set of objects visually salient in the environment. In the generative model shown in the plate diagram in Figure 1, the learner assumes there are some objects (O) in the environment, and the speaker intends to refer to some subset of them (I) using words. The speaker draws words from the referential lexicon (L) to refer to those intended objects, with non-referential words also occurring in the utterances with some probability. So, based on a set of situations (S) containing observable utterances comprised of words (W) and sets of visually salient objects (O), the modeled learner can infer the referential lexicon L of word-object mappings as well as the specific intended objects (I).

This model vastly outperformed other word-object mapping strategies on a sample of English child-directed speech, yielding a referential lexicon that was significantly more accurate (higher precision) compared to other strategies. High lexicon precision is likely more important than high lexical recall for early word-object mapping because this is only the first stage of word meaning learning. So, it is better to have a small set of reliable word-object mappings than a large set of unreliable word-object mappings if the learner is using these mappings to bootstrap future word meaning acquisition.

Notably, the model assumes the utterances are already segmented into words. So, a natural evaluation measure for segmentation strategies is to use the inferred segmentation of the utterances, rather than the adult orthographic segmentation used in the original Frank et al. (2009) demonstration. We can then see if the mapping strategy is still able to identify a reliable referential lexicon. As with the previous utility evaluation, the desired output (a lexicon of word-object mappings) is a gold standard, in this case based on how adults construct word-object mappings. However, because the inferred mappings focus on concrete objects infants are known to learn mappings for, we believe it is at least an approximation of an age-appropriate gold standard.

5.2 Segmentation strategy evaluation

Originally, the word-object model was evaluated on a small subset of 700 utterances from the Rollins
corpus from CHILDES (MacWhinney, 2000) which was labeled with visually salient objects (O in the Figure 1). We used this corpus to evaluate the segmentation strategies. We first trained the segmentation strategies on the 28,391 utterances of the UCI Brent Syllables corpus (Phillips & Pearl, in press) so that the modeled learners using those strategies could infer a lexicon of word forms with associated probabilities of occurrence. We then applied the resulting knowledge to the Rollins corpus subset, letting each strategy segment those utterances as best it could, given the knowledge it had inferred from the training set. The word-object mapping model was then applied with the inferred segmentations as part of the observed input (W). Due to the stochastic nature of the inference process, we repeated this process five times and present averaged results.

We present lexical precision scores due to the importance of inferring high quality mappings during early word meaning learning. However, to measure precision we need to identify what constitutes a “correct” mapping. Frank et al. (2009) created a gold standard referential lexicon by hand and we follow their basic guidelines in creating our own.

One consideration when dealing with non-adult segmentation is the possibility of legitimate mappings between non-words and objects. For instance, the undersegmentation abunny might reasonably be mapped onto the object BUNNY. Our gold standard referential lexicon allows these combinations of determiners and content words as legitimate “words” for an object to be mapped to, unlike the original Frank et al. (2009) study. In contrast, an oversegmentation like du or ckie for duckie was not allowed as a correct “word” for the object DUCK. This is because neither unit (du or ckie) captures the true word form. For instance, it isn’t good if the child thinks every instance of /ki/ – key, ckie, etc. – refers to DUCK. Given this, oversegmentation errors are worse than undersegmentations, since they damage the ability to form a reasonable word-object mapping.

5.3 Results
Table 4 presents the evaluation results for all modeled learners, including the segmentation word token F-scores, the rate of oversegmentation errors, and the referential lexicon precision scores. We additionally show the word-object mapping results based on the adult orthographic segmentation as an upper-bound comparison.

<table>
<thead>
<tr>
<th></th>
<th>Segmentation</th>
<th>Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F-score</td>
<td>Overseg.</td>
</tr>
<tr>
<td>Adult Seg</td>
<td>1.000</td>
<td>0.0%</td>
</tr>
<tr>
<td>Batch (Uni)</td>
<td>0.514</td>
<td>1.7%</td>
</tr>
<tr>
<td>Online (Uni)</td>
<td>0.524</td>
<td>9.0%</td>
</tr>
<tr>
<td>Batch (Bi)</td>
<td>0.746</td>
<td>13.8%</td>
</tr>
<tr>
<td>Online (Bi)</td>
<td>0.813</td>
<td>44.8%</td>
</tr>
<tr>
<td>Subtractive Seg</td>
<td>0.833</td>
<td>90.7%</td>
</tr>
<tr>
<td>Random</td>
<td>0.576</td>
<td>53.2%</td>
</tr>
</tbody>
</table>

Table 4: Average results over five runs from all modeled learners, showing word token F-score segmentation performance, the rate of oversegmentation errors, and the precision of the inferred referential lexicon.

First, we can see that using the adult segmentation yields a referential lexicon with precision 0.583. While this may not seem very high, it is far more precise than other competing word-object mapping strategies investigated by Frank et al. (2009), which had precision scores between 0.06-0.15.

When we turn to the segmentation performance of the learners, we see similar results on the Rollins corpus as we found before. The Bayesian unigram learners have F-scores around 50% (0.514-0.524), which is worse than the random oracle guesser (0.576). In contrast, the Bayesian bigram learners fare much better (0.746-0.813), with almost as good token F-score performance as the subtractive segmenter (0.833).

Interestingly, we see vast differences in the rate of oversegmentation errors. The subtractive segmenter’s errors are nearly always oversegmentations (90.7%). The Online Bayesian bigram learner and the random oracle guesser have about half their errors as oversegments (44.8%, 53.2%), while the remaining Bayesian learners have very few oversegmentation errors (1.7%-13.8%). Given how damaging oversegmentation errors can be for word-object mapping, we might expect high oversegmentation rates to take their toll despite highly “accurate” word segmentation.

This is precisely what we find for the subtractive segmenter: it has the highest token F-score for segmentation but the worst lexical precision for word-
object mappings (0.336). The Online Bayesian bigram learner suffers in lexical precision for a similar reason (0.347), though its oversegmentation bias is lower. Notably, both these learners generate referential lexicons that are worse than what can be achieved by best-case random guessing (0.406). In contrast, the Bayesian learners with very few oversegmentations fare better (0.427-0.544). Given that the best possible performance for lexical precision was 0.583, 0.544 seems quite respectable.

When we examine the mapping errors made by each modeled learner (samples shown in Table 5), the detrimental impact of oversegmentation is more apparent. Notably, many words in English child-directed speech are made up of two syllables (e.g. birdie, bunny, piggy). If these words are oversegmented, the model cannot create a lexical mapping from birdie to its object and instead tends to map both bir and die to the same object. The Bayesian unigram learners never produce these types of oversegmentations for the concrete nouns which the model is attempting to learn (they do, however, produce oversegmentations such as hip-hop segmented as hip and hop). In contrast, the Bayesian bigram learners, the subtractive segmenter, and random oracle learner generate these errors for words that otherwise might have been learned correctly (between 6.4% - 10.2% of all inferred mappings).

Table 5: Example oversegmentation errors from the four learners that make them for items in the referential lexicon. Oversegmented lexical items are shown in bold with the remainder of the correct word in parentheses. The percentage of all lexical mappings that were incorrect because of oversegmentation is also given.

<table>
<thead>
<tr>
<th>Batch (Bi)</th>
<th>Word</th>
<th>Object</th>
<th>% Over Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>bu(nnies)</td>
<td>RABBIT</td>
<td>6.4%</td>
<td></td>
</tr>
<tr>
<td>(bu)nories</td>
<td>RABBIT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online (Bi)</td>
<td>(bir)die</td>
<td>DUCK</td>
<td>10.2%</td>
</tr>
<tr>
<td>bir(die)</td>
<td>DUCK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subtr. Seg</td>
<td>bu(nies)</td>
<td>RABBIT</td>
<td>8.1%</td>
</tr>
<tr>
<td>bir(die)</td>
<td>RABBIT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>pi(ggy)</td>
<td>PIG</td>
<td>8.5%</td>
</tr>
<tr>
<td>bir(die)</td>
<td>DUCK</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

More generally, similar to the stress utility evaluation, this word-object mapping utility evaluation reveals that segmentations which are more “correct” are not necessarily more useful. In particular, having a non-detrimental segmentation error pattern (i.e., preferring undersegmentation to oversegmentation) may matter more than having a more accurate segmentation for the early stages of both speech segmentation and word-object mapping. However, these results do not necessarily indicate that the online bigram Bayesian or subtractive segmentation strategies are not used by infants. It simply means that if they are, oversegmentations may need to be corrected before word-object mapping can successfully get off the ground. We note that the particular parameters used for the Bayesian strategy can influence the rates of over- and undersegmentation. Because we selected parameters that optimized word token F-score performance, it may be that parameters can be optimized for word-object mapping (and also stress cue induction).

6 Conclusion

We have presented two concrete suggestions for evaluating the utility of speech segmentation strategies, capitalizing on the bootstrapping nature of language acquisition. This utility-focused evaluation approach demonstrates that a more accurate segmentation when compared to a gold standard does not equate to a more useful segmentation for subsequent language acquisition processes. Notably, the types of errors made may significantly impact the utility of the inferred lexicon, so it is worthwhile to analyze not just what is right about a model’s output but also exactly what is wrong. This is a specific demonstration of a larger methodological point about how to evaluate unsupervised models of language acquisition. While gold standard evaluation can tell us whether a strategy reproduces adult knowledge, measuring model output utility can indicate what strategies are actually useful for learners.
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Abstract

While reading times are often used to measure working memory load, frequency effects (such as surprisal or n-gram frequencies) also have strong confounding effects on reading times. This work uses a naturalistic audio corpus with magnetoencephalographic (MEG) annotations to measure working memory load during sentence processing. Alpha oscillations in posterior regions of the brain have been found to correlate with working memory load in non-linguistic tasks (Jensen et al., 2002), and the present study extends these findings to working memory load caused by syntactic center embeddings. Moreover, this work finds that frequency effects in naturally-occurring stimuli do not significantly contribute to neural oscillations in any frequency band, which suggests that many modeling claims could be tested on this sort of data even without controlling for frequency effects.

1 Introduction

Current accounts of sentence processing (e.g., Gibson, 2000; Lewis and Vasishth, 2005) usually involve working memory: parts of sentences are stored while unrelated material is processed, then retrieved when they can be integrated. But evidence for the role of memory in sentence processing usually comes in the form of latency measurements in self-paced reading or eye-tracking data, in which frequency effects are a powerful potential confound (Hale, 2001; Levy, 2008; Demberg and Keller, 2008; Roark et al., 2009; Smith and Levy, 2013; van Schijndel et al., 2014). For example, the direction of the correlation between memory load and reading times has been shown to be highly sensitive to complex frequency effects (Vasishth and Lewis, 2006; Schuler and van Schijndel, 2014).

Experiments described in this paper therefore attempt to find a clearer measure of variable memory usage in sentence processing, independent of frequency influences. In particular, this paper focuses on the coherence of oscillatory neural activity between anterior and posterior areas of left cortex. Areas including the left inferior frontal gyrus and the posterior left temporal cortex have been implicated in language use, especially passive listening tasks (Hagoort and Indefrey, 2014). Synchronous firing among neurons in disparate parts of the brain is thought to be a possible mechanism for the formation of cued associations in memory by causing rapidly repeated communication between association cue neurons and association target neurons, which strengthens their connection through a process of long-term potentiation (von der Malsburg, 1995; Singer, 1999; Sederberg et al., 2003; Jensen et al., 2007; Fell and Axmacher, 2011). During periods of high memory load, synchronous firing in the alpha band is thought to be associated with inhibition of memory formation so as to protect existing cues from interference (Jensen et al., 2002; Jensen et al., 2007). If this is correct, we should expect to find high alpha power and coherence among brain regions responsible for language use when language users are processing center embedded text (e.g., the bracketed text in ‘The reporter [the senator...
Magnetoencephalographic (MEG) imaging results reported in this paper show that this does indeed seem to be the case. Exploratory analyses with the development partition of a dataset of MEG recordings of subjects listening to narrative text revealed a strong effect for memory load on alpha-band coherence between an anterior and posterior pair of left-hemisphere sensors. Follow-on validation with a larger test partition confirmed the significance of this effect. Moreover, these effects could not be explained by frequency or sentence position predictors, unlike effects on self-paced reading and eye-tracking latencies (Demberg and Keller, 2008; Roark et al., 2009; Wu et al., 2010).

The remainder of this paper is organized as follows: Section 2 provides a brief introduction to magnetoencephalography, Section 3 describes the MEG dataset used in these experiments, Section 4 describes the oscillatory coherence measure used to evaluate phase-aligned activation, Section 5 describes the center-embedding depth predictor, Section 6 describes the regression experiments and their results, and Section 7 discusses implications of these results for some open debates about hierarchic sentence processing.

2 MEG Background

Magnetoencephalography (MEG), like electroencephalography (EEG), is a non-invasive means to record the electrical activity of the brain, specifically the aggregate of post-synaptic potentials produced by individual neurons. MEG has certain advantages over EEG, which is the most widely used neuroimaging technique in psycholinguistics, due to its low cost, convenience and portability. While EEG’s high temporal resolution (≫100Hz) makes it suitable for examining the neural processing timeline down to the level of individual words and phonemes, its spatial resolution does not compare to other techniques like fMRI (functional magnetic resonance imaging). In addition, the signals recorded with EEG (volume currents) are distorted as they pass through the skull and tissues of the head, attenuating higher frequencies, and blurring their spatial source.

MEG records magnetic fields from the same neural sources that generate the EEG-visible voltages at the scalp. As the head is transparent to magnetic fields, MEG signals are less noisy, have finer spatial resolution, and capture a wider range of frequencies. The EEG signal components familiar to psycholinguists (e.g., the N400 and P600) are also visible but produce different scalp distributions in MEG recordings (Pykkänen and Marantz, 2003; Salmelin, 2007; Service et al., 2007), because of differing spatial sensitivities: EEG and MEG are more sensitive to radial and tangential sources respectively, and MEG’s higher spatial resolution means that it is not as sensitive to deep sources. And correspondingly, any magnetic coherence between two sensors can be more reliably traced to coherence between the two corresponding regions of the brain, whereas the poor spatial resolution of EEG means that coherence between sensors does not necessarily reflect coherence between the corresponding regions of the brain.

3 Data Collection

This study makes use of a naturalistic audio-book listening task during MEG recording. This design allows us to examine language processing in a more ecologically realistic manner (Brennan et al., 2012; Wehbe et al., 2014a; Wehbe et al., 2014b), as both the participant experience (reading/listening to a story for enjoyment) and author’s aim are authentic language acts.

Participants were asked to sit still in an upright position with their eyes closed, while they listened to an 80-minute excerpt of an English-language novel. The listening task was split into 8 sections of approximately 10 minutes each, and participants had the opportunity to rest between them.

The text used was the second chapter of the novel Heart of Darkness by Joseph Conrad, containing 628 sentences and 12,342 word tokens. The plain-text and audio book recording used were both sourced from the Gutenberg project.¹

The data was recorded at 1000Hz on a 306-channel Elekta Neuromag device at the UPMC MEG Brain Mapping Center, Pittsburgh, USA. During the experiment, the audio track was recorded in parallel to enable subsequent synchronization between the brain activity and audio-book content.

The 306 channels are distributed across 102 locations in the device helmet. Each position has a magnetometer which measures the magnitude of the magnetic flux entering or leaving the helmet at that location. The two gradiometers measure gradients in local flux (i.e. its first derivative), each in a direction perpendicular to the other.

Informed consent was obtained from 3 healthy right-handed participants, following ethical approval provided by the Institutional Review Boards of both the University of Pittsburgh, and Carnegie Mellon University.

After recording, the MEG data was preprocessed in the following way to normalize and clean the signals. The Elekta custom MaxFilter software was used to apply SSP, SSS and tSSS methods (Taulu and Hari, 2009), correcting for head motion on a run-wise basis, and removing signal components which originated outside the recording helmet and other non-brain artefacts. The EEGLab package was then used to apply a band-pass filter between 0.01–50 Hz, down-sample to 125Hz, and apply Independent Components Analysis (Delorme and Makeig, 2003). The signal time-courses and component scalp-maps were visually inspected for eye-movement and line-noise components, but none were identified.

The parallel audio recording channel was used to identify the precise sample points at which each of the 8 audio runs began and ended (these varied as participants chose to take breaks of different lengths). The eight excerpts were then spliced together to form a continuous set of MEG signals corresponding exactly to the complete audio-book time-course. This allowed us to use speech recognition forced alignment methods (MS HTK; Woodland et al., 1994) to precisely locate the onset and offset times of each auditory word. These automatically derived onset and offset times were subsequently validated by hand.

4 Coherence

There are a variety of measures available that reflect the connectivity between two brain regions. This study makes use of ‘spectral coherence,’ which is sensitive both to power/energy increases registered by the relevant sensors and to the degree of phase synchronization observed by those sensors. Spectral coherence is computed with the following formula:

\[
\text{coherence}(x, y) = \frac{E[S_{xy}]}{\sqrt{E[S_{xx}] \cdot E[S_{yy}]}}
\] (1)

where \(x\) and \(y\) are waveform signals from two sensors, and \(S_{ij}\) is the spectral density of waveforms \(i\) and \(j\). When \(i = j\), \(S\) is the power spectral density of \(i\), and when \(i \neq j\), \(S\) is the cross-spectral density between \(i\) and \(j\). The expectations in the numerator and the denominator must be obtained by averaging over multiple frequency bands, multiple instances of the same frequency band in different epochs, or over both frequency bands and epochs.\(^2\) The present work adopts the second approach of averaging each frequency band over multiple epochs (see Section 6 for details), which enables higher frequency resolution than if multiple frequencies had been averaged together, though it necessarily reduces the number of trials in the dataset. This work uses the MNE-python package to compute spectral coherence (Gramfort et al., 2013; Gramfort et al., 2014).\(^3\)

As a measure of the correlation between two signals, coherence can be between 0 and 1. When two signals have a constant phase difference and are of the same amplitude, their coherence is 1. As either the amplitudes diverge or the phase difference changes, the coherence approaches 0.

5 Center Embedding Depth

This study evaluates a measure of syntactic working memory load as a predictor of MEG coherence. A canonical means of calculating syntactic working memory load is to count the number of center embeddings in a sentence. For example, the sentence in Figure 1, ‘The cart that the horse that the man bought pulled broke,’ is thought to induce greater working memory load than the same sentence without the depth 3 region: ‘The cart that the horse pulled broke,’ (Chomsky and Miller, 1963).\(^4\) The increased memory load stems from an incomplete dependency (a subject lacking a predicate in the above

---

\(^2\) If multiple instances are not averaged in Equation 1, coherence is simply 1 (Benignus, 1969).

\(^3\) http://martinos.org/mne/stable/mne-python.html

\(^4\) In fact, this is an example of self embedding, the most difficult form of center embedding, which was chosen for ease of exposition.
The cart broke.
that the horse pulled
that the man bought

Figure 1: Center embeddings in ‘The cart that the horse that the man bought pulled broke.’ Each lexeme is associated with the given embedding depth on the left.

example) that must be retained in working memory until the dependency can be completed (Gibson, 2000). The load should increase every time there is a right branch from a left branch in a syntactic binary-branching tree.5

Experiments described in this paper estimate syntactic memory load when processing a particular word of a sentence as the center-embedding depth of that word, which is the number of incomplete categories maintained while processing that word using a left-corner parser (Aho and Ullman, 1972; Johnson-Laird, 1983; Abney and Johnson, 1991; Gibson, 1991; Resnik, 1992; Stabler, 1994). To obtain an accurate estimate of center-embedding depth, this study uses the van Schijndel et al. (2013) left-corner PCFG parser trained on the Penn Treebank (Marcus et al., 1993) reannotated into a Nguyen et al. (2012) generalized categorial grammar (GCG),6 which makes PCFG probabilities sensitive to filler-gap propagation. This parser achieves a linguistic accuracy comparable to the Petrov and Klein (2007) parser, and the PCFG surprisal estimates it outputs using this grammar provide a state-of-the-art fit to psycholinguistic measures like self-paced reading times and eye-tracking fixation durations (van Schijndel and Schuler, 2015).

The experiments described in Section 6 run this parser on transcripts of the Heart of Darkness dataset described in Section 3, calculating center-embedding depth for each word epoch based on its position in the best output parse. This parser is also used to calculate PCFG surprisal as a potentially confounding predictor.

In this section we describe how we establish a reliable effect of sentence embedding depth on alpha-band coherence in the MEG recordings. While our analysis is motivated by experimental results using non-linguistic stimuli (e.g., Jensen et al., 2002), we do not expect the scalp topology of EEG effects to be exactly replicated in MEG recordings, and we do not necessarily expect coherence observations during skilled behavior like sentence comprehension to exactly match observations while processing word lists. This, and the possibility of frequency-based confounds, requires an exploratory analysis of a range of sensor-pairs, frequency bands, and time windows. To avoid the danger of selection biases we partition one third of the data into a development set and the rest of the data into a test set. The development data gives an indication of which sensor pair best reflects a stable correlation between embedding depth and MEG coherence, which is later confirmed using the test partition.

The van Schijndel et al. (2013) parser is used to obtain estimates of the embedding depth of each word in the corpus according to the best output parse of the sentence. As described in Section 5, these estimates are used as a measure of the memory load that is present as each word is processed.

The data is divided into epochs, which extend from one second pre-onset to two seconds post-onset for each word. This window extends beyond the average auditory duration of a word (∼0.4s), and assumes that the processing timeline for each word is time-locked to its auditory onset (Hagoort, 2008). In order to clean up extraneous noise in the signal, words are omitted if they are in a sentence that fails to parse, if they are in an extremely short or an extremely long sentence (<4 or >50 words), or if they follow a word at a different depth, which could introduce a possible confound due to storage or integration effects (Gibson, 2000). The remaining sentences should provide regions where the parser is confident about its depth estimates, where sentence length is unexceptional, and where linguistic memory load is not changing. Every third sentence is put into the exploratory development dataset, and the rest are put into the test set. For each dataset, the epochs are grouped based on their associated em-

---

5In fact, there are conditions where a post-modifier can create a complex left-branching structure that does not cause an associated increase in memory load, but that effect is beyond the scope of this paper.
6http://sourceforge.net/projects/modelblocks/
bedding depths. Each depth grouping is further clustered into sets of four epochs; these sets are used to calculate the expectations necessary to compute coherence. Continuous wavelet decomposition (Gabor, 1946) is employed to decompose the waveform signal recorded by each sensor into its component frequencies.

The memory load of a given epoch should be relatively constant throughout the duration of a given word, so the dependent variable tested in this study is the average coherence from 0-500 ms after the onset of each word. If the average coherence of a frequency is high due to a brief spike in coherence during that window rather than due to repeated synchronous firing of the neural clusters under investigation, the increased variance will penalize the significance of that frequency. Although this work initially averaged over epochs during computation of coherence in order to obtain good frequency resolution, exploration using development data revealed that coherence often appears across several adjacent frequency bands, so to boost the signal-to-noise ratio, the dependent variable was recast as the average coherence within ±2 Hz of each frequency band.

Since this study is focused on linguistic processing, the development data was searched for two sensors in the anterior and posterior regions of the left hemisphere with a high degree of depth-sensitive alpha coherence. In analysis of the development set, gradiometer sensors 0132 and 1712 (anterior and posterior sensors, respectively; shown in Figure 2) showed a high coherence, so these were used in the evaluation on the test set. This was the only sensor pair evaluated on the test data.

To avoid making the statistical analyses vulnerable to assumptions about data distribution, statistical significance of depth as a predictor in the development and test datasets is calculated using the Mann-Whitney U-test, a non-parametric alternative to the t-test for testing differences between two unpaired
samples. The $U$-test is used to see whether the distribution of coherence at a given depth is the same as the distribution of coherence at another depth.

Development analysis finds that the depth 1 data ($n = 40$) and the depth 2 data ($n = 1118$) have significantly different coherence distributions around 10 Hz ($p = 0.005$; see Figure 3), which is in the middle of the alpha frequency range (8-12Hz). This finding suggests that alpha coherence between these two regions are predictive of linguistic working memory load. To ensure that this finding was not caused by a single subject, the same analysis was repeated over the development data after omitting each subject in turn, with similar results.

It may be, however, that these alpha coherence effects are driven by confounding factors like sentence position (alpha coherence may be more likely to occur near the beginnings or ends of sentences) or frequency (alpha coherence may tend to increase when processing rare or common words), which may be collinear with depth. In order to check for these possible confounds, the data must be re-ordered by sentence position or frequency predictors, then regrouped into sets of four before computing coherence, in order to avoid computing coherence over unrelated factor levels.\footnote{Since only two values of depth are tested in the present study, depth is always tested using a $U$-test, while the more continuous variables are tested using linear regression.}

To rule out the confounds of sentence position and frequency, a variety of independent predictors are separately linearly regressed against the dependent variable of coherence. Four different frequency predictors are used: unigrams, bigrams, trigrams, and PCFG surprisal. The $n$-gram factors are all log-probabilities computed from the Corpus of Contemporary American English (COCA; Davies, 2008) and PCFG surprisal is computed by the van Schijndel et al. (2013) incremental parser. While sentence position is significant on the development partition (Table 1), none of the frequency-based effects are significant in the development set, but this may be due to having too little data in the development set, so all factors are tested again in the larger test set.\footnote{In development testing, ‘significance’ is merely a convenient tool for summarizing how strongly correlated the independent and dependent variables are. The general lack of correlation between MEG coherence and position/frequency predictors in development data suggests this is a promising dependent variable for our purposes.}

<table>
<thead>
<tr>
<th>Factor</th>
<th>Coef</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>$5.1 \times 10^{-5}$</td>
<td>0.941</td>
</tr>
<tr>
<td>Bigram</td>
<td>$5.6 \times 10^{-4}$</td>
<td>0.257</td>
</tr>
<tr>
<td>Trigram</td>
<td>$4.3 \times 10^{-4}$</td>
<td>0.073</td>
</tr>
<tr>
<td>PCFG Surprisal</td>
<td>$2.8 \times 10^{-4}$</td>
<td>0.482</td>
</tr>
</tbody>
</table>

Table 1: Development data results using each factor to predict alpha coherence from 0-500ms at 10±2Hz.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Coef</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>$-2.2 \times 10^{-4}$</td>
<td>0.6480</td>
</tr>
<tr>
<td>Bigram</td>
<td>$-9.8 \times 10^{-5}$</td>
<td>0.7762</td>
</tr>
<tr>
<td>Trigram</td>
<td>$3.7 \times 10^{-4}$</td>
<td>0.0264</td>
</tr>
<tr>
<td>PCFG Surprisal</td>
<td>$2.9 \times 10^{-4}$</td>
<td>0.3295</td>
</tr>
</tbody>
</table>

Table 2: Test data results using each factor to predict alpha coherence from 0-500ms at 10±2Hz. Note that the trigram factor is not a significant predictor after applying Bonferroni correction.

To determine whether trigram probability is actually predictive of MEG coherence, we increase the resolution of the coherence by using six epochs (rather than the previous four) to compute the expectations in Equation 1. The increase in resolution further
Table 3: Test data results after increasing coherence resolution to six epochs.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Coef</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigram</td>
<td>$1.6 \cdot 10^{-4}$</td>
<td>0.3817</td>
</tr>
<tr>
<td>Depth</td>
<td>$3.2 \cdot 10^{-2}$</td>
<td>0.0046</td>
</tr>
</tbody>
</table>

shrink the dataset, but the larger test set can absorb the loss and still provide valid significance results.\(^\text{10}\) The results (Table 3) show that, with greater coherence resolution, embedding depth remains a significant predictor of MEG coherence, and that trigram probability is not even a marginally significant predictor. These results reinforce the theory that alpha coherence reflects memory load and further shows that alpha coherence between the anterior and posterior regions of the left hemisphere may specifically reflect linguistic memory load.

7 Discussion

This study found that alpha coherence between the anterior and posterior regions of the left hemisphere of the brain is significantly correlated with embedding depth, which suggests that alpha coherence may reflect an effect of memory load on linguistic processing in those regions. This correlation was found in an exploratory study using development data and subsequently confirmed by generalizing to held-out test data. These results are consistent with patterns observed in fMRI experiments: a large survey (Hagoort and Indefrey, 2014) identifies activation of the left inferior frontal gyrus (LIFG, including “Broca’s area”) and posterior parts of the left temporal cortex (including “Wernicke’s area”), during both passive listening and passive reading tasks. Their findings indicate that, with listening tasks in particular, the anterior region of the right hemisphere is also active, and the results of Weiss et al. (2005) suggest that EEG coherence between the left and right hemispheres of the brain increases with embedding depth. Future study is needed to determine if rightside coherence or left-right coherence in MEG data is also associated with embedding depth.

Importantly, the alpha coherence found in this study did not correlate with sentence position or frequency effects. The lack of influence of position and frequency effects on MEG coherence could greatly facilitate future research on sentence processing, since these effects often present large confounds in predicting other psycholinguistic measures. The cost associated with collecting MEG data may limit the immediate widespread application of the present findings, but since MEG and EEG signals are produced by electrical activity from the same underlying brain sources, this gives hope that anterior-posterior left hemisphere alpha coherence in EEG may be able to provide a similarly clear signal for future studies.

The present data support findings like those of van Schijndel and Schuler (2015), who claim hierarchic structure must be used during linguistic processing because hierarchic structure improves the fit to reading times over competitive non-hierarchic models. A potential criticism of that finding is that humans may make use of linear sequences of part-of-speech tags but not hierarchic structure during linguistic processing (Frank and Bod, 2011). In that case, the improved fit of the hierarchic grammars in van Schijndel and Schuler (2015) may simply stem from the fact that hierarchic grammars also happen to contain part-of-speech information as well as hierarchic structure. The findings of the present study support the theory that hierarchic structure is used during linguistic processing since this study finds a clear effect of alpha coherence conditioned on hierarchic embedding depth.

Having identified a working-memory based signal that is seemingly free of many of the confounding influences associated with reading times, it should be interesting to use the same procedure to study linguistic regions where embedding depth changes. Such studies could tell us what activation patterns arise due to storage and integration of linguistic elements in working memory. Contrary to the previous studies of such influences, which relied on indirect measures such as reading time latencies, if coherence is construed as attentional focus (Jensen et al., 2007), the present methods could directly investigate theoretical claims such as those made by Gibson (2000) and Lewis et al. (2006) regarding the attentional resources required for storage and integration of incomplete dependencies under different conditions.

\(^\text{10}\)After increasing coherence resolution, trigram $n = 1933$, depth 1 $n = 57$, and depth 2 $n = 1428$.\n
85
conditions. That is, it permits direct measurement of whether and how much attentional resources must be expended in cohering disparate regions of the brain in those conditions. Such resource expenditures could manifest themselves in reading times in a variety of ways, but the present work has outlined a technique, seemingly independent of frequency effects, of directly testing the underlying theoretical linguistic claims in naturalistic data.
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Abstract

Neuroimaging while participants listen to audiobooks provides a rich data source for theories of incremental parsing. We compare nested regression models of these data. These mixed-effects models incorporate linguistic predictors at various grain sizes ranging from part-of-speech bigrams, through surprisal on context-free treebank grammars, to incremental node counts in trees that are derived by Minimalist Grammars. The fine-grained structures make an independent contribution over and above coarser predictors. However, this result only obtains with time courses from anterior temporal lobe (aTL). In analogous time courses from inferior frontal gyrus, only n-grams improve upon a non-syntactic baseline. These results support the idea that aTL does combinatoric processing during naturalistic story comprehension, processing that bears a systematic relationship to linguistic structure.

1 Introduction

The cognitive science of language confronts two different notions of its own subject matter. One notion is rooted in the psychology of an individual: what states of mind does this person go through as he or she uses language? The other notion starts from languages themselves. As a structural system, how does this language differ from another? There is a tension between these two views. Classically, this tension is resolved by adopting the Competence Hypothesis (Chomsky, 1965, page 9). It suggests that the best description of the language system should also figure as a “basic component” in the best description of the language-user. This Hypothesis is programmatic enough to have received several different interpretations over the years (Bresnan and Kaplan, 1982; Steedman, 1989; Stabler, 1991). Can a refined version of it be accepted or rejected in light of experimental data?

Recent work with eye-tracking has wrestled with just this question (Frank and Bod, 2011; Fossum and Levy, 2012; van Schijndel and Schuler, 2015). The argument concerns the strength of the fitted coefficients for different types of grammatical predictors. These “language model” predictors contribute to varying degrees in regression models of the eye-fixation record. In certain cases, it appears that higher-order structure — for instance, phrase structure — is unhelpful. On the other hand, other cases suggest that higher-order structure does shine through in the eye-movement record. In this debate, fitted coefficients on the more linguistically-sophisticated predictors have been taken to quantify the veridicality of the Competence Hypothesis. The linguistic predictors that researchers examine qualify as “basic components” to the extent that they improve the regression model that they are part of.

Of course, psycholinguists have known for a long time that low-level factors such as word frequency and bigram probability are useful in explaining eye-fixation times (Thibadeau et al., 1982; McDonald and Shillcock, 2003). These are not relevant to the Competence Hypothesis. Rather, the action is with higher-order factors: predictors based on larger domains of locality, as defined by grammars that could plausibly play a role in the best descrip-
tion of language as a structural system.

The research reported in this paper adopts the same model-comparison methodology as Frank, Fossum, van Schijndel and their co-authors. But it applies this method to spatially localized neural time courses obtained using fMRI. Using grammatical predictors at six different levels of “richness” we compare a family of nested regression models. We find that phrase structure in the style of the Penn Treebank (Marcus et al., 1993) improves a regression, over and above various n-gram baselines. X-bar structures generated by Minimalist Grammars (Stabler, 1997, 2011) improve yet further over that. This holds for time courses taken from anterior temporal lobe (aTL), an area that has been implicated in “basic syntactic processing” (Friederici and Gierhan, 2013). But only the n-gram predictors are useful in modeling time courses from inferior frontal gyrus (IFG), a traditional syntax area (Grodzinsky and Friederici, 2006). Section 6 discusses this pattern of results in light of other work on naturalistic language comprehension.

2 Methods and Materials

The methodology follows Brennan et al. (2012) in the use of spoken narrative as a stimulus. Participants listen to an audiobook while in the scanner. The sequence of images collected during the spoken presentation becomes the dependent variable in a regression against a times series of linguistic predictors derived from the text of the story. In contrast to the work of Frank, Fossum and van Schijndel, we used auditory rather than visual presentation.

Participants

Thirteen college-age volunteers (6 women) participated for pay, but we excluded two individuals whose inferred head-movements exceeded 0.6mm or had eight or more movements ≥0.1mm. All qualified as right-handed on the Edinburgh handedness inventory (Oldfield, 1971). They self-identified as native English speakers and gave their informed consent.

Data Collection

Imaging was performed using a 3T MRI scanner (Discovery MR750, GE Healthcare, Milwaukee, WI) with a 32-channel head coil at the Cornell MRI Facility. Blood Oxygen Level Dependent (BOLD) signals were collected using a T2*-weighted echo planar imaging (EPI) sequence (repetition time: 2000 ms, echo time: 27 ms, flip angle: 77deg, image acceleration: 2X, field of view: 216 x 216 mm, matrix size 72 x 72, and 44 oblique slices, yielding 3 mm isotropic voxels). Anatomical images were collected with a high resolution T1-weighted (1 x 1 x 1 mm³ voxel) with a Magnetization-Prepared RApid Gradient-Echo (MP-RAGE) pulse sequence.

Presentation

Auditory stimuli were delivered through MRI-safe, high-fidelity headphones (Confon HP-VS01, MR Confon, Magdeburg, Germany) inside the head coil. The headphones were secured against the plastic frame of the coil using foam blocks. Using a spoken recitation of the US Constitution, an experimenter increased the volume until participants reported that they could hear clearly.

Stimuli

The audio stimulus was Kristin McQuillan’s reading of the first chapter of Lewis Carroll’s Alice in Wonderland from librivox.org. We chose this text both because of its use in prior imaging work (Brennan et al., 2012) and because fine-grained syntactic annotations are available for it. We used Praat to normalize the spoken-language audio signal to 70dB and dilate it by 20%. This slowed speech improved comprehension in the scanner. The audio presentation lasted 12.4 minutes. Upon emerging from the scanner, participants completed a twelve-question, multiple-choice quiz concerning events and situations described in the story.

3 Data analysis

Preprocessing

We used SPM8 (Friston et al., 2007) to spatially-realign functional images (EPI) and co-register them with participants’ structural images (MP-RAGE). Smoothing was 3mm isotropic, and SPM8’s ICBM template was used to put the data into MNI stereotaxic coordinates.
Linking hypotheses

We linked linguistic structures (e.g., POS tag sequences, Penn-style trees, X-bar trees) to predictions about BOLD signal in two different ways.

**Link #1: Surprisal**

For probabilistic language models, we linked the probability of a word in its left-context to BOLD signal using the log-reciprocal of the probability of the next word. This is “surprisal” in the sense of Hale (2001).

**Link #2: Node Count**

With non-probabilistic grammars, we linked the syntactic structure of a sentence to the BOLD signal it evokes by counting the number of tree nodes between successive words, including “empty” nodes such as the traces of movement. This link expresses the basic claim that more grammatical structure implies greater comprehension effort. While intuitive, the precise formulation of this idea has been tricky; see Frazier (1985, section 4.4) for critical discussion. Our two node count hypotheses were based, respectively, on top-down and bottom-up parsing (see e.g. Hale, 2014, chapter 3). The top-down traversal that we used enumerates nodes in a depth-first, left to right order analogous to an LL parser. The bottom-up traversal that we used enumerates daughters before mothers in the manner of a shift-reduce LR parser. Taking the stimulus text to be largely unambiguous for native English-speaking listeners, we assume a perfect oracle that enumerates nodes of just the correct tree.

**Hemodynamic Response**

Via these linking hypotheses, we derived time series of predictions about the effortfulness of comprehending each word in the text. Following Just & Varma (2007) we convolved these time series with SPM8’s canonical hemodynamic response function (HRF) to arrive at an expected BOLD signal. This HRF is a difference of Gamma functions (Friston et al., 2007, chapter 14). Figure 1 summarizes this methodology graphically.

**Regions of interest**

By defining an impulse at the offset of each spoken word, an atheoretical predictor call Rate local-
izes brain regions whose BOLD signal varies in time with the speech stimulus. We localized spherical regions of interest, each with radius 10mm, centered on the maxima of the Rate predictor within three anatomically-constrained regions that were defined based on prior work on the neural bases of syntax.

Maxima for this predictor that fell bilaterally in temporal lobe anterior to Heschl’s Gyrus served to define the center of left and right anterior temporal region. Anterior temporal lobe has shown sensitivity to the presence vs. absence of constituent structure (Stowe et al., 1998; Vandenberghe et al., 2002; Humphries et al., 2006; Snijders et al., 2009; Bemis and Pyllkkänen, 2011; Pallier et al., 2011) and brain damage to this region correlates with deficits in morphosyntax (Dronkers et al., 2004). These data, and others, have led to the proposal that the anterior temporal lobe is involved in “basic syntactic processes.” (Friederici and Gierhan, 2013, p. 252).

Maxima of the Rate predictor that fell in the left frontal lobe and were listed as “inferior frontal gyrus” in the Harvard-Oxford Brain Atlas defined the center of our left inferior frontal gyrus region. Numerous findings from lesion-induced syntactic deficits (Caramazza and Zurif, 1976; Grodzinsky, 2000) and neuroimaging of brain activations for simple and syntactically complex sentences (Just et al., 1996; Stromswold et al., 1996; Stowe et al., 1998; Snijders et al., 2009; Santi and Grodzinsky, 2007) have implicated this region in various aspects of grammatical processing.

**Statistical Analysis**

Statistical analysis was conducted in two stages. In the first stage, we constructed a family of mixed-effects regression models using non-syntactic predictors together with one syntax predictor drawn from each model. Parameters more than two standard errors away from zero were taken to “significant” in this analysis (Gelman and Hill, 2007).

In the second stage we conducted a set of stepwise model comparisons to evaluate the unique contribution of each “grain size” which showed a significant contribution in stage one. Comparisons were evaluated using likelihood ratio tests. Models were nested in order of smallest to largest grain size (i.e. amount of hierarchy), and least to most predictive for measures of node count. The list of fixed effects for each model entered in to this comparison is given in Table 1.

All models included fixed effects for word Rate (see above), log unigram frequency, and three principle components representing head-movements, heart rate, and lung action. A fixed effect for prosodic breaks was also included to control for correlations between acoustic variance and syntactic structure. This predictor is a perceptual judgment of break index strength made in light of ToBI annotation guidelines by two independent raters. Subjects were treated as a random intercept in all models.

4 Structure at various grain sizes

Markov Models

2gram.l, 2gram.p, 3gram.l, 3gram.p – We used OpenGRM to fit Markov Models of various orders (Allauzen et al., 2007). These models were trained on the version of Alice in Wonderland that is distributed by Project Gutenberg, etext # 11. As a preprocessing step, chapter headings were removed and all words converted to lowercase. Lexicalized (.l) and unlexicalized POS (.p) models were created.

Penn-style Phrase Structure

cfg.surp, cfg.bu, cfg.td – We used the EarleyX implementation of Stolcke’s probabilistic Earley parser to compute surprisal values from phrase structure grammars (Luong et al., 2013; Stolcke, 1995). We used a grammar whose rules came from Stanford parser output, when applied to the entire Alice in Wonderland book (Klein and Manning, 2003). Punctuation was removed. This renders the training data comparable across cfg.surp and {2,3}gram. The node count predictors were based on the same Penn-style structures as in Brennan et al. (2012).

X-bar Trees

mg.bu, mg.td – We used Minimalist Grammars to define more detailed analyses for each sentence. These grammars extend and reorganize the analyses discussed in Hale (2003, chapter 4) in a way that is guided by Sportiche, Koopman & Stabler (2013). They derive “X-bar” structural descriptions that integrate constituency, dependency and movement information. Figure 3 highlights a case where the X-bar predictor includes additional de-
tail, namely about movement. Of course, these trees encode many other aspects of sentence structure that are treated in Minimalist theories of syntax (see e.g. Adger (2003) or Hornstein, Nunes and Grohmann (2005) for an introduction). Traversing these trees in either Bottom-Up or Top-Down order, we obtain node counts analogous to those used in Brennan et al (2012).

5 Results

Fine-grained predictors based on X-bar trees and Penn-style phrase structure each improved a mixed-effects model of the neural time course in anterior temporal lobe during naturalistic story comprehension. This did not obtain in the time courses from inferior frontal gyrus. Figure 2 shows the estimated coefficients ($\pm 2$ standard errors) for each of the syntax predictors when included alone in a model with only word-level and physiological “nuisance” predictors. Table 2 reports a model comparison that tests which predictors contribute independently of other, coarser-grained predictors. It lists the steps that reached statistical significance at the $p < 0.05$ level for each ROI. Table 2 uses the letters A–F to identify increasingly refined models along a progression that is described in Table 1.

Performance on the post-scan was substantially higher (median=11) than chance (3 out of 12). This confirms that participants were indeed attending to the story.

Table 1: Nested models

<table>
<thead>
<tr>
<th>model</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ø</td>
<td>lexical, prosodic, and physiological but no syntactic predictors</td>
</tr>
<tr>
<td>A</td>
<td>add POS tag 2-gram</td>
</tr>
<tr>
<td>B</td>
<td>add POS tag 3-gram</td>
</tr>
<tr>
<td>C</td>
<td>add CFG surprisal</td>
</tr>
<tr>
<td>D</td>
<td>add bottom-up CFG node count</td>
</tr>
<tr>
<td>E</td>
<td>add bottom-up X-bar node count</td>
</tr>
<tr>
<td>F</td>
<td>add top-down X-bar node count</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>left aTL</th>
<th>predictor</th>
<th>$\chi^2(1)$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ø to A</td>
<td>2gram.p</td>
<td>38.9</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>B to C</td>
<td>cfg.surp</td>
<td>22.3</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>D to E</td>
<td>mg.bu</td>
<td>5.5</td>
<td>&lt; 0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>right aTL</th>
<th>predictor</th>
<th>$\chi^2(1)$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ø to A</td>
<td>2gram.p</td>
<td>23.7</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>D to E</td>
<td>mg.bu</td>
<td>4.3</td>
<td>&lt; 0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>left IFG</th>
<th>predictor</th>
<th>$\chi^2(1)$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ø to A</td>
<td>2gram.p</td>
<td>19.6</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>A to B</td>
<td>3gram.p</td>
<td>8.4</td>
<td>&lt; .01</td>
</tr>
</tbody>
</table>

6 Discussion

As Figure 2 indicates, a variety of grammatical predictors turned out to be helpful in explaining BOLD signals. Even the most abstruse predictors that we considered, ones based on X-bar structures generated by Minimalist Grammars, led to reliable improvements over baseline models. This suggests...
Figure 3: Coarse-grained versus fine-grained syntactic analyses of the same sentence. Numbers in square brackets are BOLD signal predictors. They reflect the presence of empty nodes in 3(b) but not 3(a). This aspect of the structure impacts the prediction at the word “by”.

(a) Coarse-grained Penn-style structure. Bracketted numbers show the value of config. at each word.

(b) Fine-grained X-bar structure. Bracketted numbers show the value of mg. at each word.
that indeed, the human sentence processing system is sensitive to hierarchical structure at least in the anterior temporal lobe. It is possible that the null result reported by Frank et al. (2011; 2015) reflects the difficulty of measuring nuanced syntactic processing activity with behavioral and ERP measures.

While n-gram predictors were helpful throughout, Penn phrase structures and X-bar structures did not gain purchase in inferior frontal gyrus the way they did in anterior temporal regions. This "aTL-specificity" corroborates earlier findings that used node count but not surprisal (Brennan et al., 2012).

The bilateral character of the aTL results aligns well with related work with written stimuli by Wehbe et al (2014). Using word features related to labelled dependency arcs (i.e. noun modifier, verbal complement) and part of speech tags, Wehbe and colleagues found a cluster of voxels in right anterior temporal lobe where syntactic information contributed to high performance in a classification-by-prediction task. This points to a temporal lobe language network whose normal mode of operation employs both hemispheres.

7 Conclusion

If we take the model comparison approach — as applied to neural time courses — to be an empirical test of the Competence Hypothesis, then the Hypothesis survives. These data support the view that humans use linguistic structure to comprehend spoken narratives. This finding re-prompts the question that occupied Bresnan, Kaplan, Steedman & Stabler: which linguistic theory is most helpful in understanding that comprehension? Answering this question is more than one lab can manage. We therefore plan to release this time course data so that the broader cognitive science community can try out alternative models based on a wider variety of parsing theories.
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