Introduction

The seventh workshop in Cognitive Modelling and Computational Linguistics (CMCL 2017) was held in Valencia, Spain, alongside the annual meeting of the European chapter of the Association for Computational Linguistics (EACL 2017). This year’s proceedings reflect the introduction of new methods in bridging computational linguistics and psycholinguistics, such as the neural models and deep learning techniques that have been sweeping other areas of computational linguistics. This year also saw the introduction of a new structure to CMCL, including a poster session, long and short paper tracks, and a non-archival abstract track. We invited two speakers this year, Prof. Anders Søgaard of the University of Copenhagen and Prof. Raquel Fernández of the University of Amsterdam, handed out a Best Student Paper Award, and gave travel grants to four student authors. We obtained sponsorship for awards, grants, and invited speaker costs via the Ohio State University Center for Cognitive and Brain Science, the Ohio State University Department of Linguistics, and the Massachusetts Institute of Technology Department of Brain and Cognitive Sciences.

This year, we received twenty paper submissions in total, of which two were eventually withdrawn. We accepted four papers as oral presentations, two as poster presentations with archival papers, three non-archival poster presentations, and one cross-submitted poster presentation. We would like to thank the authors, reviewers, and attendees for making this workshop a successful endeavour.
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9:30–10:30  Invited talk 1: Everytime I hire a penguin
Anders Søgaard

10:30–11:00  Entropy Reduction correlates with temporal lobe activity
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Monday, April 3, 2017 (continued)

16:30–18:00  Session 3

16:30–17:30  Invited talk 2: Acquiring Language through Interaction
              Raquel Fernández

17:30–18:00  Concluding remarks