Introduction

Welcome to the 2nd Workshop on Linking Models of Lexical, Sentential and Discourse-level Semantics.

This workshop takes place for the second time, with the goal of gathering and showcasing theoretical and computational approaches to joint models of semantics, and applications that incorporate multi-level semantics. Improved computational models of semantics hold great promise for applications in language technology, be it semantics at the lexical level, sentence level or discourse level. This year we have an additional focus on the comprehensive understanding of narrative structure in language. Recently a range of tasks have been proposed in the area of learning and applying commonsense/procedural knowledge. Such tasks include, for example, learning prototypical event sequences and event participants, modeling the plot structure of novels, and resolving anaphora in Winograd schemas.

This year’s workshop further includes a shared task, the Story Cloze Test—a new evaluation for story understanding and script learning. This test provides a system with a four-sentence story and two possible endings, and the system must choose the correct ending to the story. Successful narrative understanding (getting closer to human performance of 100%) requires systems to link various levels of semantics to commonsense knowledge. A total of eight systems participated in the shared task, with a variety of approaches including end-to-end neural networks, feature-based regression models, and rule-based methods. The highest performing system achieves an accuracy of 75.2%, a substantial improvement over the previous state-of-the-art of 58.5%.

We received 19 papers in total, out of which we accepted 13. These papers are presented as talks at the workshop as well as in a poster session. In addition, the workshop program features talks from two invited speakers who work on different aspects of semantics. The day will end with a discussion session where invited speakers and workshop participants further discuss the insights gained during the workshop.

Our program committee consisted of 23 researchers who provided constructive and thoughtful reviews. This workshop would not have been possible without their hard work. Many thanks to you all. Finally, a huge thank you to all the authors who submitted papers to this workshop and made it a big success.
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