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Introduction

Welcome to the Second workshop on structured prediction for NLP!

Many prediction tasks in NLP involve assigning values to mutually dependent variables. For example, when designing a model to automatically perform linguistic analysis of a sentence or a document (e.g., parsing, semantic role labeling, or discourse analysis), it is crucial to model the correlations between labels. Many other NLP tasks, such as machine translation, textual entailment, and information extraction, can be also modeled as structured prediction problems.

In order to tackle such problems, various structured prediction approaches have been proposed, and their effectiveness has been demonstrated. Studying structured prediction is interesting from both NLP and machine learning (ML) perspectives. From the NLP perspective, syntax and semantics of the natural language are clearly structured and advances in this area will enable researchers to understand the linguistic structure of data. From the ML perspective, a large amount of available text data and complex linguistic structures bring challenges to the learning community. Designing expressive yet tractable models and studying efficient learning and inference algorithms become important issues.

Recently, there has been significant interest in non-standard structured prediction approaches that take advantage of non-linearity, latent components, and/or approximate inference in both the NLP and ML communities. Researchers have also been discussing the intersection between deep learning and structured prediction through the DeepStructure reading group. This workshop intends to bring together NLP and ML researchers working on diverse aspects of structured prediction and expose the participants to recent progress in this area.

This year we have eight papers covering various aspects of structured prediction, including neural networks, deep structured prediction, and imitation learning. We also invited four fantastic speakers. We hope you all enjoy the program!

Finally, we would like to thank all programming committee members, speakers, and authors. We are looking forward to seeing you in Copenhagen.
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Dependency Parsing with Dilated Iterated Graph CNNs

Emma Strubell Andrew McCallum
College of Information and Computer Sciences
University of Massachusetts Amherst
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Abstract

Dependency parses are an effective way to inject linguistic knowledge into many downstream tasks, and many practitioners wish to efficiently parse sentences at scale. Recent advances in GPU hardware have enabled neural networks to achieve significant gains over the previous best models, these models still fail to leverage GPUs’ capability for massive parallelism due to their requirement of sequential processing of the sentence. In response, we propose Dilated Iterated Graph Convolutional Neural Networks (DIG-CNNs) for graph-based dependency parsing, a graph convolutional architecture that allows for efficient end-to-end GPU parsing. In experiments on the English Penn TreeBank benchmark, we show that DIG-CNNs perform on par with some of the best neural network parsers.

1 Introduction

By vastly accelerating and parallelizing the core numeric operations for performing inference and computing gradients in neural networks, recent developments in GPU hardware have facilitated the emergence of deep neural networks as state-of-the-art models for many NLP tasks, such as syntactic dependency parsing. The best neural dependency parsers generally consist of two stages: First, they employ a recurrent neural network such as a bidirectional LSTM to encode each token in context; next, they compose these token representations into a parse tree. Transition based dependency parsers (Nivre, 2009; Chen and Manning, 2014; Andor et al., 2016) produce a well-formed tree by predicting and executing a series of shift-reduce actions, whereas graph-based parsers (McDonald et al., 2005; Kiperwasser and Goldberg, 2016; Dozat and Manning, 2017) generally employ attention to produce marginals over each possible edge in the graph, followed by a dynamic programming algorithm to find the most likely tree given those marginals.

Because of their dependency on sequential processing of the sentence, none of these architectures fully exploit the massive parallel processing capability that GPUs possess. If we wish to maximize GPU resources, graph-based dependency parsers are more desirable than their transition-based counterparts since attention over the edge-factorized graph can be parallelized across the entire sentence, unlike the transition-based parser which must sequentially predict and perform each transition. By encoding token-level representations with...
an Iterated Dilated CNN (ID-CNN) (Strubell et al., 2017), we can also remove the sequential dependencies of the RNN layers. Unlike Strubell et al. (2017) who use 1-dimensional convolutions over the sentence to produce token representations, our network employs 2-dimensional convolutions over the adjacency matrix of the sentence’s parse tree, modeling attention from the bottom up. By training with an objective that encourages our model to predict trees using only simple matrix operations, we additionally remove the additional computational cost of dynamic programming inference. Combining all of these ideas, we present Dilated Iterated Graph CNNs (DIG-CNNs): a combined convolutional neural network architecture and training objective for efficient, end-to-end GPU graph-based dependency parsing.

We demonstrate the efficacy of these models in experiments on English Penn TreeBank, in which our models perform similarly to the state-of-the-art.

2 Dilated Convolutions

Though common in other areas such as computer vision, 2-dimensional convolutions are rarely used in NLP since it is usually unclear how to process text as a 2-dimensional grid. However, 2-dimensional convolutional layers are a natural model for embedding the adjacency matrix of a sentence’s parse.

A 2-dimensional convolutional neural network layer transforms each input element, in our case an edge in the dependency graph, as a linear function of the width \( r_w \) and height \( r_h \) window of surrounding input elements (other possible edges in the dependency graph). In this work we assume square convolutional windows: \( r_h = r_w \).

Dilated convolutions perform the same operation, except rather than transforming directly adjacent inputs, the convolution is defined over a wider input window by skipping over \( \delta \) inputs at a time, where \( \delta \) is the dilation width. A dilated convolution of width 1 is equivalent to a simple convolution. Using the same number of parameters as a simple convolution with the same radius, the \( \delta > 1 \) dilated convolution incorporates broader context into the representation of a token than a simple convolution.

2.1 Iterated Dilated CNNs

Stacking many dilated CNN layers can easily incorporate information from a whole sentence. For example, with a radius of 1 and 4 layers of dilated convolutions, the effective input window size for each token is width 31, which exceeds the average sentence length (23) in the Penn TreeBank corpus. However, simply increasing the depth of the CNN can cause considerable over-fitting when data is sparse relative to the growth in model parameters. To address this, we employ Iterated Dilated CNNs (ID-CNNs) (Strubell et al., 2017), which instead apply the same small stack of dilated convolutions repeatedly, each time taking the result of the last stack as input to the current iteration. Applying the parameters recurrently in this way increases the size of the window of context incorporated into each token representation while allowing the model to generalize well. Their training objective additionally computes a loss for the output of each application, encouraging parameters that allow subsequent stacks to resolve dependency violations from their predecessors.

3 Dilated Iterated Graph CNNs

We describe how to extend ID-CNNs (Strubell et al., 2017) to 2-dimensional convolutions over the adjacency matrix of a sentence’s parse tree, allowing us to model the parse tree through the whole network, incorporating evidence about nearby head-dependent relationships in every layer of the network, rather than modeling at the token level followed by a single layer of attention to produce head-dependent compatibilities between tokens. ID-CNNs allow us to efficiently incorporate evidence from the entire tree without sacrificing generalizability.

3.1 Model architecture

Let \( x = [x_1, \ldots, x_T] \) be our input text\(^\text{1}\). Let \( y = [y_1, \ldots, y_T] \) be labels with domain size \( D \) for the edge between each token \( x_i \) and its head \( x_j \). We predict the most likely \( y \), given a conditional model \( P(y|x) \) where the tags are conditionally independent given some features for \( x \):

\[
P(y|x) = \prod_{t=1}^{T} P(y_t|F(x)),
\]

\(^\text{1}\)In practice, we include a dummy root token at the beginning of the sentence which serves as the head of the root. We do not predict a head for this dummy token.
The local conditional distributions of Eqn. (1) come from a straightforward extension of ID-CNNs (Strubell et al., 2017) to 2-dimensional convolutions. This network takes as input a sequence of $T$ vectors $x_t$, and outputs a $T \times T$ matrix of per-class scores $h_{ij}$ for each pair of tokens in the sentence.

We denote the $k$th dilated convolutional layer of dilation width $\delta$ as $D^{(k)}_{\delta}$. The first layer in the network transforms the input to a graph by concatenating all pairs of vectors in the sequence $x_i, x_j$ and applying a 2-dimensional dilation-1 convolution $D^{(0)}_{1}$ to form an initial edge representation $e^{(0)}_{ij}$ for each token pair:

$$e^{(0)}_{ij} = D^{(0)}_{1}[x_i; x_j] \tag{2}$$

We denote vector concatenation with $[\cdot; \cdot]$. Next, $L_c$ layers of dilated convolutions of exponentially increasing dilation width are applied to $e^{(0)}_{ij}$, folding in increasingly broader context into the embedded representation of $e_{ij}$ at each layer. Let $r()$ denote the ReLU activation function (Glorot et al., 2011). Beginning with $c^{(0)}_{ij} = i_t$ we define the stack of layers with the following recurrence:

$$c^{(k)}_{ij} = r(D^{(k-1)}_{2\delta^k - 1} c^{(k-1)}_{ij}) \tag{3}$$

and add a final dilation-1 layer to the stack:

$$c^{(L_c+1)}_{ij} = r(D^{(L_c)}_{1} c^{(L_c)}_{ij}) \tag{4}$$

We refer to this stack of dilated convolutions as a block $B(\cdot)$, which has output resolution equal to its input resolution. To incorporate even broader context without over-fitting, we avoid making $B$ deeper, and instead iteratively apply $B L_b$ times, introducing no extra parameters. Starting with $b^{(1)}_t = B(i_t)$, we define the output of block $m$:

$$b^{(m)}_{ij} = B(b^{(m-1)}_t) \tag{5}$$

We apply a simple affine transformation $W_o$ to this final representation to obtain label scores for each edge $e_{ij}$:

$$h^{(L_b)}_{ij} = W_o b^{(L_b)}_{ij} \tag{6}$$

We can obtain the most likely head (and its label) for each dependent by computing the argmax over all labels for all heads for each dependent:

$$h_t = \arg \max_j h^{(L_b)}_{ij} \tag{7}$$

3.2 Training

Our main focus is to apply the DIG-CNN as feature extraction for the conditional model described in Sec. 3.1, where tags are conditionally independent given deep features, since this will enable prediction that is parallelizable across all possible edges. Here, maximum likelihood training is straightforward because the likelihood decouples into the sum of the likelihoods of independent logistic regression problems for every edge, with natural parameters given by Eqn. (6):

$$\frac{1}{T} \sum_{t=1}^{T} \log P(y_t \mid h_t) \tag{8}$$

We could also use the DIG-CNN as input features for an MST parser, where the partition function and its gradient are computed using Kirchhoffs Matrix-Tree Theorem (Tutte, 1984), but our aim is to approximate inference in a tree-structured graphical model using greedy inference and expressive features over the input in order to perform inference as efficiently as possible on a GPU.

To help bridge the gap between these two techniques, we use the training technique described in (Strubell et al., 2017). The tree-structured graphical model has preferable sample complexity and accuracy since prediction directly reasons in the space of structured outputs. Instead, we compile some of this reasoning in output space into DIG-CNN feature extraction. Instead of explicit reasoning over output labels during inference, we train the network such that each block is predictive of output labels. Subsequent blocks learn to correct dependency violations of their predecessors, refining the final sequence prediction.

To do so, we first define predictions of the model after each of the $L_b$ applications of the block. Let $h^{(m)}_t$ be the result of applying the matrix $W_o$ from (6) to $b^{(m)}_t$, the output of block $m$. We minimize the average of the losses for each application of the block:

$$\frac{1}{L_b} \sum_{k=1}^{L_b} \frac{1}{T} \sum_{t=1}^{T} \log P(y_t \mid h^{(m)}_t). \tag{9}$$

By rewarding accurate predictions after each application of the block, we learn a model where later blocks are used to refine initial predictions. The loss also helps reduce the vanishing gradient problem (Hochreiter, 1998) for deep architectures.
We apply dropout (Srivastava et al., 2014) to the raw inputs $x_{ij}$ and to each block’s output $b_t^{(m)}$ to help prevent overfitting.

4 Related work

Currently, the most accurate parser in terms of labeled and unlabeled attachment scores is the neural network graph-based dependency parser of Dozat and Manning (2017). Their parser builds token representations with a bidirectional LSTM over word embeddings, followed by head and dependent MLPs. Compatibility between heads and dependents is then scored using a biaffine model, and the highest scoring head for each dependent is selected.

Previously, (Chen and Manning, 2014) pioneered neural network parsing with a transition-based dependency parser which used features from a fast feed-forward neural network over word, token and label embeddings. Many improved upon this work by increasing the size of the network and using a structured training objective (Weiss et al., 2015; Andor et al., 2016). (Kiperwasser and Goldberg, 2016) were the first to present a graph-based neural network parser, employing an MLP with bidirectional LSTM inputs to score arcs and labels. (Cheng et al., 2016) propose a similar network, except with additional forward and backward encoders to allow for conditioning on previous predictions. (Kuncoro et al., 2016) take a different approach, distilling a consensus of many LSTM-based transition-based parsers into one graph-based parser. (Ma and Hovy, 2017) employ a similar model, but add a CNN over characters as an additional word representation and perform structured training using the Matrix-Tree Theorem. Hashimoto et al. (2017) train a large network which performs many NLP tasks including part-of-speech tagging, chunking, graph-based parsing, and entailment, observing benefits from multitasking with these tasks.

Despite their success in the area of computer vision, in NLP convolutional neural networks have mainly been relegated to tasks such as sentence classification, where each input sequence is mapped to a single label (rather than a label for each token) Kim (2014); Kalchbrenner et al. (2014); Zhang et al. (2015); Toutanova et al. (2015). As described above, CNNs have also been used to encode token representations from embeddings of their characters, which similarly perform a pooling operation over characters. Lei et al. (2015) present a CNN variant where convolutions adaptively skip neighboring words. While the flexibility of this model is powerful, its adaptive behavior is not well-suited to GPU acceleration.

More recently, inspired by the success of deep dilated CNNs for image segmentation in computer vision (Yu and Koltun, 2016; Chen et al., 2015), convolutional neural networks have been employed as fast models for tagging, speech generation and machine translation. (van den Oord et al., 2016) use dilated CNNs to efficiently generate speech, and Kalchbrenner et al. (2016) describe an encoder-decoder model for machine translation which uses dilated CNNs over bytes in both the encoder and decoder. Strubell et al. (2017) first described the one-dimensional ID-CNN architecture which is the basis for this work, demonstrating its success as a fast and accurate NER tagger. Gehring et al. (2017) report state-of-the-art results and much faster training from using many CNN layers with gated activations as encoders and decoders for a sequence-to-sequence model. While our architecture is similar to the encoder architecture of these models, ours is differentiated by (1) being tailored to smaller-data regimes such as parsing via our iterated architecture and loss, and (2) employing two-dimensional convolutions to model the adjacency matrix of the parse tree. We are the first to our knowledge to use dilated convolutions for parsing, or to use two-dimensional dilated convolutions for NLP.

5 Experimental Results

5.1 Data and Evaluation

We train our parser on the English Penn TreeBank on the typical data split: training on sections 2–21, testing on section 23 and using section 22 for development. We convert constituency trees to dependencies using the Stanford dependency framework v3.5 (de Marneffe and Manning, 2008), and use part-of-speech tags from the Stanford left3words part-of-speech tagger. As is the norm for this dataset, our evaluation excludes punctuation. Hyperparameters that resulted in the best performance on the validation set were selected via grid search. A more detailed description of optimization and data pre-processing can be found in the Appendix.
5.2 English PTB Results

We compare our models labeled and unlabeled attachment scores to the neural network graph-based dependency parsers described in Sec. 4. Without enforcing trees at test time, our model performs just under the LSTM-based parser of Kiperwasser and Goldberg (2016), and a few points lower than the state-of-the-art. When we post-process our model’s outputs into trees, like all the other models in our table, our results increase to perform slightly above Kiperwasser and Goldberg (2016).

We believe our model’s relatively poor performance compared to existing models is due to its limited incorporation of context from the entire sentence. While each bidirectional LSTM token representation observes all tokens in the sentence, our reported model observes a relatively small window, only 9 tokens. We hypothesize that this window is not sufficient for producing accurate parses. Still, we believe this is a promising architecture for graph-based parsing, and with further experimentation could meet or exceed the state-of-the-art while running faster by better leveraging GPU architecture.

6 Conclusion

We present DIG-CNNs, a fast, end-to-end convolutional architecture for graph-based dependency parsing. Future work will experiment with deeper CNN architectures which incorporate broader sentence context in order to increase accuracy without sacrificing speed.
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Entity Identification as Multitasking
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Abstract

Standard approaches in entity identification hard-code boundary detection and type prediction into labels and perform Viterbi. This has two disadvantages: 1. the runtime complexity grows quadratically in the number of types, and 2. there is no natural segment-level representation. In this paper, we propose a neural architecture that addresses these disadvantages. We frame the problem as multitasking, separating boundary detection and type prediction but optimizing them jointly. Despite its simplicity, this architecture performs competitively with fully structured models such as BiLSTM-CRFs while scaling linearly in the number of types. Furthermore, by construction, the model induces type-disambiguating embeddings of predicted mentions.

1 Introduction

A popular convention in segmentation tasks such as named-entity recognition (NER) and chunking is the so-called “BIO”-label scheme. It hard-codes boundary detection and type prediction into labels using the indicators “B” (Beginning), “I” (Inside), and “O” (Outside). For instance, the sentence “Where is John Smith” is tagged as Where/O is/O John/B-PER Smith/I-PER. In this way, we can treat the problem as sequence labeling and apply standard structured models such as CRFs.

But this approach has certain disadvantages. First, the runtime complexity grows quadratically in the number of types (assuming exact decoding with first-order label dependency). We emphasize that the asymptotic runtime remains quadratic even if we heuristically prune previous labels based on the BIO scheme. This is not an issue when the number of types is small but quickly becomes problematic as the number grows. Second, there is no segment-level prediction: every prediction happens at the word-level. As a consequence, models do not induce representations corresponding to multi-word mentions, which can be useful for downstream tasks such as named-entity disambiguation (NED).

In this paper, we propose a neural architecture that addresses these disadvantages. Given a sentence, the model uses bidirectional LSTMs (BiLSTMs) to induce features and separately predicts:

1. Boundaries of mentions in the sentence.

2. Entity types of the boundaries.

Crucially, during training, the errors of these two predictions are minimized jointly.

One might suspect that the separation could degrade performance; neither prediction accounts for the correlation between entity types. But we find that this is not the case due to joint optimization. In fact, our model performs competitively with fully structured models such as BiLSTM-CRFs (Lample et al., 2016), implying that the model is able to capture the entity correlation indirectly by multitasking. On the other hand, the model scales linearly in the number of types and induces segment-level embeddings of predicted mentions that are type-disambiguating by construction.
2 Related Work

Our work is directly inspired by Lample et al. (2016) who demonstrate that a simple neural architecture based on BiLSTMs achieves state-of-the-art performance on NER with no external features. They propose two models. The first makes structured prediction of NER labels with a CRF loss (LSTM-CRF) using the conventional BIO-label scheme. The second, which performs slightly worse, uses a shift-reduce framework mirroring transition-based dependency parsing (Yamada and Matsumoto, 2003). While the latter also scales linearly in the number of types and produces embeddings of predicted mentions, our approach is quite different. We frame the problem as multitasking and do not need the stack/buffer data structure. Semi-Markov models (Kong et al., 2015; Sarawagi et al., 2004) explicitly incorporate the segment structure but are computationally intensive (quadratic in the sentence length).

Multitasking has been shown to be effective in numerous previous works (Collobert et al., 2011; Yang et al., 2016; Kiperwasser and Goldberg, 2016). This is especially true with neural networks which greatly simplify joint optimization across multiple objectives. Most of these works consider multitasking across different problems. In contrast, we decompose a single problem (NER) into two natural subtasks and perform them jointly. Particularly relevant in this regard is the parsing model of Kiperwasser and Goldberg (2016) which multitasks edge prediction and classification.

LSTMs (Hochreiter and Schmidhuber, 1997), and other variants of recurrent neural networks such as GRUs (Chung et al., 2014), have recently been wildly successful in various NLP tasks (Lample et al., 2016; Kiperwasser and Goldberg, 2016; Chung et al., 2014). Since there are many detailed descriptions of LSTMs available, we omit a precise definition. For our purposes, it is sufficient to treat an LSTM as a mapping \( \phi : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) that takes an input vector \( x \) and a state vector \( h \) to output a new state vector \( h' = \phi(x, h) \).

3 Model

Let \( C \) denote the set of character types, \( \mathcal{W} \) the set of word types, and \( \mathcal{E} \) the set of entity types. Let \( \oplus \) denote the vector concatenation operation. Our model first constructs a network over a sentence closely following Lample et al. (2016); we describe it here for completeness. The model parameters \( \Theta \) associated with this base network are

- Character embedding \( e_c \in \mathbb{R}^{25} \) for \( c \in C \)
- Character LSTMs \( \phi^C_0, \phi^C_5 : \mathbb{R}^{25} \times \mathbb{R}^{25} \rightarrow \mathbb{R}^{25} \)
- Word embedding \( e_w \in \mathbb{R}^{100} \) for \( w \in \mathcal{W} \)
- Word LSTMs \( \phi^W_0, \phi^W_5 : \mathbb{R}^{150} \times \mathbb{R}^{100} \rightarrow \mathbb{R}^{100} \)

Let \( w_1 \ldots w_n \in \mathcal{W} \) denote a word sequence where word \( w_i \) has character \( w_i(j) \in C \) at position \( j \).

First, the model computes a character-sensitive word representation \( v_i \in \mathbb{R}^{150} \) as

\[
\begin{align*}
f^C_j &= \phi^C_j(e_{w_i(j)}, f^C_{j-1}) & \forall j = 1 \ldots |w_i| \\
b^C_j &= \phi^C_j(e_{w_i(j)}, b^C_{j+1}) & \forall j = |w_i| \ldots 1 \\
v_i &= f^C_{|w_i|} \oplus b^C_{|w_i|+1}
\end{align*}
\]

for each \( i = 1 \ldots n \).

Next, the model computes

\[
\begin{align*}
f^W_i &= \phi^W_i(v_i, f^W_{i-1}) & \forall i = 1 \ldots n \\
b^W_i &= \phi^W_i(v_i, b^W_{i+1}) & \forall i = n \ldots 1
\end{align*}
\]

and induces a character- and context-sensitive word representation \( h_i \in \mathbb{R}^{200} \)

\[
h_i = f^W_i \oplus b^W_i
\]

for each \( i = 1 \ldots n \). These vectors are used to define the boundary detection loss and the type classification loss described below.

**Boundary detection loss** We frame boundary detection as predicting BIO tags without types. A natural approach is to optimize the conditional probability of the correct tags \( y_1 \ldots y_n \in \{B, I, O\} \):

\[
p(y_1 \ldots y_n|h_1 \ldots h_n) 
\propto \exp \left( \sum_{i=1}^{n} T_{y_{i-1},y_i} \times g(y_i(h_i)) \right)
\]

where \( g : \mathbb{R}^{200} \rightarrow \mathbb{R}^3 \) is a function that adjusts the length of the LSTM output to the number of targets. We use a feedforward network \( g(h) = W^2 \text{relu}(W^1 h + b^1) + b^2 \). We write \( \Theta_2 \) to refer to \( T \in \mathbb{R}^{3 \times 3} \) and the parameters in \( g \). The boundary detection loss is given by the negative log likelihood:

\[
L_1(\Theta, \Theta_2) = -\sum_l \log p(y^{(l)}|h^{(l)})
\]

\[1\text{For simplicity, we assume some random initial state vectors such as } f^C_0 \text{ and } b^C_{|w_i|+1} \text{ when we describe LSTMs.} \]
where \( l \) iterates over tagged sentences in the data.

The global normalizer for (2) can be computed using dynamic programming; see Collobert et al. (2011). Note that the runtime complexity of boundary detection is constant despite dynamic programming since the number of tags is fixed (three).

**Type classification loss** Given a mention boundary \( 1 \leq s \leq t \leq n \), we predict its type using (1) as follows. We introduce an additional pair of LSTMs \( \phi_1^E, \phi_0^E : \mathbb{R}^{200} \times \mathbb{R}^{200} \rightarrow \mathbb{R}^{200} \) and compute a corresponding mention representation \( \mu \in \mathbb{R}^{|\mathcal{E}|} \) as

\[
\begin{align*}
  f_j^e &= \phi_1^E (h_j, f_{j-1}^e) \quad \forall j = s \ldots t \\
  b_j^e &= \phi_0^E (h_j, b_{j+1}^e) \quad \forall j = t \ldots s \\
  \mu &= q (f_t^e \oplus b_s^e) \quad (3)
\end{align*}
\]

where \( q : \mathbb{R}^{400} \rightarrow \mathbb{R}^{|\mathcal{E}|} \) is again a feedforward network that adjusts the vector length to \( |\mathcal{E}| \). We write \( \Theta_2 \) to refer to the parameters in \( \phi_1^E, \phi_0^E, q \). Now we can optimize the conditional probability of the correct type \( \tau \):

\[
p(\tau|h_s \ldots h_t) \propto \exp (\mu_\tau) \quad (4)
\]

The type classification loss is given by the negative log likelihood:

\[
L_2 (\Theta, \Theta_2) = - \sum_l \log p \left( \tau^{(l)} | h_s^{(l)} \ldots h_t^{(l)} \right)
\]

where \( l \) iterates over typed mentions in the data.

**Joint loss** The final training objective is to minimize the sum of the boundary detection loss and the type classification loss:

\[
L(\Theta, \Theta_1, \Theta_2) = L_1 (\Theta, \Theta_1) + L_2 (\Theta, \Theta_2) \quad (5)
\]

In stochastic gradient descent (SGD), this amounts to computing the tagging loss \( l_1 \) and the classification loss \( l_2 \) (summed over all mentions) at each annotated sentence, and then taking a gradient step on \( l_1 + l_2 \). Observe that the base network \( \Theta \) is optimized to handle both tasks. During training, we use gold boundaries and types to optimize \( L_2 (\Theta, \Theta_2) \). At test time, we predict boundaries from the tagging layer (2) and classify them using the classification layer (4).

3 Clearly, one can consider different networks over the boundary, for instance simple bag-of-words or convolutional neural networks. We leave the exploration as future work.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1</th>
<th># words/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>McCallum and Li (2003)</td>
<td>84.04</td>
<td></td>
</tr>
<tr>
<td>Collobert et al. (2011)</td>
<td>89.59</td>
<td></td>
</tr>
<tr>
<td>Lample et al. (2016)–Greedy</td>
<td>89.15</td>
<td></td>
</tr>
<tr>
<td>Lample et al. (2016)–Stack</td>
<td>90.33</td>
<td></td>
</tr>
<tr>
<td>Lample et al. (2016)–CRF</td>
<td>90.94</td>
<td></td>
</tr>
<tr>
<td>Mention2Vec</td>
<td>90.90</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Test F1 scores on CoNLL 2003.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1</th>
<th># words/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mention2Vec</td>
<td>90.77</td>
<td>495</td>
</tr>
<tr>
<td>BiLSTM-CRF</td>
<td>89.37</td>
<td>4949</td>
</tr>
</tbody>
</table>

Table 2: Test F1 scores on CoNLL 2003.
In another letter dated January 1865, a well-to-do Washington matron wrote to Lincoln to plead for . . .

Chang and Washington were the only men’s seeds in action on a day that saw two seeded women’s . . .

“Just one of those things, I was just trying to make contact,” said Bragg. Washington’s win was not comfortable, either.

Lauck, from Lincoln, Nebraska, yelled a tirade of abuse at the court after his conviction for inciting . . .

... warring factions, with the PUK aiming to break through to KDP’s headquarters in Saladdin. .

... is not expected to travel to the West Bank before Monday,” Nabil Abu Rdainah told Reuters.

... off a bus near his family home in the village of Donje Ljupce in the municipality of Podujevo.

English division three - Swansea v Lincoln.

SOCCRER - OUT-OF-SORTS NEWCASTLE CRASH 2 1 AT HOME.

Moura, who appeared to have elbowed Cyprien in the final minutes of the 3 0 win by Neuchatel, was . . .

In Sofia: Levski Sofia (Bulgaria) 1 Olimpija (Slovenia) 0

WORK_OF_ART . . . Bond novels, and “Treasure Island,” produced by Charlton Heston who also stars in the movie.

... probably started in 1962 with the publication of Rachel Carson’s book “Silent Spring.”

... Victoria Petrovich) spout philosophic bon mots with the self-concious rat-at-tat pacing of “Laugh In.”

Dennis Farney’s Oct. 13 page - one article “River of Despair,” about the poverty along the . . .

. . . from a naval station at Treasure Island near the Bay Bridge to San Francisco to help fight fires.

. . . lived in an expensive home on Lido Isle, an island in Newport’s harbor, according to investigators.

. . . Doris Moreno, 37, of Bell Gardens; and Ana L. Azucena, 27, of Huntington Park.

One group of middle-aged manufacturing men from the company’s Zama plant outside Tokyo was . . .

. . . initiative will spur members of the General Agreement on Tariffs and Trade to reach . . .

. . . question of Taiwan’s membership in the General Agreement on Tariffs and Trade should . . .

“He doesn’t know himself,” Kathy Stanwick of the Abortion Rights League says of . . .

. . . administrative costs, management and research, the Office of Technology Assessment just reported.

**Table 3: Nearest neighbors of detected mentions in CoNLL 2003 and OntoNotes using (3).**

### 4.1 NER Performance

Table 1 compares the NER performance and decoding speed between BiLSTM-CRF and Mention2Vec. The F1 scores are obtained on test data. The speed is measured by the average number of words decoded per second.

On CoNLL 2003 in which the number of types is small, our model achieves 90.50 compared to 90.22 of BiLSTM-CRF with minor speed improvement. This shows that despite the separation between boundary detection and type classification, we can achieve good performance through joint optimization. On OntoNotes in which the number of types is much larger, our model still performs well with an F1 score of 89.37 but is behind BiLSTM-CRF which achieves 90.77. We suspect that this is due to strong correlation between mention types that fully structured models can exploit more effectively. However, our model is also an order of magnitude faster: 4949 compared to 495 words/second.

Finally, Table 2 compares our model with other works in the literature on CoNLL 2003. McCallum and Li (2003) use CRFs with manually crafted features; Collobert et al. (2011) use convolutional neural networks; Lample et al. (2016) use BiLSTMs in a greedy tagger (Greedy), a stack-based model (Stack), and a global tagger using a CRF output layer (CRF). Mention2Vec performs competitively.

### 4.2 Mention Embeddings

Table 3 shows nearest neighbors of detected mentions using the mention representations $\mu$ in (3). Since $\mu_\tau$ represents the score of type $\tau$, the mention embeddings are clustered by entity types by construction. The model induces completely different representations even when the mention has the same lexical form. For instance, based on its context Lincoln receives a person, location, or organization representation; Treasure Island receives a book or location representation. The model also learns representations for long multi-word expressions such as the General Agreement on Tariffs and Trade.

### 5 Conclusion

We have presented a neural architecture for entity identification that multitasks boundary detection and type classification. Joint optimization enables the base BiLSTM network to capture the correlation between entities indirectly via multitasking. As a result, the model is competitive with fully structured models such as BiLSTM-CRFs on CoNLL 2003 while being more scalable and also inducing context-sensitive mention embeddings clustered by entity types. There are
many interesting future directions, such as applying this framework to NED in which type classification is much more fine-grained and finding a better method for optimizing the multitasking objective (e.g., instead of using gold boundaries for training, dynamically use predicted boundaries in a reinforcement learning framework).
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Abstract

Building models that take advantage of the hierarchical structure of language without \textit{a priori} annotation is a longstanding goal in natural language processing. We introduce such a model for the task of machine translation, pairing a recurrent neural network grammar encoder with a novel attentional RNNG decoder and applying policy gradient reinforcement learning to induce unsupervised tree structures on both the source and target. When trained on character-level datasets with no explicit segmentation or parse annotation, the model learns a plausible segmentation and shallow parse, obtaining performance close to an attentional baseline.

1 Introduction

Many efforts to exploit linguistic hierarchy in NLP tasks make use of the output of a self-contained parser system trained from a human-annotated treebank (Huang et al., 2006). An alternative approach aims to jointly learn the task at hand and relevant aspects of linguistic hierarchy, inducing from an unannotated training dataset parse trees that may or may not correspond to treebank annotation practices (Wu, 1997; Chiang, 2005).

Most deep learning models for NLP that aim to make use of linguistic hierarchy integrate an external parser, either to prescribe the recursive structure of the neural network (Pollack, 1990; Goller and Küchler, 1996; Socher et al., 2013) or to provide a supervision signal or training data for a network that predicts its own structure (Socher et al., 2010; Bowman et al., 2016; Dyer et al., 2016b). But some recently described neural network models take the second approach and treat hierarchical structure as a latent variable, applying inference over graph-based conditional random fields (Kim et al., 2017), the straight-through estimator (Chung et al., 2017), or policy gradient reinforcement learning (Yogatama et al., 2017) to work around the inapplicability of gradient-based learning to problems with discrete latent states.

For the task of machine translation, syntactically-informed models have shown promise both inside and outside the deep learning context, with hierarchical phrase-based models frequently outperforming traditional ones (Chiang, 2005) and neural MT models augmented with morphosyntactic input features (Sennrich and Haddow, 2016; Nadejde et al., 2017), a tree-structured encoder (Eriguchi et al., 2016; Hashimoto and Tsuruoka, 2017), and a jointly trained parser (Eriguchi et al., 2017) each outperforming purely-sequential baselines.

Drawing on many of these precedents, we introduce an attentional neural machine translation model whose encoder and decoder components are both tree-structured neural networks that predict their own constituency structure as they consume or emit text. The encoder and decoder networks are variants of the RNNG model introduced by Dyer et al. (2016b), allowing tree structures of unconstrained arity, while text is ingested at the character level, allowing the model to discover and make use of structure within words.

The parsing decisions of the encoder and decoder RNNGs are parameterized by a stochastic policy trained using a weighted sum of two objectives: a language model loss term that rewards predicting the next character with high likelihood, and a tree attention term that rewards one-to-one attentional correspondence between constituents in the encoder and decoder.

We evaluate this model on the German-English language pair of the flickr30k dataset, where it obtains similar performance to a strong character-
level baseline. Analysis of the latent trees produced by the encoder and decoder shows that the model learns a reasonable segmentation and shallow parse, and most phrase-level constituents constructed while ingesting the German input sentence correspond meaningfully to constituents built while generating the English output.

2 Model

2.1 Encoder/Decoder Architecture

The model consists of a coupled encoder and decoder, where the encoder is a modified stack-only recurrent neural network grammar (Kuncoro et al., 2017) and the decoder is a stack-only RNNG augmented with constituent-level attention. An RNNG is a top-down transition-based model that jointly builds a sentence representation and parse tree, representing the parser state with a StackLSTM and using a bidirectional LSTM as a constituent composition function. Our implementation is detailed in Figure 1, and differs from Dyer et al. (2016b) in that it lacks separate new-nonterminal tokens for different phrase types, and thus does not include the phrase type as an input to the composition function. Instead, the values of $x_i$ for the encoder are fixed to a constant $x_i^{enc}$ while the values of $x_j$ for the decoder are determined through an attention procedure (Section 2.2).

As originally described, the RNNG predicts parser transitions using a one-layer tanh perceptron with three concatenated inputs: the last state of a unidirectional LSTM over the stack contents ($s$), the last state of a unidirectional LSTM over the reversed buffer of unparsed tokens ($b$), and the result of an LSTM over the past transitions ($a$). All three of these states can be computed with at most one LSTM step per parser transition using the StackLSTM algorithm (Dyer et al., 2016a). But such a baseline RNNG is actually outperformed by one which conditions the parser transitions only on the stack representation (Kuncoro et al., 2017). Restricting our model to this stack-only case allows both the encoder and decoder to be supervised using a language model loss, while allowing the model access to $b$ would give it a trivial way to predict the next character and obtain zero loss.

2.2 Attention

With the exception of the attention mechanism, the encoder and decoder are identical. While the encoder uses a single token to represent a new non-terminal, the decoder represents a new non-terminal on the stack as a sum weighted by structural attention of the phrase representations of all non-terminal tree nodes produced by the encoder. In particular, we use the normalized dot products between the decoder stack representation $s_i^{dec}$ and the stack representation at each encoder node $s_i^{enc}$ (that is, the hidden state of the StackLSTM up to and including $x_i^{enc}$ but not $h_i^{enc}$) as coefficients in a weighted sum of the phrase embeddings $h_i^{enc}$ corresponding to the encoder nodes:

$$
\alpha_{ij} = \text{softmax}_{all\,i}(s_i^{enc} \cdot s_j^{dec})
$$

$$
x_j^{dec} = \sum_i \alpha_{ij} h_i^{enc}.
$$

Figure 1: At a given timestep during either encoding or decoding there are three possible transitions (although one or more may be forbidden): begin a new nonterminal constituent (NT), predict and ingest a terminal (GEN), or end the current nonterminal (REDUCE). If the chosen transition is NT, the RNNG adds a new-non-terminal token $x_{i+1}$ to the active constituent and begins a new nonterminal constituent (1a). If the transition is GEN, the RNNG predicts the next token (Section 2.3) and adds the ground-truth next token $e$ from the context buffer at the cursor location (1b). If the transition is REDUCE, the contents of the active nonterminal are passed to the composition function, the new-non-terminal token $x_j$ is replaced with the result of the composition $h_j$, and the StackLSTM rolls back to the previously active constituent (1e). In all three cases, the StackLSTM then advances one step with the newly added token as input ($x_{i+1}$, $e$, or $h_j$).
Since the dot products between encoder and decoder stack representations are a measure of structural similarity between the (left context of) the current decoder state and the encoder state. Within a particular decoder nonterminal, the model reduces to ordinary sequence-to-sequence translation. Starting from the encoder’s representation of the corresponding nonterminal or a weighted combination of such representations, the decoder will emit a translated sequence of child constituents (both nonterminal and terminal) one by one—applying attention only when emitting nonterminal children.

2.3 Training

We formulate our model as a stochastic computation graph (Schulman et al., 2015), leading to a training paradigm that combines backpropagation (which provides the exact gradient through deterministic nodes) and vanilla policy gradient (which provides a Monte Carlo estimator for the gradient through stochastic nodes).

There are several kinds of training signals in our model. First, when the encoder or decoder chooses the GEN action it passes the current stack state $s$ through a one-layer softmax perceptron, giving the probability that the next token is each of the characters in the vocabulary. The language model loss $L_k$ for each generated token is the negative log probability assigned to the ground-truth next token. The other differentiable training signal is the coverage loss $L_c$, which is a measure of how much the attention weights diverge from the ideal of a one-to-one mapping. This penalty is computed as a sum of three MSE terms:

$$L_c = \text{mean}_{i}(1 - \sum_{j} \alpha_{ij})^2$$

$$+ \text{mean}_{i}(1 - \max_{j} \alpha_{ij})^2$$

$$+ \text{mean}_{j}(1 - \max_{i} \alpha_{ij})^2$$

Backpropagation using the differentiable losses affects only the weights of the output softmax perceptron. The overall loss function for these weights is a weighted sum of all $L_k$ terms and $L_c$:

$$L = 100L_c + 10 \sum_{k} L_k$$

There are additionally nondifferentiable rewards $r$ that bias the model towards or away from certain kinds of tree structures. Here, negative numbers correspond to penalties. We assign a tree reward of $-1$ when the model predicts a REDUCE with only one child constituent (REDUCE with zero child constituents is forbidden) or predicts two REDUCE or NT transitions in a row. This biases the model against unary branching and reduces its likelihood of producing an exclusively left- or right-branching tree structure. In addition, for all constituents except the root, we assign a tree reward based on the size and type of its children. If $n$ and $t$ are the number of nonterminal and terminal children, this reward is $4t$ if all children are terminal and $9\sqrt{n}$ otherwise. A reward structure like this biases the model against freely mixing terminals and nonterminals within the same constituent and provides incentive to build substantial tree structures early on in training so the model doesn’t get stuck in trivial local minima.

Within both the encoder and decoder, each stochastic action node has a corresponding tree reward $r_k$ if the action was REDUCE (otherwise zero) and a corresponding language model loss $L_k$ if the action was GEN (otherwise zero). We subtract an exponential moving average baseline from each tree reward and additional exponential moving average baselines—computed independently for each character $z$ in the vocabulary, because we want to reduce the effect of character frequency—from the language model losses. If $\text{GEN}(k)$ is the number of GEN transitions among actions one through $k$, and $\gamma$ is a decay constant, the final reward $R_k^m$ for action $k$ with $m \in \{\text{enc, dec}\}$ is:

$$\hat{r}_k = r_k - r_{\text{baseline}}$$

$$\hat{L}_k = L_k - L_{\text{baseline}}(s_k)$$

$$\hat{R}_k = \sum_{m=k}^{K_m} \gamma^{\text{GEN}(k)-\text{GEN}(m)}(\hat{r}_k - \hat{L}_k^m)$$

$$R_k^m = \hat{R}_k - L_c - (m = \text{enc}) \sum_{n=1}^{K_{\text{dec}}} L_k^\text{dec}.$$  

These rewards define the gradient that each stochastic node (with normalized action probabilities $p_k^a$ and chosen action $a_k$) produces during backpropagation according to the standard multinomial score function estimator (REINFORCE):

$$\nabla_v p_k^a = \text{mean} R_k \nabla_v \log p_k^a = \text{mean} -\frac{R_k}{p_k^v}$$

3 Results

We evaluated our model on the German-English language pair of the flickr30k data, the tex-
Two Indian women look over fabric.

Figure 2: Attention visualizations for two sentences from the development set. Attention between two constituents is represented by a shaded rectangle whose projections on the $x$ and $y$ axes cover the encoder and decoder constituents respectively.

We introduce a new approach to leveraging unsupervised tree structures in NLP tasks like machine translation. Our experiments demonstrate that a small-scale MT dataset contains sufficient training signal to infer latent linguistic structure, and we are excited to learn what models like the one presented here can discover in full-size translation corpora. One particularly promising avenue of research is to leverage the inherently compositional phrase representations $H_{enc}^t$ produced by the encoder for other NLP tasks.

There are also many possible directions for improving the model itself and the training process. Value function baselines can replace exponential moving averages, pure reinforcement learning can replace teacher forcing, and beam search can be used in place of greedy inference. Solutions to the translation pathologies presented in Section 3 are likely more complex, although one possible approach would leverage variational inference using a teacher model that can see the buffer and helps train a stack-only student model.
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Abstract

We present an algorithm for structured prediction under online bandit feedback. The learner repeatedly predicts a sequence of actions, generating a structured output. It then observes feedback for that output and no others. We consider two cases: a pure bandit setting in which it only observes a loss, and more fine-grained feedback in which it observes a loss for every action. We find that the fine-grained feedback is necessary for strong empirical performance, because it allows for a robust variance-reduction strategy. We empirically compare a number of different algorithms and exploration methods and show the efficacy of BLS on sequence labeling and dependency parsing tasks.

1 Introduction

In structured prediction the goal is to jointly predict the values of a collection of variables that interact. In the usual “supervised” setting, at training time, you have access to ground truth outputs (e.g., dependency trees) on which to build a predictor. We consider the substantially harder case of online bandit structured prediction, in which the system never sees supervised training data, but instead must make predictions and then only receives feedback about the quality of that single prediction. The model we simulate (Figure 1) is:

1. the world reveals an input (e.g., a sentence);
2. the algorithm produces a single structured prediction (e.g., full parse tree);
3. the world provides a loss (e.g., overall quality rating) and possibly a small amount of additional feedback;
4. the algorithm updates itself.

The goal of the system is to minimize its cumulative loss over time, using the feedback to improve itself. This introduces a fundamental exploration-versus-exploitation trade-off, in which the system must try new things in hopes that it will learn something useful, but also in which it is penalized (by high cumulative loss) for exploring too much.

One natural question we explore in this paper is: in addition to the loss, what forms of feedback are both easy for a user to provide and useful for a system to utilize? At one extreme, one can solicit no additional feedback, which makes the learning problem very difficult. We describe Bandit Learning to Search, BLS, an approach for improving joint predictors from different types of bandit feedback. The algorithm predicts outputs and observes the loss of the predicted struc-

---

1 Unlike active learning—in which the system chooses which examples it wants feedback on—in our setting the system is beholden to the human’s choice in inputs.

2 Our implementation will be made freely available.
ture; but then it uses a regression strategy to estimate counterfactual costs of (some) other structures that it did not predict. This variance reduction technique (§2.2) is akin to doubly-robust estimation in contextual bandits. The trade-off is that in order to accurately train these regressors, BLS requires per-action feedback from the user (e.g., which words were labeled incorrectly). It appears that this feedback is necessary; with out it, accuracy degrades over time. Additionally, we consider several forms of exploration beyond a simple $\epsilon$-greedy strategy, including Boltzmann exploration and Thompson sampling (§2.4). We demonstrate the efficacy of these developments on POS tagging, syntactic chunking and dependency parsing (§3), in which we show improvements over both LOLS (Chang et al., 2015) and Policy Gradients (Sutton et al., 1999).

## 2 Learning with Bandit Feedback

We operate in the learning to search framework, a family of algorithms for solving structured prediction problems, which essentially train a policy to make sequence of decisions that are stitched together into a final structured output. Such algorithms decompose a joint prediction task into a sequence of action predictions, such as predicting the label of the next word in sequence labeling or predicting a shift/reduce action in dependency parsing\(^3\); these predictions are tied by features and/or internal state. Algorithms in this family have recently met with success in neural networks (Bengio et al., 2015; Wiseman and Rush, 2016), though data back to models typically based on linear policies (Collins and Roark, 2004; Daumé III and Marcu, 2005; Xu et al., 2007; Daumé III et al., 2009; Ross et al., 2010; Ross and Bagnell, 2014; Doppa et al., 2014; Chang et al., 2015).

Most learning to search algorithms operate by considering a search space like that shown in Figure 2. The learning algorithm first rolls-in for a few steps using a roll-in policy $\pi^\text{in}$ to some state $R$, then considers all possible actions available at state $R$, and then rolls out using a roll-out policy $\pi^\text{out}$ until the end of the sequence. In the fully supervised case, the learning algorithm can then compute a loss for all possible outputs, and use this loss to drive learning at state $R$, by encouraging the learner to take the action with lowest cost, updating the learned policy from $\hat{\pi}_t$ to $\hat{\pi}_{t+1}$.

In the bandit setting, this is not possible: we can only evaluate one loss; nevertheless, we can follow a similar algorithmic structure. Our specific algorithm, BLS, is summarized in algorithm 1. We start with a pre-trained reference policy $\pi^\text{ref}$ and seek to improve it with bandit feedback. On each example, an exploration algorithm (§2.4) chooses whether to explore or exploit. If it chooses to exploit, a random learned policy is used to make a prediction and no updates are made. If, instead, it chooses to explore, it executes a roll-in as usual, a single deviation at time $t$ according to the exploration policy, and then a roll-out. Upon completion it suffers a bandit loss for the entire complete trajectory. It then uses a cost estimator $\rho$ to guess the costs of the un-taken actions. From this it forms a complete cost vector, and updates the underlying policy based on this cost vector. Finally, it updates the cost estimator $\rho$.

### 2.1 Cost Estimation by Importance Sampling

The simplest possible method of cost estimation is importance sampling (Horvitz and Thompson, 1952; Chang et al., 2015). If the third action is the one explored with probability $p_3$ and a cost $\hat{c}_3$ is observed, then the cost vector for all actions is set to $\langle 0, 0, \hat{c}_3/p_3, 0, \ldots, 0 \rangle$. This yields an unbiased estimate of the true cost vector because in expectation over all possible actions, the cost vector equals $\langle \hat{c}_1, \hat{c}_2, \ldots, \hat{c}_K \rangle$.

Unfortunately, this type of cost estimate suffers from huge variance (see experiments in §3). If actions are explored uniformly at random, then all cost vectors look like $\langle 0, 0, K\hat{c}_3, 0, \ldots, 0 \rangle$, which varies quite far from its expectation when $K$ is large. To better understand the variance reduction issue, consider the part of speech tagging exam-

![Figure 2: A search space for part of speech tagging, explored by a policy that chooses to “explore” at state R.](image)

---

\(^3\)Although the decomposition is into a sequence of predictions, such approaches are not limited to “left-to-right” style prediction tasks (Ross et al., 2010; Stoyanov et al., 2011).
**Input:** examples \(\{x_i\}_{i=1}^{N}\), reference policy \(\pi^{\text{ref}}\), exploration algorithm \(\text{explorer}\), and rollout-parameter \(\beta \geq 0\)

\(\pi_0 \leftarrow \text{initial policy}\)

\(I \leftarrow \emptyset\)

\(\rho \leftarrow \text{initial cost estimator}\)

**for each** \(x_i\) \(\text{in training examples}\) **do**

**if** \(\text{explorer}\) chooses not to explore **then**

\[\pi \leftarrow \text{Unif}(I) \text{ // pick policy}\]

\[y_i \leftarrow \text{predict using } \pi\]

\[c \leftarrow \text{bandit loss of } y_i\]

**else**

\[t \leftarrow \text{Unif}(0, T-1) \text{ // deviation time}\]

\[\tau \leftarrow \text{roll-in with } \hat{\pi}_t \text{ for } t \text{ rounds}\]

\[s_t \leftarrow \text{final state in } \tau\]

\[a_t = \text{explorer}(s_t) \text{ // deviation action}\]

\[\pi^{\text{out}} = \pi^{\text{ref}} \text{ with prob } \beta, \text{ else } \hat{\pi}_t\]

\[y_t \leftarrow \text{roll-out with } \pi^{\text{out}} \text{ from } \tau + a_t\]

\[c \leftarrow \text{bandit loss of } y_t\]

\[\hat{c} \leftarrow \text{est}_{\text{cost}}(s_t, \tau, \rho, A(s_t), a_t, c)\]

\[\hat{\pi}_{t+1} \leftarrow \text{update}(\hat{\pi}_t, (\Phi(x_t, s_t), \hat{c})\)

\[I \leftarrow I \cup \{\hat{\pi}_{t+1}\}\]

**update cost estimator } \rho\]

**end**

**Algorithm 1:** Bandit Learning to Search (BLS)

**Example from Figure 2.** As in the figure, suppose that the deviation occurs at time step 3 and that during roll-in, the first two words are tagged correctly by the roll-in policy. At \(t = 3\), there are 45 possible actions (each possible part of speech) to take from the deviation state, of which three are shown; each action (under uniform exploration) will be taken with probability \(1/45\). If the first is taken, a loss of one will be observed, if the second, a loss of zero, and if the third, a loss of two. When a fair coin is flipped, perhaps the third choice is selected, which will induce a cost vector of \(\hat{c} = \{0, 0, 90, 0, \ldots\}\). In expectation over this random choice, we have \(E_a[c] \) is correct, implying unbiasedness, but the variance is very large: \(O\left((Kc_{\text{max}})^2\right)\).

This problem is exacerbated by the fact that many learning to search algorithms define the cost of an action \(a\) to be the *difference* between the cost of \(a\) and the minimum cost. This is desirable because when the policy is predicting greedily, it should choose the action that *adds* the least cost; it should not need to account for already-incurred cost. For example, suppose the first two words in Figure 2 were tagged incorrectly. This would add a loss of 2 to any of the estimated costs, but could be very difficult to fit because this loss was based on past actions, not the current action.

### 2.2 Doubly Robust Cost Estimation

To address the challenge of high variance cost estimates, we adopt a strategy similar to the doubly-robust estimation used in the (non-structured) contextual bandit setting (Dudik et al., 2011). In particular, we train a separate set of regressors to estimate the total costs of any action, which we use to impute a counterfactual cost for untaken actions.

Algorithm 2 spells this out, taking advantage of an action-to-cost regressor, \(\rho\). To estimate the cost of an un-taken action \(a'\) at a deviation, we simulate the execution of \(a'\), followed by the execution of the current policy through the end. The cost of that entire trajectory is estimated by summing \(\rho\) over all states along the path. For example, in the part of speech tagging example above, we learn 45 regressors: one for each part of speech. The cost of a roll-out is estimated as the sum of these regressors over the entire predicted sequence.

Using this doubly-robust estimate strategy addresses both of the problems mentioned in §2.1.
First, this is able to provide a cost estimate for all actions. Second, because \( \rho \) is deterministic, it will give the same cost to the common prefix of all trajectories, thus resolving credit assignment.

The remaining challenge is: how to estimate these regressors. Unfortunately, this currently comes at an additional cost to the user: we must observe per-action feedback. In particular, when the user views a predicted output (e.g., part of speech sequence), we ask for a binary signal for each action whether the predicted action was right or wrong. Thus, for a sentence of length \( T \), we generate \( T \) training examples for every time step \( 1 \leq t \leq T \). Each training example has the form: \((a_t, c_t)\), where \( a_t \) is the predicted action at time \( t \), and \( c_t \) is a binary cost, either 1 if the predicted action was correct, or zero otherwise. This amounts to a user “crossing out” errors, which hopefully incurs low overhead. Using these \( T \) training examples, we can effectively train the \( K \) regressors for estimating the cost of unobserved actions.

2.3 Theoretical Analysis

In order to analyze the variance of the BLS estimator (in particular to demonstrate that it has lower variance than importance sampling), we provide a reduction to contextual bandits in an i.i.d setting. Dudík et al. (2014) studied the contextual bandit setting, which is similar to our setting but without the complexity of sequences of actions. (In particular, if \( T = 1 \) then our setting is exactly the contextual bandit setting.) They studied the task of off-policy evaluation and optimization for a target policy \( \nu \) using doubly robust estimation given historic data from an exploration policy \( \mu \) consisting of contexts, actions, and received rewards. They prove that this approach yields accurate value estimates when there is either a good (but not necessarily consistent) model of rewards or a good (but not necessarily consistent) model of past policy. In particular, they show:

**Theorem.** Let \( \Delta(x, a) \) and \( \rho_k(x, a) \) denote, respectively, the additive error of the reward estimator \( \hat{r} \) and the multiplicative error of the action probability estimator \( \hat{\mu}_k \). If exploration policy \( \mu \) and the estimator \( \hat{\mu}_k \) are stationary, and the target policy \( \nu \) is deterministic, then the variance of the doubly robust estimator \( \mathbb{V}_\mu[\hat{V}_{DR}] \) is:

\[
\frac{1}{n} \mathbb{E}_{(x, a) \sim \nu} [r^* (x, a) + (1 - \rho_1(x, a)) \Delta(x, a)]
+ \mathbb{E}_{(x, a) \sim \nu} \left[ \frac{1}{\hat{\mu}_1(x, a)} \rho_1(x, a) \mathbb{V}_{\nu - \mathbb{D} | x, a}[r] \right]
+ \mathbb{E}_{(x, a) \sim \nu} \left[ (1 - \hat{\mu}_1(x, a)) \rho_1(x, a) \Delta(x, a)^2 \right]
\]

The theorem show that the variance can be decomposed into three terms. The first term accounts for the randomness in the context features. The second term accounts for randomness in rewards and disappears when rewards are deterministic functions of the context and actions. The last term accounts for the disagreement between actions taken by the exploration policy \( \mu \) and the target policy \( \nu \). This decomposition shows that doubly robust estimation yields accurate value estimates when there is either a good model of rewards or a good model of the exploration policy.

We can build on this result for BLS to show an identical result under the following reduction. The exploration policy \( \mu \) in our setting is defined as follows: for every exploration round, a randomly selected time-step is assigned a randomly chosen action, and a deterministic reference policy is used to generate the roll-in and roll-out trajectories. Our goal is to evaluate and optimize a better target policy \( \nu \). Under this setting, and assuming that the structures are generated i.i.d from a fixed but unknown distribution, the structured prediction problem will be equivalent to a contextual bandit problem were we consider the roll-in trajectory as part of the context.

2.4 Options for Exploration Strategies

In addition to the \( \epsilon \)-greedy exploration algorithm, we consider the following exploration strategies:

**Boltzmann (Softmax) Exploration.** Boltzmann exploration varies the action probabilities as a graded function of estimated value. The greedy action is still given the highest selection probability, but all the others are ranked and weighted according to their cost estimates; action \( a \) is chosen with probability proportional to \( \exp \left[ \frac{1}{\text{temp}} c(a) \right] \), where “temp” is a positive parameter called the temperature, and \( c(a) \) is the current predicted cost of taking action \( a \). High temperatures cause the actions to be all (nearly) equiprobable. Low temperatures cause a greater difference in selection probability for actions that differ in their value estimates.
Thompson Sampling estimates the following elements: a set $\Theta$ of parameters $\mu$; a prior distribution $P(\mu)$ on these parameters; past observations $D$ consisting of observed contexts and rewards; a likelihood function $P(r|b, \mu)$, which gives the probability of reward given a context $b$ and a parameter $\mu$; In each round, Thompson Sampling selects an action according to its posterior probability of having the best parameter $\mu$. This is achieved by taking a sample of parameter for each action, using the posterior distributions, and selecting that action that produces the best sample (Agrawal and Goyal, 2013; Komiyama et al., 2015). We use Gaussian likelihood function and Gaussian prior for the Thompson Sampling algorithm. In addition, we make a linear payoff assumption similar to (Agrawal and Goyal, 2013), where we assume that there is an unknown underlying parameter $\mu_0 \in \mathbb{R}^d$ such that the expected cost for each action $a$, given the state $s_t$ and context $x_t$ is $\Phi(x_t, s_t)^T \mu_0$.

3 Experimental Results

The evaluation framework we consider is the fully online setup described in the introduction, measuring the degree to which various algorithms can effectively improve upon a reference policy by observing only a partial feedback signal, and effectively balancing exploration and exploitation. We learn from one structured example at every time step, and we do a single pass over the available examples. We measure loss as the average cumulative loss over time, thus algorithms are appropriately “penalized” for unnecessary exploration.

3.1 Tasks, Policy Classes and Data Sets

We experiment with the following three tasks. For each, we briefly define the problem, describe the policy class that we use for solving that problem in a learning to search framework (we adopt a similar setting to that of (Chang et al., 2016), who describes the policies in more detail), and describe the data sets that we use. The regression problems are solved using squared error regression, and the classification problems (policy learning) is solved via cost-sensitive one-against-all.

Part-Of-Speech Tagging over the 45 Penn Treebank (Marcus et al., 1993) tags. To simulate a domain adaptation setting, we train a reference policy on the TweetNLP dataset (Owoputi et al., 2013), which achieves good accuracy in domain, but does poorly out of domain. We simulate bandit feedback over the entire Penn Treebank Wall Street Journal (sections 02–21 and 23), comprising $42k$ sentences and about one million words. (Adapting from tweets to WSJ is nonstandard; we do it here because we need a large dataset on which to simulate bandit feedback.) The measure of performance is average per-word accuracy (one minus Hamming loss).

Noun Phrase Chunking is a sequence segmentation task, in which sentences are divided into base noun phrases. We solve this problem using a sequence span identification predictor based on Begin-In-Out encoding, following (Ratinov and Roth, 2009), though applied to chunking rather than named-entity recognition. We used the CoNLL-2000 dataset for training and testing. We used the smaller test split (2,012 sentences) for training a reference policy, and used the training split (8,500 sentences) for online evaluation. Performance was measured by F-score over predicted noun phrases (for which one has to predict the entire noun phrase correctly to get any points).

Dependency Parsing is a syntactic analysis task, in which each word in a sentence gets assigned a grammatical head (or “parent”). The experimental setup is similar to part-of-speech tagging. We train an arc-eager dependency parser (Nivre, 2003), which chooses among (at most) four actions at each state: Shift, Reduce, Left or Right. As in part of speech tagging, the reference policy is trained on the TweetNLP dataset (using an oracle due to (Goldberg and Nivre, 2013)), and evaluated on the Penn Treebank corpus (again, sections 02 – 21 and section 23). The loss is unlabeled attachment score (UAS), which measures the fraction of words that pick the correct parent.

3.2 Main Results

Here, we describe experimental results (Table 1) comparing several algorithms: (line B) The bandit variant of the LOLS algorithm, which uses importance sampling and $\epsilon$-greedy exploration; (lines C-F) BLS, with bandit feedback and per-word error correction, with variance reduction and four exploration strategies: $\epsilon$-greedy, Boltzmann, Thompson, and “oracle” exploration in which case the oracle action is always chosen during exploration; (line G) The Policy Gradient reinforcement learning algorithm, with $\epsilon$-greedy exploration on one-step deviations; and (line H) A fully super-
Table 1: Total progressive accuracies for the different algorithms on the three natural language processing tasks. LOLS uniformly decreases performance over the Reference baseline. BLS, which integrates cost regressors, uniformly improves, often quite dramatically. The overall effect of the exploration mechanism is small, but in all cases Boltzmann exploration is statistically significantly better than the other options at the $p < 0.05$ level (because the sample size is so large). Policy Gradient for dependency parsing is missing because after processing $\frac{1}{4}$ of the data, it was substantially subpar.

From these results, we draw the following conclusions (the rest of this section elaborates on these conclusions in more detail):

1. The original LOLS algorithm is ineffective at improving the accuracy of a poor reference policy (A vs B);
2. Collecting additional per-word feedback in BLS allows the algorithm to drastically improve on the reference (A vs C) and on LOLS (B vs C); we show in §3.3 that this happens because of variance reduction;
3. Additional leverage can be gained by varying the exploration strategy, and in general Boltzmann exploration is effective (C,D,E), but the Oracle exploration strategy is not optimal (F vs D); see §3.4;
4. For large action spaces like POS tagging, the BLS-type updates outperform Policy Gradient-type updates, when the exploration strategy is held constant (G vs D), see §3.5.
5. Bandit feedback is less effective than full feedback (H vs D) (§3.6).

### 3.3 Effect of Variance Reduction

Table 1 shows the progressive validation accuracies for all three tasks for a variety of algorithmic settings. To understand the effect of variance, it is enough to compare the performance of the Reference policy (the policy learned from the out of domain data) with that of LOLS. In all of these cases, running LOLS substantially decreases performance. Accuracy drops by 45% for POS tagging, 26% for dependency parsing and 43% for noun phrase chunking. For POS tagging, the LOLS accuracy falls below the accuracy one would get for random guessing (which is approximately 14% on this dataset for NN)!

When the underlying algorithm changes from LOLS to BLS, the overall accuracies go up significantly. Part of speech tagging accuracy increases from 47% to 86%; dependency parsing accuracy from 44% to 57%; and chunking F-score from 74% to 90%. These numbers naturally fall below state of the art for fully supervised learning on these data sets, precisely because these results are based only on bandit feedback (see §3.6).

### 3.4 Effect of Exploration Strategy

Figure 4 shows the effect of the choice of $\epsilon$ for $\epsilon$-greedy exploration in BLS. Overall, best results are achieved with remarkably high epsilon, which is possibly counter-intuitive. The reason this happens is because BLS only explores on one out of $T$ time steps, of which there are approximately 30 in each of these experiments (the sentence lengths). This means that even with $\epsilon = 1$, we only take a random action roughly 3.3% of the time. It is therefore not surprising that large $\epsilon$ is the most effective strategy. Overall, although the differences are small, the best choice of $\epsilon$ across these different tasks is $\approx 0.6$. 
Returning to Table 1, we can consider the effect of different exploration mechanisms: $\epsilon$-greedy, Boltzmann (or softmax) exploration, and Thompson sampling. Overall, Boltzmann exploration was the most effective strategy, gaining about 3% accuracy in POS tagging, just over 1% in dependency parsing, and just shy of 1% in noun phrase chunking. Although the latter two effects are small, they are statistically significant, which is measurable due to the fact that the evaluation sets are very large. In general, Thompson sampling is also effective, though worse than Boltzmann.

Finally, we consider a variant in which whenever BLS requests exploration, the algorithm “cheats” and chooses the gold standard decision at that point. This is the “oracle exploration” line in Table 1. We see that this does not improve overall quality, which suggests that a good exploration strategy is not one that always does the right thing, but one that also explored bad—but useful-to-learn-from—options.

3.5 Policy Gradient Updates

A natural question is: how does bandit structured prediction compare to more standard approaches to reinforcement learning (we revisit the question of how these problems differ in §4). We chose Policy Gradient (Sutton et al., 1999) as a point of comparison. The main question we seek to address is how the BLS update rule compares to the Policy Gradient update rule. In order to perform this comparison, we hold the exploration strategy fixed, and implement the Policy Gradient update rule inside our system.

More formally, the policy gradient optimization is similar to that used in BLS. PG maintains a policy $\pi_\theta$, which is parameterized by a set of parameters $\theta$. Features are extracted from each state $s_t$ to construct the feature vectors $\phi(s_t)$, and linear function approximation models the probability of selecting action $a_t$ at state $s_t$ under $\pi_\theta$: $\pi_\theta(a_t|s_t) \propto \exp(\theta^T a_t \phi(s_t))$, where $K$ is the total number of actions. PG maximizes the total expected return under the distribution of trajectories sampled from the policy $\pi_\theta$.

To balance the exploration / exploitation trade-off, we use exactly the same epsilon greedy technique used in BLS (Algorithm 1). For each trajectory $\tau$ sampled from $\pi_\theta$, a state is selected uniformly at random, and an action is selected greedily with probability $\epsilon$. The policy $\pi_\theta$ is used to construct the roll-in and roll-out trajectories. For every trajectory $\tau$, we collect the same binary grades from the user as in BLS, and use them to train a regression function to estimate the per-step reward. These estimates are then be summed up to compute the total return $G_t$ from time step $t$ onwards (Algorithm 2).

We use standard policy gradient update for optimizing the policy $\theta$ based on the observed rewards:

$$\theta \leftarrow \theta + \alpha \nabla_\theta \log(\pi_\theta(s_t, a_t)) G_t$$  \hspace{1cm} (1)

The results of this experiment are shown in line G of Table 1. Here, we see that on POS tagging, where the number of actions is very large, PG significantly underperforms BLS. Our initial experiments in dependency parsing showed the PG significantly underperformed BLS after processing $\frac{1}{4}$ of the data. The difference is substantially smaller in chunking, where PG is on part with BLS with $\epsilon$-greedy exploration. Figure 4 shows the effect of $\epsilon$ on PG, where we see that it also prefers large values of $\epsilon$, but its performance saturates as $\epsilon \rightarrow 1$.

3.6 Bandit Feedback vs Full Feedback

Finally, we consider the trade-off between bandit feedback in BLS and full feedback. To make
this comparison, we run the fully supervised algorithm DAgger (Ross et al., 2010) which is effectively the same algorithm as LOLS and BLS under full supervision. In Table 1, we can see that full supervision dramatically improves performance from around 90% to 97% in POS tagging, 57% to 91% in dependency parsing, and 91% to 95% in chunking. Of course, achieving this improved performance comes at a high labeling cost: a human has to provide exact labels for each decision, not just binary “yes/no” labels.

4 Discussion & Conclusion

The most similar algorithm to ours is the bandit version of LOLS (Chang et al., 2015) (which is analyzed theoretically but not empirically); the key differences between BLS and LOLS are: (a) BLS employs a doubly-robust estimator for “guessing” the costs of counterfactual actions; (b) BLS employs alternative exploration strategies; (c) BLS is effective in practice at improving the performance of an initial policy.

In the NLP community, Sokolov et al. (2016a) and Sokolov et al. (2016b) have proposed a policy gradient-like method for optimizing log-linear models like conditional random fields (Lafferty et al., 2001) under bandit feedback. Their evaluation is most impressive on the problem of domain adaptation of a machine translation system, in which they show that their approach is able to learn solely from bandit-style feedback, though requiring a large number of samples.

In the learning-to-search setting, the difference between structured prediction under bandit feedback and reinforcement learning gets blurry. A distinction in the problem definition is that the world is typically assumed to be fixed and stochastic in RL, while the world is both deterministic and known (conditioned on the input, which is random) in bandit structured prediction: given a state and action, the algorithm always knows what the next state will be. A difference in solution is that there has been relatively little work in reinforcement learning that explicitly begins with a reference policy to improve and often assumes an ab initio training regime. In practice, in large state spaces, this makes the problem almost impossible, and practical settings like AlphaGo (Silver et al., 2016) require imitation learning to initialize a good policy, after which reinforcement learning is used to improve that policy.

Learning from partial feedback has generated a vast amount of work in the literature, dating back to the seminal introduction of multi-armed bandits by (Robbins, 1985). However, the vast number of papers on this topic does not consider joint prediction tasks; see (Auer et al., 2002; Auer, 2003; Langford and Zhang, 2008; Srinivas et al., 2009; Li et al., 2010; Beygelzimer et al., 2010; Dudik et al., 2011; Chapelle and Li, 2011; Valko et al., 2013) and references inter alia. There, the system observes (bandit) feedback for every decision.

Other forms of contextual bandits on structured problems have been considered recently. Kalai and Vempala (2005) studied the structured problem of online shortest paths, where one has a directed graph and a fixed pair of nodes (s, t). Each period, one has to pick a path from s to t, and then the times on all the edges are revealed. The goal of the learner is to improve it’s path predictions over time. Relatedly, Krishnamurthy et al. (2015) studied a variant of the contextual bandit problem, where on each round, the learner plays a sequence of actions, receives a score for each individual action, and obtains a final reward that is a linear combination to those scores.

In this paper, we presented a computationally efficient algorithm for structured contextual bandits, BLS, by combining: locally optimal learning to search (to control the structure of exploration) and doubly robust cost estimation (to control the variance of the cost estimation). This provides the first practically applicable learning to search algorithm for learning from bandit feedback. Unfortunately, this comes at a cost to the user: they must make more fine-grained judgments of correctness than in a full bandit setting. In particular, they must mark each decision as correct or incorrect: it is an open question whether this feedback can be removed without incurring a substantially larger sample complexity. A second large open question is whether the time step at which to deviate can be chosen more intelligently, similar to selective sampling (Shi et al., 2015), using active learning.
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\section*{Abstract}

In Semantic Role Labeling (SRL) task, the tree structured dependency relation is rich in syntax information, but it is not well handled by existing models. In this paper, we propose Syntax Aware Long Short Time Memory (SA-LSTM). The structure of SA-LSTM changes according to dependency structure of each sentence, so that SA-LSTM can model the whole tree structure of dependency relation in an architecture engineering way. Experiments demonstrate that on Chinese Proposition Bank (CPB) 1.0, SA-LSTM improves $F_1$ by 2.06\% than ordinary bi-LSTM with feature engineered dependency relation information, and gives state-of-the-art $F_1$ of 79.92\%. On English CoNLL 2005 dataset, SA-LSTM brings improvement (2.1\%) to bi-LSTM model and also brings slight improvement (0.3\%) when added to the state-of-the-art model.

\section{Introduction}

The task of Semantic Role Labeling (SRL) is to recognize arguments of a given predicate in a sentence and assign semantic role labels. Many NLP works such as machine translation (Xiong et al., 2012; Aziz et al., 2011) benefit from SRL because of the semantic structure it provides. Figure 1 shows a sentence with semantic role label.

Dependency relation is considered important for SRL task (Xue, 2008; Punyakanok et al., 2008; Pradhan et al., 2005), since it can provide rich structure and syntax information for SRL. At the bottom of Figure 1 shows dependency of the sentence.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{A sentence from Chinese Proposition Bank 1.0 (CPB 1.0) (Xue and Palmer, 2003) with semantic role labels and dependency.}
\end{figure}

Traditional methods (Sun and Jurafsky, 2004; Xue, 2008; Ding and Chang, 2008, 2009; Sun, 2010) do classification according to manually designed features. Feature engineering requires expertise and is labor intensive. Recent works based on Recurrent Neural Network (RNN) (Zhou and Xu, 2015; Wang et al., 2015; He et al., 2017) extract features automatically, and significantly outperform traditional methods. However, because RNN methods treat language as sequential data, they fail to integrate the tree structured dependency into RNN.

We propose Syntax Aware Long Short Time Memory (SA-LSTM) to directly model complex tree structure of dependency relation in an architecture engineering way. Architecture of SA-LSTM is shown in Figure 2. SA-LSTM is based on bidirectional LSTM (bi-LSTM). In order to model the whole dependency tree, we add additional directed connections between dependency related words in bi-LSTM. SA-LSTM integrates the whole dependency tree directly into the model in an architecture engineering way. Also, to take dependency relation type into account, we introduce trainable weights for different types of dependency relation. The weights can be trained to indicate importance of a dependency type.

SA-LSTM is able to directly model the whole tree structure of dependency relation in an architecture engineering way. Experiments show that
SA-LSTM can model dependency relation better than traditional feature engineering way. SA-LSTM gives state of the art $F_1$ on CPB 1.0 and also shows improvement on English CoNLL 2005 dataset.

# 2 Syntax Aware LSTM

In this section, we first introduce ordinary bi-LSTM. Based on bi-LSTM, we then introduce the proposed SA-LSTM. Finally, we introduce how to do optimization for SA-LSTM.

## 2.1 Conventional bi-LSTM Model for SRL

In a corpus sentence, each word $w_t$ has a feature representation $x_t$ which is generated automatically as (Wang et al., 2015) did. $z_t$ is feature embedding for $w_t$, calculated as followed:

$$z_t = f(W_1 x_t)$$  \hspace{1cm} (1)

where $W_1 \in \mathbb{R}^{n_1 \times n_0}$. $n_0$ is the dimension of word feature representation.

In a corpus sentence, each word $w_t$ has six internal vectors, $\tilde{C}$, $g_i$, $g_f$, $g_o$, $C_t$, and $h_t$, shown in Equation 2:

$$\tilde{C} = f(W_2 z_t + U_x h_{t-1} + b_z)$$
$$g_j = \sigma(W_j z_t + U_x h_{t-1} + b_j) \quad j \in \{i, f, o\}$$
$$C_t = g_i \odot \tilde{C} + g_f \odot C_{t-1}$$
$$h_t = g_o \odot f(C_t)$$  \hspace{1cm} (2)

where $\tilde{C}$ is the candidate value of the current cell state. $g$ are gates used to control the flow of information. $C_t$ is the current cell state. $h_t$ is hidden state of $w_t$. $W_2$ and $U_x$ are matrices used in linear transformation:

$$W_x, x \in \{c, i, f, o\} \in \mathbb{R}^{n_h \times n_1}$$
$$U_x, x \in \{c, i, f, o\} \in \mathbb{R}^{n_h \times n_h}$$  \hspace{1cm} (3)

As convention, $f$ stands for tanh and $\sigma$ stands for sigmoid. $\odot$ means the element-wise multiplication.

In order to make use of bidirectional information, the forward $h_t^T$ and backward $h_t^T$ are concatenated together, as shown in Equation 4:

$$o_t = [h_t^T, h_t^T]$$  \hspace{1cm} (4)

Finally, $o_t$ is the result vector with each dimension corresponding to the score of each semantic role tag, and are calculated as shown in Equation 5:

$$o_t = W_3 f(W_2 a_t)$$  \hspace{1cm} (5)

where $W_3 \in \mathbb{R}^{n_4 \times n_3}$ and $n_4$ is the number of tags in IOBES tagging schema.

## 2.2 Syntax Aware LSTM Model for SRL

This section introduces the proposed SA-LSTM model. Figure 2 shows the structure of SA-LSTM. SA-LSTM is based on bidirectional LSTM. By architecture engineering, SA-LSTM can model the whole tree structure of dependency relation.

$S_t$ is the key component of SA-LSTM. It stands for information from other dependency related words, and is calculated as shown in Equation 6:

$$S_t = f\left(\sum_{i=0}^{t-1} \alpha \times h_i\right)$$  \hspace{1cm} (6)

$$\alpha = \begin{cases} 1 & \text{If there exists dependency} \\ 0 & \text{Otherwise} \end{cases}$$  \hspace{1cm} (7)

$S_t$ is the weighted sum of all hidden state vectors $h_i$ which come from previous words $w_i$. Note
that, \( \alpha \in \{0, 1\} \) indicates whether there is a dependency relation pointed from \( w_i \) to \( w_t \).

We add a gate \( g_s \) to constrain information from \( S_t \), as shown in Equation 8:

\[
g_s = \sigma(W_s z_t + U_s h_{t-1} + b_s) \tag{8}
\]

To protect the original word information from being diluted (Wu et al., 2016) by \( S_t \), we add \( S_t \) to hidden layer vector \( h_t \) instead of adding to cell state \( C_t \). So \( h_t \) in SA-LSTM cell is calculated as:

\[
h_t = g_o \odot f(C_t) + g_s \odot S_t \tag{9}
\]

For example, in Figure 2, there is a dependency relation “advmod” from green square to purple square. By Equation 7, only the hidden state of green square is selected, then transformed by \( g_s \) in Equation 8, finally added to hidden layer of the purple cell.

SA-LSTM changes structure by adding different connections according to dependency relation. In this way, SA-LSTM integrates the whole tree structure of dependency.

However, by using \( \alpha \) in Equation 7, we do not take dependency type into account, so we further improve the way \( \alpha \) is calculated from Equation 7 to Equation 10. Each \( type_m \) of dependency relation is assigned a trainable weight \( \alpha_m \). In this way, SA-LSTM can model differences between types of dependency relation.

\[
\alpha = \begin{cases} 
\alpha_m & \text{exists } type_m \text{ dependency} \\
0 & \text{Otherwise}
\end{cases} \tag{10}
\]

### 2.3 Optimization

This section introduces optimization methods for SA-LSTM. We use maximum likelihood criterion to train SA-LSTM. We choose stochastic gradient descent algorithm to optimize parameters.

Given a training pair \( T = (x, y) \) where \( T \) is the current training pair, \( x \) denotes current training sentence, and \( y \) is the corresponding correct answer path. \( y_i = k \) means that the \( t \)-th word has the \( k \)-th semantic role label.

The score of \( o_t \) is calculated as:

\[
s(x, y, \theta) = \sum_{t=1}^{N_t} o_{tyt} \tag{11}
\]

where \( N_t \) is the word number of the current sentence and \( \theta \) stands for all parameters. So the log likelihood of a single sentence is:

\[
\log p(y|x, \theta) = \log \frac{\exp(s(x, y, \theta))}{\sum_{y'} \exp(s(x, y', \theta))} = s(x, y, \theta) - \log \sum_{y'} \exp(s(x, y', \theta)) \tag{12}
\]

where \( y' \) ranges from all valid paths of answers. We use Viterbi algorithm to calculate the global normalization. Besides, we collected those impossible transitions from corpus beforehand. When calculating global normalization, we prevent calculating impossible paths which contains impossible transitions.

### 3 Experiment

#### 3.1 Experiment setting

In order to compare with previous Chinese SRL works, we choose to do experiment on CPB 1.0. We also follow the same data setting as previous Chinese SRL work (Xue, 2008; Sun et al., 2009) did. Pre-trained word embeddings are tested on SA-LSTM and shows improvement.

For English SRL, we test on CoNLL 2005 dataset.

We use Stanford Parser (Chen and Manning, 2014) to get dependency relation. The training set of Chinese parser overlaps a part of CPB 1.0 test set, so we retrained the parser. Dimension of hyper parameters are tuned according to development set. \( n_1 = 200, n_h = 100, n_2 = 200, n_3 = 100, learning rate = 0.001 \).

#### 3.2 Syntax Aware LSTM Performance

To prove that SA-LSTM models dependency relation better than simple feature engineering

---

1 Trained by word2vec on Chinese Gigaword Corpus
2 All experiment code and related files are available on request
3 We test the model on CPB 1.0

### Table 1: Results comparison on CPB 1.0

<table>
<thead>
<tr>
<th>Method</th>
<th>( F_1 ) %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xue(2008)</td>
<td>71.90</td>
</tr>
<tr>
<td>Sun et al.(2009)</td>
<td>74.12</td>
</tr>
<tr>
<td>Yand and Zong(2014)</td>
<td>75.31</td>
</tr>
<tr>
<td>Wang et al.(Bi-LSTM)(2015)</td>
<td>77.09</td>
</tr>
<tr>
<td>Sha et al.(2016)</td>
<td>77.69</td>
</tr>
<tr>
<td>Path LSTM, Roth et al. (2016)(^3)</td>
<td>79.01</td>
</tr>
<tr>
<td>BiLSTM+feature engineering dependency</td>
<td>77.75</td>
</tr>
<tr>
<td>SA-LSTM(Random Initialized)</td>
<td>79.81</td>
</tr>
<tr>
<td>SA-LSTM(Pre-trained Embedding)</td>
<td>79.92</td>
</tr>
</tbody>
</table>
method, we design an experiment in which dependency relation is added to bi-LSTM in a traditional feature engineering way.

Given a word \( w_t \), \( F_t \) is the average of all dependency related \( x_i \) of previous words \( w_i \), as shown in Equation 13:

\[
F_t = \frac{1}{T} \sum_{i=0}^{t-1} \alpha \times x_i
\]  

(13)

where \( T \) is the number of dependency related words and \( \alpha \) is a 0,1 variable calculated as in Equation 7.

Then \( F_t \) is concatenated to \( x_t \) to form a new feature representation. Then these representations are fed into bi-LSTM.

As shown in Table 1, on CPB 1.0, SA-LSTM reaches 79.81\%\( F_1 \) score with random initialization and 79.92\%\( F_1 \) score with pre-trained word embedding. Both of them are the best \( F_1 \) score ever published on CPB 1.0 dataset.

In contrast to the “bi-LSTM+feature engineering dependency” model, it is clear that architecture method of SA-LSTM gains more improvement (77.09\% to 79.81\%) than simple feature engineering method (77.09\% to 77.75\%). Path-LSTM (Roth and Lapata, 2016) embeds dependency path between predicate and argument for each word using LSTM, then does classification according to such path embedding and some other features. SA-LSTM (79.81\%\( F_1 \)) outperforms Path-LSTM (79.01\%\( F_1 \)) on CPB 1.0.

Both “bi-LSTM + feature engineering dependency” and Path-LSTM only model dependency parsing information for each single word, which can not model the whole dependency tree structure. However, by building the dependency relation directly into the structure of SA-LSTM and changing the way information flows, SA-LSTM is able to model the whole tree structure of dependency relation.

We also test our SA-LSTM on English CoNLL 2005 dataset. Replacing conventional bi-LSTM by SA-LSTM brings 1.7\%\( F_1 \) improvement. Replacing bi-LSTM layers of the state of the art model (He et al., 2017) by SA-LSTM 1 brings 0.3\%\( F_1 \) improvement.

### 3.3 Visualization of Trained Weights

According to Equation 10, influence from a single type of dependency relation will be multiplied with type weight \( \alpha_m \). When \( \alpha_m \) is 0, the influence from this type of dependency relation will be ignored totally. When the weight is bigger, the type of dependency relation will have more influence on the whole system.

As shown in Figure 3, dependency relation type \textit{dobj} receives the highest weight after training, as shown by the red bar. According to grammar knowledge, \textit{dobj} should be an informative relation for SRL task, and SA-LSTM gives \textit{dobj} the most influence automatically. This further demonstrate that the result of SA-LSTM is highly in accordance with grammar knowledge.

### 4 Related works

Semantic role labeling (SRL) was first defined by (Gildea and Jurafsky, 2002). Early works (Gildea and Jurafsky, 2002; Sun and Jurafsky, 2004) on SRL got promising result without large annotated SRL corpus. Xue and Palmer (2003) built the Chinese Proposition Bank to standardize Chinese SRL research.

Traditional works such as (Xue and Palmer, 2005; Xue, 2008; Ding and Chang, 2009; Sun et al., 2009; Chen et al., 2006; Yang et al., 2014)
use feature engineering methods. Their methods can take dependency relation into account in feature engineering way, such as syntactic path feature. It is obvious that feature engineering method can not fully capture the tree structure of dependency relation.

More recent SRL works often use neural network based methods. Collobert and Weston (2008) proposed a Convolutional Neural Network (CNN) method for SRL. Zhou and Xu (2015) proposed bidirectional RNN-LSTM method for English SRL, and Wang et al. (2015) proposed a bi-RNN-LSTM method for Chinese SRL on which SA-LSTM is based. He et al. (2017) further extends the work of Zhou and Xu (2015). NN based methods extract features automatically and significantly outperforms traditional methods. However, most NN based methods can not utilize dependency relation which is considered important for semantic related NLP tasks (Xue, 2008; Punyakanok et al., 2008; Pradhan et al., 2005).

The work of Roth and Lapata (2016) and Sha et al. (2016) have the same motivation as SA-LSTM, but in different ways. Sha et al. (2016) uses dependency relation as feature to do argument relations classification. Roth and Lapata (2016) embeds dependency path into feature representation for each word using LSTM. In contrast, SA-LSTM utilizes dependency relation in an architecture engineering way, by integrating the whole dependency tree structure directly into SA-LSTM structure.

5 Conclusion

We propose Syntax Aware LSTM model for Semantic Role Labeling (SRL). SA-LSTM is able to directly model the whole tree structure of dependency relation in an architecture engineering way. Experiments show that SA-LSTM can model dependency relation better than traditional feature engineering way. SA-LSTM gives state of the art $F_1$ on CPB 1.0 and also shows improvement on English CoNLL 2005 dataset.
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Abstract

This work is on a previously formalized semantic evaluation task of spatial role labeling (SpRL) that aims at extraction of formal spatial meaning from text. Here, we report the results of initial efforts towards exploiting visual information in the form of images to help spatial language understanding. We discuss the way of designing new models in the framework of declarative learning-based programming (DeLBP). The DeLBP framework facilitates combining modalities and representing various data in a unified graph. The learning and inference models exploit the structure of the unified graph as well as the global first order domain constraints beyond the data to predict the semantics which forms a structured meaning representation of the spatial context. Continuous representations are used to relate the various elements of the graph originating from different modalities. We improved over the state-of-the-art results on SpRL.

1 Introduction

Spatial language understanding is important in many real-world applications such as geographical information systems, robotics, and navigation when the robot has a camera on the head and receives instructions about grabbing objects and finding their locations, etc. One approach towards spatial language understanding is to map the natural language to a formal spatial representation appropriate for spatial reasoning. The previous research on spatial role labeling (Kordjamshidi et al., 2010, 2017b, 2012) and ISO-Space (Pustejovsky et al., 2011, 2015) aimed at formalizing such a problem and providing machine learning solutions to find such a mapping in a data-driven way (Kordjamshidi and Moens, 2015; Kordjamshidi et al., 2011). Such extractions are made from available textual resources. However, spatial semantics are the most relevant and useful information for visualization of the language and, consequently, accompanying visual information could help disambiguation and extraction of the spatial meaning from text. Recently, there has been a large community effort to prepare new resources for combining vision and language data (Krishna et al., 2017) though not explicitly focused on formal spatial semantic representations. The current tasks are mostly image centered such as image captioning, that is, generating image descriptions (Kiros et al., 2014; Karpathy and Li, 2014), image retrieval using textual descriptions, or visual question answering (Antol et al., 2015). In this work, we consider a different problem, that is, how images can help in the extraction of a structured spatial meaning representation from text. This task has been recently proposed as a CLEF pilot task\(^1\), the data is publicly available and the task overview will be published (Kordjamshidi et al., 2017a). Our interest in formal meaning representation distinguishes our work from other vision and language tasks and the choice of the data since our future goal is to integrate explicit qualitative spatial reasoning models into learning and spatial language understanding.

The contribution of this paper is a) we report results on combining vision and language that extend and improve the spatial role labeling state-of-the-art models, b) we model the task in the framework of declarative learning based programming and show its expressiveness in representing such complex structured output tasks. DeLBP provides the possibility of seamless integration of heterogeneous visual and textual data.
neous data in addition to considering domain ontological and linguistic knowledge in learning and inference. To improve the state-of-the-art results in SpRL and exploiting the visual information we rely on existing techniques for continuous representations of image segments and text phrases, and measuring similarity to find the best alignments.

The challenging aspect of this work is that the formal representation of the textual spatial semantics is very different from the raw spatial information extracted from image segments using their geometrical relationships. To alleviate this problem the embeddings of phrases as well as the embeddings of the relations helped connecting the two modalities. This approach helped improving the state of the art results on spatial role labeling (Kordjamshidi et al., 2012) for recognizing spatial roles.

2 Problem Description

The goal is to extract spatial information from text while exploiting accompanying visual resources, that is, images. We briefly define the task which is based on a previous formalization of spatial role labeling (SpRL) (Kordjamshidi et al., 2011; Kordjamshidi and Moens, 2015). Given a piece of text, $S$, here a sentence, which is segmented into a number of phrases, the goal is to identify the phrases that carry spatial roles and classify them according to a given set of spatial concepts; identify the links between the roles and form spatial relations (triplets) and finally classify the spatial relations given a set of relation types. A more formal definition of the problem is given in Section 5, where we describe our computational model. The spatial concepts and relation types are depicted in Figure 1 which shows a light-weight spatial ontology. Figure 2 shows an example of an image and the related textual description. The first level of this task is to extract spatial roles including,

(a) Spatial indicators (sp): these are triggers indicating the existence of spatial information in a sentence;

(b) Trajectors (tr): these are the entities whose location are described;

(c) Landmarks (lm): these are the reference objects for describing the location of the trajectors.

In the textual description of Figure 2, the location of kids (trajector) has been described with respect to the stairs (landmark) using the preposition on (spatial indicator). This is example of some spatial roles that we aim to extract from the whole text. The second level of this task is to extract spatial relations.

(d) Spatial relations (sr): these indicate a link between the three above mentioned roles (sp.tr.lm), forming spatial triplets.

(e) Relation types: these indicate the type of relations in terms of spatial calculi formalisms. Each relation can have multiple types.

For the above example we have the triplet $\text{spatial	extunderscore relation}(\text{kids, on, stairs})$. Recognizing the spatial relations is very challenging because there could be several spatial roles in the sentence and the model should be able to recognize the right links. The formal type of this relation could be EC that is externally connected. The previous research (Kordjamshidi and Moens, 2015) shows the extraction of triplets is the most challenging part of the task for this dataset, therefore we focus on (a)-(d) tasks in this paper. The hypothesis of this paper is that knowing the objects and their geometrical relationships in the companion image might help the inference for the extraction of roles as well as the relations from sentences. In our training dataset, the alignment between the text and image is very coarse-grained and merely the whole text is associated with the image, that is, no sentence alignment, no phrase alignment for segments, etc is available.

Each companion image $I$ contains a number of segments each of which is related to an object and the objects spatial relationships can be described qualitatively based on their geometrical structure of the image. In this paper, we assume the image segments are given and the image object annotations are based on a given object ontology. More-
Figure 2: Image textual description: “About 20 kids in traditional clothing and hats waiting on stairs. A house and a green wall with gate in the background. A sign saying that plants can’t be picked up on the right.”

over, the relationships between objects in the images are assumed to be given. The spatial relationships are obtained by parsing the images and computing a number of relations based on geometrical relationships between the objects boundaries. This implies the spatial representation of the objects in the image is very different from the spatial ontology that we use to describe the spatial meaning from text; this issue makes combining information from images very challenging.

3 Declarative Modeling

To extend the SpRL task to a multimodal setting, we firstly, replicated the state-of-the-art models using the framework of declarative learning based programming (DeLBP) Saul (Kordjamshidi et al., 2015, 2016). The goal was to extend the previously designed configurations easily and facilitate the integration of various resources of data and knowledge into learning models. In DeLBP framework, we need to define the following building blocks for an application program,

(a) **DataModel**: Declaring a graph schema to represent the domain’s concepts and their relationships. This is a first order graph called a data-model and can be populated with the actual data instances.

(b) **Learners**: Declaring basic learning models in terms of their inputs and outputs; where the inputs and outputs are properties of the data-model’s nodes.

(c) **Constraints**: Declaring constraints among output labels using first order logical expressions.

(d) **Application program**: Specifying the final end-to-end program that starts with reading the raw data into the declared data-model graph referred to as data population and then calls the learners and constrained learners for training, prediction and evaluation.

Each application program defines the configuration of an end-to-end model based on the above-mentioned components. In the following sections we describe these components and the way they are defined for multimodal spatial role labeling.

3.1 Data Model

A graph is used to explicitly represent the structure of the data. This graph is called the data-model and contains typed nodes, edges and properties. The node types are domain’s basic data structures, called base types. The base types are mostly pre-established in Saul (Kordjamshidi et al., 2016), including base types for representing documents, sentences, phrases, etc, referred to as linguistic units. In this work, we also have added a set of preliminary image base types in Saul that could be extended to facilitate working on visual data task-independently in the future. The below code shows a data model schema including nodes of linguistic units and image segments. The typed nodes are declared as follows:

```scala
val documents = node[Document]
val sentences = node[Sentence]
val tokens = node[Token]
val phrases = node[Phrase]
val pairs = node[Relation]
val images = node[Image]
val segments = node[Segment]
val segmentPairs = node[SegmentRelation]
```

(‘val’ is a Scala keyword to define variables; documents, sentences, etc, are the programmer-defined variables; ‘node’ is a Saul keyword to define typed graph nodes; Document, Sentence, etc, are the NLP and other base types built-in for Saul.) Given the base types, domain sensors can be used to populate raw data into the data-model. Sensors are black box functions that operate on base types and can generate instances of nodes, properties and edges. An edge that connects documents to sentences using a sensor called ‘documentToSentenceMatching’ is defined as:

```scala
val documentToSentence = edge(documents, sentences)
documentToSentence.addSensor(documentToSentenceMatching_)
```

(‘edge’ is a Saul keyword, addSensor is a Saul function)
The properties are assigned to the graph nodes only and defined based on the existing domain property sensors. The following example receives a phrase and returns the dependency relation label of its head:

```scala
val headDependencyRelation = property(phrases){x => getDependencyRelation(getHeadword(x))}
```

(‘property’ is a keyword in Saul, getDependencyRelation and getHeadword are two NLP sensors applied on words and phrases respectively.)

### 3.2 Learners

The learners are basically a set of classic classifiers each of which is related to a target variable in the output space. The output variables are a subset of elements represented in the ontology of Figure 1. The previous work shows the challenging element of the ontology is the extraction of spatial triplets. Therefore, in this work our goal is to improve the extraction of the roles and spatial triplets. Each classifier/learner is applied on a typed node which is defined in the data-model. For example, a trajector role classifier is applied on the phrase nodes and defined as follows:

```scala
object TrajectorRoleClassifier extends Learnable(phrases) {
  def label = trajectorRole
  override lazy val classifier = new SparseNetworkLearner
  override def feature = using(headDependencyRelation,...)
}
```

(‘label’ is a Saul function to define the output of the classifier, ‘trajectorRole’ is a name of a property in the datamodel to be predicted. ‘feature’ is a Saul function to define the list of properties of the datamodel to be used as input features.)

All other learners are defined similarly and they can use different types of data-model properties as ‘feature’s or as ‘label’. In our proposed model, only the role and pair classifiers are used and triplets of relations are generated based on the results of the pair classifiers afterwards.

### 3.2.1 Role and Relation Properties

Spatial Roles are applied on phrases and most of the features are used based on the previous works (Kordjamshidi and Moens, 2015), however the previous work on this data is mostly token-based; we have extended the features to phrase-based and added some more features. We use linguistically motivated features such as lexical form of the words in the phrases, lemmas, pos-tags, dependency relations, subcategorization, etc. These features are used sometimes based on the headword of the phrases and sometimes by concatenation of the same features for all the tokens in a phrase. The relations are, in-fact, a pair of phrases and the pair features are based on the features of the phrases. The relational features between two phrases include their path, distance, before/after information. In addition to the previously used features, here, we add phrase and image embeddings described in the next section. The details of the linguistic features are omitted due to the lack of space and since the code is publicly available.

### 3.2.2 Image and Text Embeddings

Using continuous representations has several advantages in our models. One important aspect is compensating for the lack of lexical information due to the lack of training data for this problem. Another aspect is the mapping between image segments and the phrases occurring in the textual descriptions and establishing a connection between the two modalities. The experiments show these components improve the generalization capability of our trained models. Since our dataset is very small, our best embeddings were the commonly used word2vec (Pennington et al., 2014) model trained over google’s gigaword+wikipedia corpora.

**Text Embeddings.** We generate the embeddings for candidate roles. More specifically, for each phrase we find its syntactic head and then we use the vector representation of the syntactic head as a feature of the phrase. This is added to the rest of linguistically motivated features.

**Image Embeddings.** For the image side we rely on a number of assumptions given the type of image corpora available for our task. As mentioned in Section 1, the input images are assumed to be segmented and the segments have been labeled according to a given ontology of concepts. For example, the ontology for a specific object like Bush can be

```text
entity->landscape-nature->vegetation->trees->bush
```

Given the image segments, the spatial relations between segments are automatically extracted in a pairwise exhaustive manner using the geometrical properties of the segments (Escalante et al., 2010). These relations are limited to relationships such as besides, disjoint, below, above, x-aligned, and y-aligned. In this work, we employed the pre-processed images
that were publicly available\(^2\). Since the segment label ontology is independent from the textual descriptions, finding the alignment between the segments and the words/phrases in the text is very challenging. To alleviate this problem, we exploit the embeddings of the image segment labels using the same representations that is used for words in the text. We measure the similarity between the segment label embeddings and word embeddings to help the fine-grained alignments between the image segments and text phrases. To clarify, we tried the following variations: we compute the word embeddings of image segment labels and words in the text candidate phrases, then we find the most similar object in the image to each candidate phrase. We use the embedding of the most similar object as a feature of the phrase. Another variation that we tried is to exploit the embeddings of the image segment ontologies. The vector representation of each segment label is computed by averaging over the representation of all the ontological concepts related to that segment.

### 3.3 Global Constraints

The key point of considering global correlations in our extraction model is formalizing a number of global constraints and exploiting those in learning and inference. The constraints are declared using first order logical expressions, for example, the constraint, "if there exists a trajector or a landmark in the sentence then an indicator should also exist in the sentence", we call it integrity constraint and it is expressed as follows:

\[
\{(\text{sentences}(s) \Rightarrow \text{phraseEdge}).\_\exists(x: \text{Phrase} \Rightarrow (\text{TrajectorRoleClassifier} \text{on } x \text{ is } "\text{Trajector}")) \text{ or } (\text{LandmarkRoleClassifier} \text{on } x \text{ is } "\text{Landmark}"))\Rightarrow(\{(\text{sentences}(s) \Rightarrow \text{phraseEdge}).\_\exists(y: \text{Phrase} \Rightarrow \text{IndicatorRoleClassifier} \text{on } y \text{ is } "\text{Indicator}"))\}
\]

The domain knowledge is inspired from this work (Kordjamshidi and Moens, 2015).\(^3\) The first order constraints are automatically converted to linear algebraic constraints for our underlying computational models.

### 4 Application program

Using the building blocks of a DeLBP including a data-model, learners and constraints, we are able to design various end-to-end configurations for learning and inference. The first step for an application program is to populate the annotated corpus in the graph schema, that is, our declared data-model. To simplify the procedure of populating the graph with linguistic annotations, we have established a generic XML reader that is able to read the annotated corpora from XML into the Saul data-model and provide us a populated graph. The nodes related to the linguistic units (i.e. sentence, phrase, etc) are populated with the annotations as their properties. The population can be done in various ways, for example, SpRLDatamodel.documents.populate(xmlReader.documentList()) reads the content of DOCUMENT tag or its pre-defined\(^4\) equivalent into documents nodes in the data-model. Populating documents can lead to populating all other types of nodes such as sentences, tokens, etc if the necessary sensors and edges are specified beforehand. Saul functions and data-model primitives can be used to make graph traversal queries to access any information that we need from either image or text for candidate selection, feature extraction.

The feature extraction includes segmentation of the text and candidate generation for roles and pair relations. Not all tokens are candidates for playing trajector roles, most certainly verbs will not play this role. After populating the data into the graph we program the training strategy. We have the possibility of training for each concept independently, that is, each declared classifier can call the learn, for example, trajectorClassifier.learn(). However, the independently trained classifiers can exploit the global constraints like the one we defined in Section 3.3 and be involved in a global inference jointly with other role and relation classifiers. Such a model is referred to as L+I (Punyakanok et al., 2008). Moreover, the parameters of the declared classifiers can be trained jointly and for this purpose we need to call joinTrain and pass the list of classifiers and the constraints to be used together. We use L+I models in this paper due to the efficiency of the training.

### 5 Computational Model

The problem we address in this paper is formulated as a structured prediction problem as the out-

---

\(^2\)http://www.imageclef.org/photodata

\(^3\)constraints code is available on GitHub.

---

\(^4\)The programmer is able to specify the tags that are related to the base types before reading the xml.
put contains a number of spatial roles and relationships that obey some global constraints. In learning models for structured output prediction, given a set of \( N \) input-output pairs of training examples \( E = \{(x^i, y^i) \in X \times Y : i = 1..N\} \), we learn an objective function \( g(x, y; W) \) which is a linear *discriminant* function defined over the combined feature representation of the inputs and outputs denoted by \( f(x, y) \) (Ioannis Tsochantaridis and Al-tun, 2006):

\[
g(x, y; W) = \langle W, f(x, y) \rangle. \tag{1}\]

\( W \) denotes a weight vector and \( \langle \cdot, \cdot \rangle \) denotes a dot product between two vectors. A popular discriminative training approach is to minimize the following convex upper bound of the loss function over the training data:

\[
l(W) = \sum_{i=1}^{N} \max_{y \in Y} \{ g(x^i, y; W) - g(x^i, y^i; W) + \Delta(y^i, y) \},
\]

the inner maximization is called loss-augmented inference and finds the so called most violated constraints/outputs \( y \) per training example. This is the base of inference-based-training models (IBT). However, the inference over structures can be limited to the prediction time which is known as learning plus inference (L+I) models. L+I uses the independently trained models (this is known as piece-wise training as well (Sutton and McCal-lum, 2009)) and has shown to be very efficient and competitive compared to IBT models in various tasks (Punyakanok et al., 2005). Given this general formalization of the problem we can easily consider both configurations of L+I and IBT using a declarative representation of our inference problem as briefly discussed in Section 4. We define our structured model in terms of first order constraints and classifiers.

Here in Saul’s generic setting, inputs \( x \) and outputs \( y \) are sub-graphs of the *data-model* and each learning model can use part structures and substructures of this graph. In other words, \( x \) is a set of nodes \( \{x_1, \ldots, x_K\} \) and each node has a type \( p \). Each \( x_k \in x \) is described by a set of properties; this set of properties will be converted to a feature vector \( \phi_p \). Given the multimodal setting of our problem, \( x_i \’s \) can represent segments of an image or various linguistic units of a text, such as a phrase (atomic node) or a pair of phrases (composed node), and each type is described by its own properties (e.g. a phrase by its headword, the pair by the distance of the two headwords, an image segment by the vector representation of its concept). We refer to the text-related nodes and image-related nodes differently as \( x_T \) and \( x_I \), respectively. The goal is to map this pair to a set of spatial objects and spatial relationships, that is \( f : (x_T, x_I) \rightarrow y \).

The output \( y \) is represented by a set of labels \( l = \{l_1, \ldots, l_p\} \) each of which is a property of a node. The labels can have semantic relationships. In our model the set of labels is \( l = \{tr, lm, sp, sp.tr, sp.lm, sp.tr.lm\} \). Note that these labels are applied merely to the parts of the text, \( tr, lm \) and \( sp \) are applied on the phrase of a sentence, \( sp.tr \) and \( sp.lm \) are applied on pairs of phrases in the sentence, and finally \( sp.tr.lm \) is applied on triplets of phrases. According to the terminology used in (Kordjamshidi and Moens, 2015), the labels of atomic components of the text (here phrases) are referred to as *single-labels* and the labels that are applied to composed components of the input such as pairs or triplets are referred to as *linked-labels*. These labels help to represent \( y \) with a set of indicator functions that indicate which segments of the sentence play a specific spatial role and which are involved in relations. The labels are defined with a graph query that extracts a property from the *data-model*. The \( l_p(x_k) \) or shorter \( l_{pk} \) denotes an indicator function indicating whether component \( x_k \) has the label \( l_p \). For example, \( sp(on) \) shows whether \( on \) plays a spatial role and \( sp.tr(on, kids) \) shows whether \( kids \) is a trajector of \( on \). As expected, the form of the output is dependent on the input since we are dealing with a structured output prediction problem. In our problem setting the spatial roles and relations are still assigned to the components of the text and the connections, similarities and embeddings from image are used as additional information for improving the extractions from text.

The main objective \( g \) is written in terms of the instantiations of the feature functions, labels and their related blocks of weights \( w_p \) in \( w = [w_1, w_2, \ldots, w_p] \),

\[
g(x, y; w) = \sum_{l_p \in l} \sum_{x_k \in C_{lp}} \langle w_p, f_p(x_k, l_p) \rangle \tag{2}
\]

\[
= \sum_{l_p \in l} \sum_{x_k \in C_{lp}} \langle w_p, \phi_p(x_k) \rangle l_{pk}
\]

\[
= \sum_{l_p \in l} \left( w_p, \sum_{x_k \in C_{lp}} (\phi_p(x_k) l_{pk}) \right).
\]
where \( f_p(x_k, l_p) \) are the local joint feature vector for each candidate \( x_k \). This feature vector is computed by scalar multiplication of the input feature vector of \( x_k \) (i.e. \( \phi_p(x_k) \)), and the output label \( l_{pk} \).

Given this objective, we can view the inference task as a combinatorial constrained optimization given the polynomial \( g \) which is written in terms of labels, subject to the constraints that describe the relationships between the labels (either single or linked labels). For example, the is-a relationships can be defined as the following constraint, \( (l(x_c) \in \{1\}) \Rightarrow (l'(x_c) \in \{1\}) \), where \( l \) and \( l' \) are two distinct labels that are applicable on the node with the same type of \( x_c \). These constraints are added as a part of Saul’s objective, so we have the following objective form, which is in fact a constrained conditional model (Chang et al., 2012),

\[
g = \langle w, f(x, y) \rangle - \rho(c(x, y)), \]

where \( c \) is the constraint function and \( \rho \) is the vector of penalties for violating each constraint. This representation corresponds to an integer linear program, and thus can be used to encode any MAP problem. Specifically, the \( g \) function is written as the sum of local joint feature functions which are the counterparts of the probabilistic factors:

\[
g(x, y; w) = \sum_{l_p \in \{x_k \in \{r\}}} \langle w_p, f_p(x_k, l_{pk}) \rangle + \sum_{m=1}^{C} \rho_m c_m(x, y),
\]

where \( C \) is a set of global constraints that can hold among various types of nodes. \( g \) can represent a general scoring function rather than the one corresponding to the likelihood of an assignment. Note that this objective is automatically generated based on the high level specifications of learners and constraints as described in Section 3.

6 Experimental Results

In this section, we experimentally show the influence of our new features, constraints, phrase embeddings and image embeddings and compare them with the previous research.

Data. We use the SemEval-2012 shared tasks data (Kordjamshidi et al., 2012) that consists of textual descriptions of 613 images originally selected from the IAPR TC-12 dataset (Grubinger et al., 2006), provided by the CLEF organization. In the previous works only the text part of this data has been used in various shared task settings (Kordjamshidi et al., 2012; Oleksandr Kolomiyets and Bethard, 2013; Pustejovsky et al., 2015) and with a variation in the annotation schemes. This data includes about 1213 sentence containing 20,095 words with 1706 annotated relations. We preferred this data compared to more recent related corpora (Pustejovsky et al., 2015; Oleksandr Kolomiyets and Bethard, 2013) for two main reasons. First is the availability of the aligned images and the second is the static nature of the most spatial descriptions.

Implementation. As mentioned before, we used Saul (Kordjamshidi et al., 2015, 2016) framework that allows flexible relational feature extraction as well as declarative formulation of the global inference. We extend Saul’s basic data structures and sensors to be able to work with multimodal data and to populate raw as well as annotated text easily into a Saul multimodal data-model. The code is available in Github.\(^5\) We face the following challenges when solving this problem: the training data is very small; the annotation schemes for the text and images are very different and they have been annotated independently; the image annotations regarding the spatial relations include very naively generated exhaustively pairwise relations which are not very relevant to what human describes by viewing the images. We try to address these challenges by feature engineering, exploiting global constraints and using continuous representations for text and image segments. We report the results of the following models in Table 1.

BM: This is our baseline model built with extensive feature engineering as described in Section 3.2.1. We train independent classifiers for the roles and relations classification in this model;

BM+C: This is the BM that uses global constraints to impose, for example, the integrity and consistency of the assignments of the roles and relation labels at the sentence level.

BM+C+E: To deal with the lack of lexical information, the features of roles and relations are augmented by w2vec word embeddings, the results of this model without using constraints (BM+E) are reported too;

BM+E+I+C: In this model in addition to text embeddings, we augment the text phrase fea-

\(^5\)https://github.com/HetML/SpRL
trajectories with the embeddings of the most similar image segments. The version without constraints is denoted as BM+E+I.

**SemEval-2012**: This model is the best performing model of SemEval-2012 (Roberts and Harabagiu, 2012). It generates the candidate triplets and classifies them as spatial/not-spatial. It does an extensive feature extraction for the triplets. The roles then are simply inferred from the relations. The results are reported with the same train/test split.

**SOP2015-10f**: This model is an structured output prediction model that does a global inference on the whole ontology including the prediction of relations and relation types (Kordjamshidi and Moens, 2015).

The experimental results in Table 1 show that adding constraints to our baseline and other model variations consistently improves the classification of trajectories and landmarks dramatically although it slightly decreases the F1 of spatial indicators in some cases. Adding word embeddings (BM+C+E) shows a significant improvement on roles and spatial relations. The results on BM+E+I+C show that image embeddings improves trajectories and landmarks compared to BM+E+C, though the results of triples are slightly dropped (62.71 → 61.72).

Our results exceed the state of the art models reported in SemEval-2012 (Kordjamshidi et al., 2012). The SemEval-2012 best model uses same train/test split as ours (Roberts and Harabagiu, 2012). The results of the best performing model in (Kordjamshidi and Moens, 2015), SOP2015-10f, are lower than our best model in this work. Although that model uses structured training but here the embeddings make a significant improvement. While SOP2015-10f performance results on triples, spatial indicators, pairs of trajector and landmarks with indicators have been reported, there is no reports on trajectories and landmarks prediction accuracy as designated independent roles –those are left empty in the table. There are some differences in our evaluation and the previous systems evaluations. The SOP2015-10f is evaluated by 10-fold cross validation rather than the train/test split. To be able to compare, we report the 10-fold cross validation results of our best model BM+E+C and refer to it as BM+E+C-10f in Table 1 which is outperforming other models. Note that the folds are chosen randomly and might be different from the previous evaluation setting. Another difference is that our evaluation is done phrase-based and overlapping phrases are counted as true predictions. The SemEval-2012 and SOP2015-10f models operate on classifying tokens/words which are the headwords of the annotated roles. However, our identified phrases cover the headwords of role (trajectors and landmarks) phrases with 100% and for spatial indicators 98% which keeps the comparisons fair yet.

Our results exceed the state-of-the-art models significantly. Both word and image embeddings help expanding our semantic dimensions for spatial objects but interestingly the spatial indicators can not be improved using embeddings. Since the indicators are mostly prepositions, it seems capturing the semantic dimensions of prepositions using continuous vectors is harder than other lexical categories such as nouns and verbs. This is even worse when we use images since the terminology of the relations in the images is very different from the way the relations are expressed in the language using prepositions. Though the improvement on objects can improve the relations but it will be interesting to investigate how the semantics of the relations can be captured using richer representations for spatial prepositions. A possible direction

<table>
<thead>
<tr>
<th></th>
<th>Trajector</th>
<th>Landmark</th>
<th>Spatial indicator</th>
<th>Spatial triplet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pr R F1</td>
<td>Pr R F1</td>
<td>Pr R F1</td>
<td>Pr R F1</td>
</tr>
<tr>
<td>BM</td>
<td>56.72 69.57 62.49</td>
<td>72.97 86.21 79.05</td>
<td>94.76 97.74 96.22</td>
<td>75.18 45.47 56.67</td>
</tr>
<tr>
<td>BM+C</td>
<td>65.56 69.91 67.66</td>
<td>77.74 87.78 82.46</td>
<td>94.83 97.48 96.15</td>
<td>68.34 57.93 62.71</td>
</tr>
<tr>
<td>BM+E</td>
<td>55.87 77.35 64.88</td>
<td>71.47 89.18 79.35</td>
<td>94.76 97.74 96.22</td>
<td>75.21 48.46 58.94</td>
</tr>
<tr>
<td>BM+E+C</td>
<td>64.40 76.77 70.04</td>
<td>76.99 89.35 82.71</td>
<td>94.83 97.48 96.15</td>
<td>75.21 48.46 58.94</td>
</tr>
<tr>
<td>BM+E+I</td>
<td>56.53 79.29 66.00</td>
<td>71.78 87.44 78.84</td>
<td>94.76 97.74 96.22</td>
<td>64.12 57.08 60.39</td>
</tr>
<tr>
<td>BM+E+I+C</td>
<td>64.49 77.92 70.57</td>
<td>77.66 89.18 83.02</td>
<td>94.87 97.61 96.22</td>
<td>66.46 57.61 61.72</td>
</tr>
<tr>
<td>BM+E+C-10f</td>
<td>78.49 77.67 78.03</td>
<td>86.43 88.93 87.62</td>
<td>91.70 94.71 93.17</td>
<td>80.85 60.23 68.95</td>
</tr>
<tr>
<td>SOP2015-10f</td>
<td>- - -</td>
<td>- - -</td>
<td>90.5 84 86.9</td>
<td>67.3 57.3 61.7</td>
</tr>
<tr>
<td>SemEval-2012</td>
<td>78.2 64.6 70.7</td>
<td>89.4 68.0 77.2</td>
<td>94.0 73.2 82.3</td>
<td>61.0 54.0 57.3</td>
</tr>
</tbody>
</table>

Table 1: Experimental results on SemEval-2012 data including images. BM: Baseline Model, C: Constraints, E: Text Embeddings, I: Image Embeddings.
for our work could have been to train deep models that map the images to the formal semantic representations of the text’s content; however, for training such models using only 2013 sentences related to about 600 images will not be feasible. The existing large corpora which contain image and text, do not contain formal semantic annotation with the textual description. Dealing with this problem remains as our future work.

7 Related Research

This work can be related to many research works from various perspectives. However, for the sake of both clarity and conciseness, we limit our exploration in this section to two related directions.

First body of related work is about the specific SpRL task that we are solving. This direction is aiming at obtaining a generic formal spatial meaning representation from text. The second body of the work is about combining vision and language which itself has a large research community around it recently and has turned to a hot topic.

Several research efforts in the past few years aimed at defining a framework for the extraction of spatial information from natural language. These efforts start from defining linguistic annotation schemes (Pustejovsky and Moszkowicz, 2008; Kordjamshidi et al., 2010; Pustejovsky and Moszkowicz, 2012; Jeet Mani, 2009), annotating data and defining tasks (Kordjamshidi et al., 2012; Oleksandr Kolomiyets and Bethard, 2013; Pustejovsky et al., 2015) to operate on the annotated corpora and learn extraction models. However, there exists, yet, a large gap between the current models and the ones that can perform reasonably well in practice for real world applications in various domains. Though we follow that line of work, we aim at exploiting the visual data in improving spatial extraction models. We exploit the visual information accompanying the text which is mostly available nowadays. We aim at text understanding while assuming that the text highlights the most important information that might be confirmed by the image. Our goal is to use the image to recognize and disambiguate the spatial information from text.

Our work is very related to the research done by computer vision community and in the intersection of vision and language. There are many progressive research works on generating image captions (Karpathy and Li, 2014), retrieving images and visual question answering (Antol et al., 2015). However the center of attention has been understanding images. Here, our aim is to exploit the images for text understanding. This task is as challenging as the former ones or even more challenging because among the many possible objects and relationships in the image a very small subset of those are important and have been expressed in the text. Therefore the available visual corpora are not exactly the type of the data that can be used to train supervised models for our task though it could provide some indirect supervision particularly for having a unified semantic representation of spatial objects (Ludwig et al., 2016).

Our work is very related to the research done by computer vision community and in the intersection of vision and language. There are many progressive research works on generating image captions (Karpathy and Li, 2014), retrieving images and visual question answering (Antol et al., 2015). However the center of attention has been understanding images. Here, our aim is to exploit the images for text understanding. This task is as challenging as the former ones or even more challenging because among the many possible objects and relationships in the image a very small subset of those are important and have been expressed in the text. Therefore the available visual corpora are not exactly the type of the data that can be used to train supervised models for our task though it could provide some indirect supervision particularly for having a unified semantic representation of spatial objects (Ludwig et al., 2016).

This work can be improved by exploiting external models and corpora (Pustejovsky and Yocum, 2014) but this will remain for our future investigation. Our task can benefit from the research performed on reference resolution that targets identifying the objects in the image that are mentioned in the text (Schlangen et al., 2016). Having a high-quality alignment by training explicit models for resolving references should help recognizing the spatial objects mentioned in the text and the type of spatial relations according to the image. Explicit reference resolution between modalities in dialogue systems are also inspiring (Fang et al., 2014). In the mentioned reference a graph representation of the scene is gradually made by machine based on the grasped static visual information and the representation is corrected and completed dynamically as the dialogue between the machine and human is going on. However, in this work there is no learning component and there is no spatially annotated data to be used for our goal of formal spatial meaning representation for a generic text.

In this work we take a small step and investigate the ways to integrate information from both modalities for our textual extraction target. Our results are compared to the previous work (Kordjamshidi and Moens, 2015) that exploit the text part of the same spatially annotated corpora and improve the results when exploiting the accompanying images.

8 Conclusion

In this paper, we deal with the problem of spatial role labeling which targets at mapping natural language text to a formal spatial meaning representation. We use the information from accom-
panying segmented images to improve the spatial role extractions. Although, there are many recent research on combining vision and language, none of them consider obtaining a formal spatial meaning representation as a target while we do and our approach will be helpful for adding explicit reasoning component to the learning models in the future. We manifest the expressivity of declarative learning based programming paradigm for designing global models for this task. We put both the image and text related to a scene in a unified data-model graph and use them as structured learning examples. We extract features by traversing the graph and using the continuous representations to connect the image segment nodes to the nodes related to the text phrases. We exploit the continuous representation to align the similar concepts in the two modalities. We exploit global first order constraints for global inference over roles and relations. Our models improve the state of the art results on previous spatial role labeling models.
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Abstract

We present an architecture to boost the precision of existing information extraction systems. This is achieved by augmenting the existing parser, which may be constraint-based or hybrid statistical, with a character-level neural network. Our architecture combines the ability of constraint-based or hybrid extraction systems to easily incorporate domain knowledge with the ability of deep neural networks to leverage large amounts of data to learn complex features. The network is trained using a measure of consistency between extracted data and existing databases as a form of cheap, noisy supervision. Our architecture does not require large scale manual annotation or a system rewrite. It has led to large precision improvements over an existing, highly-tuned production information extraction system used at Bloomberg LP for financial language text.

1 Introduction

1.1 Information extraction in finance

Unstructured textual data is abundant in the financial domain (see Figure 1). This type of text is usually not in a format that lends itself to immediate processing. Hence, information extraction is an essential step in many business applications that wish to use the financial text data. Examples of such business applications include creating time series databases for macroeconomic forecasting, or real-time extraction of time series data to inform algorithmic trading strategies. For example, consider extracting data from Figure 1 into numerical relations of the form $ts\_tick\_abs$ ($TS$ symbol, numerical value), $ts\_tick\_rel$ ($TS$ symbol, change in num. value), e.g., $ts\_tick\_abs$ ($US\_Unemployment$, 4.9%), or $ts\_tick\_rel$ ($US\_Hourly\_Earnings$, 2.8%). For these business applications, the extraction needs to be fast, accurate, and low-cost.

There are several challenges to extracting information from financial language text.

- Financial text can be very ambiguous. Language in the financial domain often trades grammatical correctness for brevity. A multitude of numeric tokens need to be disambiguated into entities such as prices, rates, percentage changes, quantities, dates, times, and others. Finally, many words could be company names, stock symbols, domain-specific terms, or have entirely different meanings.

- Large-scale annotated data with ground truths is typically not available. Domain expert manual annotations are expensive and limited in scale. This is especially a problem because the size of the problem domain is large, with many types of financial instruments, language conventions, and text formats.

These two challenges lead to a high risk of extracting false positives.

Bloomberg has mature information extraction systems for financial language text, that are the result of nearly a decade of efforts. When improving...
upon such large industrial extraction systems, it is invaluable if the proposed improvement does not require a complete system rewrite.

The existing extraction systems leverage both constraint-based and statistical methods. Constraint-based methods can effectively incorporate domain knowledge (e.g., unemployment numbers cannot be negative numbers, while changes in unemployment numbers can be negative). These constraints can be complex, and may involve multiple entities within an extraction candidate. Adding a single constraint can in many cases vastly improve the system’s accuracy. In a purely statistical system, achieving the equivalent behavior would require large amounts of labeled training data.

This existing systems generate extractions with high recall, and in this work, we propose to boost the precision of the existing systems using a deep neural network.

1.2 Our contribution

We present an information extraction architecture that boosts the precision of an existing parser using a deep neural network. The architecture gains the neural network’s ability to leverage large amounts of data to learn complex features specific to the application at hand. At the same time, the existing parser may leverage constraints to easily incorporate domain knowledge. Our method uses potentially noisy but cheaply available source of supervision, e.g., via consistency checks of extracted data against existing databases (e.g., an extraction of tick abs (US,Unemployment, 49%) would be implausible given recent US employment history), or via human interaction (e.g., clicks on online advertisements).

Our extraction system has two main advantages:

- We improve the existing extraction systems cheaply using large amounts of free noisy labels, without the need for manual annotation. This is particularly valuable in large application domains, where manual annotations covering the entire domain would be prohibitively expensive.

- Our method leverages existing codebases fully, and requires no system rewrite. This is critical in large industrial extraction systems, where a rewrite would take many man-years. Even for new systems, the decoupling of candidate-generation and the neural network offers advantages: the candidate-generating parser can easily enforce constraints that would be difficult to incorporate in a system relying entirely on neural networks.

We are not aware of alternative approaches that achieve the above: purely neural network or purely statistical approaches require substantial amounts of human annotation, while our method does not. Constraint-based or hybrid statistical approaches are competitors to the existing extraction systems rather than our work; our work could also be used to boost the precision of other state-of-the-art constraint or hybrid methods. We believe that our approach, with small modifications, can be applied to extraction systems in many other applications.

Compared to the existing, client-serving extraction engine, our system reduced the number of false positive extractions by > 90%. Our system constituted a substantial improvement and is being deployed to production.

We review some related work in Section 1.3. Section 2 details the design, training, and method supervision of our system. We present results in Section 3 and conclude with some discussions in Section 4.

1.3 Related Work

Deep neural networks have been applied to several problems in natural language processing recently. Mikolov introduced the recurrent network language model (Kombrink et al., 2011), which can for instance consume the beginning of a sentence word by word, encoding the sentence in its state vector, and predict a likely continuation of the sentence. Long Short Term Memory (LSTM) architectures (Gehrs, 2001; Hochreiter and Schmidhuber, 1997) have resulted in large improvements in machine translation (Sutskever et al., 2014). There is a growing literature of LSTMs and deep convolutional architectures being used for text classification (e.g., (Zhang et al., 2015; Kim, 2014; dos Santos and Gatti, 2014)) and language modeling problems (Kim et al., 2016; Karpathy, 2015).

Several studies have considered using deep neural networks for information extraction problems. Socher et al introduce compositional vector grammars, which combine probabilistic context free grammars with a recursive neural network (2013). Nguyen et al use convolutional neural networks
(CNN) and recurrent neural networks with word- and entity-position-embeddings for relation extraction and event detection (Nguyen et al., 2016; Nguyen and Grishman, 2015). Zhou and Xu use a bidirectional (Schuster and Paliwal, 1997) word-level LSTM combined with a conditional random field (CRF) (Lafferty et al., 2001) for semantic role labeling (2015). In some cases, providing a neural network character-level rather than word-level input can be beneficial. Chiu and Nichols use a bidirectional LSTM-CNN with character embeddings for named entity recognition (2015), and Ballesteros et al found that character-level LSTM improve dependency parsing accuracy in many languages, relative to word-level approaches (2015). Recently, Miwa and Bansal presented an end-to-end LSTM-based architecture for relation extraction, achieving state-of-the-art results on SemEval-2010 Task 8 (2016).

While much of the recent work on information extraction focuses on statistical methods and neural networks, constraint-based information extraction systems are still commonly used in industry applications. Chiticariu et al suggest that this might be because constraint-based systems can easily incorporate domain knowledge (2013). The need to incorporate constraints into information extraction systems, as well as the difficulty of doing this efficiently, have been recognized for some time.

Several hybrid approaches combine constraint-based and statistical methods. Toutanova et al model dependencies between semantic frame arguments with a CRF (2008). Chang et al incorporate declarative constraints into statistical sequence-based models to obtain constrained conditional models (2012). When making a prediction (inference step), their model solves an integer linear program. This typically involves maximizing a scoring function, based e.g. on a CRF, over all outputs that satisfy the constraints, resulting in high computational costs. Täckström et al recently proposed a more computationally efficient approach to semantic role labeling with constraints, introducing a dynamic programming approach for inference for log-linear models with constraints (2015).

There are several purely statistical approaches, such as those using hidden Markov models (Baum and Petrie, 1966), CRFs (Lafferty et al., 2001) or structured support vector machines (Tsochantaridis et al., 2004).

Our approach is fundamentally different from all of the above. We propose to boost the precision of an existing information extraction system using a neural network trained with free noisy supervision. Our method does not require large amounts of human annotations as purely statistical or neural network-based approaches would. Our work could also be used to boost the precision of other state-of-the-art constraint or hybrid methods.

2 Design

2.1 Overview

The information extraction pipeline we developed consists of four stages (see right pane “execution” in Figure 2).

1. Generate candidate extractions: The document is parsed using a potentially constraint-based or hybrid statistical parser, which outputs a set of candidate extractions. Each candidate extraction consists of the character offsets of all extracted constituent entities, and a representation of the extracted relation. It may additionally contain auxiliary information such as part-of-speech tags.

2. Score extractions using trained neural network: Each candidate extraction generated, together with the section of the document it was found in, is encoded into feature data $X$. A deep neural network is used to compute a neural network correctness score $\tilde{s}$ for each extraction candidate. We detail the input and architecture of the neural network in Section 2.2 and its training in Section 2.3.

3. Score extractions based on cheap, noisy supervision: We compute a consistency score $s$ for the candidate extraction, measuring if the extracted relation is consistent with cheaply available, but potentially noisy supervision from e.g. an existing database. We discuss how $s$ is computed in Section 2.4.

4. Classify extractions as correct or incorrect: A linear classifier classifies extraction candidates as correct and incorrect extractions, based on neural network correctness score $\tilde{s}$, database consistency score $s$, and potentially other features. Candidates classified as incorrect are discarded.
Figure 2: Training (left) and execution (right) set-up. Blocks marked “L” are neural network LSTM cells, while blocks marked “F” are fully-connected layers.

Figure 3: We use a neural network comprised of (i) an LSTM processing encoded parser output and document text character-by-character (labeled LSTM, green), (ii) a fully-connected layer (FC, blue) that takes document-level features as input, and (iii) a fully-connected layer (FC, grey) that takes the output vectors of the layers (i) and (ii) as input to generate a correctness estimate for the extraction candidate. Layer (iii) uses a sigmoid activation function to generate a correctness estimate \( \tilde{y} \in (0, 1) \), from which we compute the network correctness score as \( \tilde{s} := \sigma^{-1}(\tilde{y}) \).

2.2 Neural network input and architecture

The neural network processes each candidate extraction independently. To estimate the correctness of an extracted candidate, the network is provided with two pieces of input (see Figure 3 for the full structure of the neural network). First, the...
network is provided with a vector \( g \) (right box in Figure 3) containing document- or extraction-level features, such as attributes of the document’s author, or word-level n-gram features. The second piece of input consists of a sequence of vectors \( f_i \) (left box in Figure 3), encoding the document text and the parser’s output at the character level. There is one vector \( f_i \) for each character \( c_i \) of the document section where the extraction candidate is found.

The vectors \( f_i \) are a concatenation of (i) a one-hot encoding of the character, and (ii) information about entities the parser identified at the position of \( c_i \). For (i) we use a restricted character set of size 94, including \([a-zA-Z0-9-] \) and several whitespace, special characters, and an indicator to represent characters not present in our character set. For (ii), we include in \( f_i \) a vector of indicators specifying whether or not any of the entities appearing in the relations supported by the parser were found in the position of character \( c_i \).

The input vectors \( f_i \) feed into an LSTM, which accumulates state until the input sequence has been exhausted. The global feature vector \( g \) feeds into a fully-connected layer, which is then concatenated with the output of the LSTM, and passed through another fully-connected layer with sigmoid activation \( \sigma \) to produce a network correctness estimate \( \tilde{y} \). We subsequently compute the network correctness score \( \tilde{s} \) for the candidate extraction via \( \tilde{s} = \sigma^{-1}(\tilde{y}) \).

We regularize the LSTM weight matrices and state vector using dropout (see (Srivastava et al., 2014) and (Zaremba et al., 2015)). Similar to (Sutskever et al., 2014), we found that reversing the LSTM’s input resulted in a substantial increase in accuracy.

### 2.3 Neural network training

We train the neural network by referencing candidates extracted by the high-recall candidate-generating parser against a potentially noisy reference source (see Figure 2, left panel on “training”). In our application, this reference is Bloomberg’s proprietary database of historical time series data, which enables us to check how well the extracted numerical data fits into time series in the database. Concretely, we compute a consistency score \( s \in (-\infty, \infty) \) that measures the degree of consistency with the database. Depending on the application, the score may for instance be a squared relative error, an absolute error, or a more complex error function. In many applications, the score \( s \) will be noisy (see Section 2.4 for further discussion). We threshold \( s \) to obtain binary correctness labels \( y \in \{0, 1\} \). We then use the binary correctness labels \( y \) for supervised neural network training, with binary cross-entropy loss as the loss function. This allows us to train a network that can compute a pseudo-likelihood \( \tilde{y} \in (0, 1) \) of a given extraction candidate to agree with the database. Thus, \( \tilde{y} \) estimates how likely the extraction candidate is correct.

The neural network’s training data consists of candidates generated by the candidate-generating parser, and noisy binary consistency labels \( y \).

In our application, the database labeled a large majority of candidates as correct. To obtain balanced training data, we generated 6 sets of training data, each containing the same set of around 1 million negative cases and disjoint sets of 1 million positive cases each. Correspondingly, we trained an ensemble of 6 networks, and averaged their network scores \( \tilde{s} \). We found this to work much better than oversampling the smaller class.

### 2.4 Noisy supervision

We assume that the noise in the source of supervision is limited in magnitude, e.g. \( < 5\% \). We moreover assume that there are no strong patterns in the distribution of the noise: if the noise correlates with certain attributes of the candidate extraction, the pseudo-likelihoods \( \tilde{y} \) might no longer be a good estimate of the candidate extraction’s probability of being a correct extraction.

There are two sources of noise in our application’s database supervision. First, there is a high rate of false positives. It is not rare for the parser to generate an extraction candidate \( {\text{ts}}_{\text{tick}_{\text{abs}}} \) (TS symbol, numerical value) in which the numerical value fits into the time series of the time series symbol, but the extraction is nonetheless incorrect. False negatives are also a problem: many financial time series are sparse and are rarely observed. As a result, it is common for differences between reference numerical values and extracted numerical values to be large even for correct extractions. Limits for acceptable differences between extracted data and reference data are incorporated into the computation of the database consistency score \( s \). The formula for computing \( s \) is application dependent, and may involve auxiliary
data related to the extracted entities.

3 Results

Compared to using the existing, highly-tuned, client-facing extraction systems, this work reduced the number of false positive extractions by more than 90%, while the drop in recall was smaller than 1%. Our character-level neural network considerably boosted the precision of the existing information extraction systems, and is being deployed to production.

We are not aware of alternative approaches that can improve an existing extraction engine in a way that is directly comparable to ours. Purely neural network-based or purely statistical approaches require large amounts of human annotation, while our method does not. Constraint-based or hybrid statistical approaches are competitors to the existing extraction system rather than our work; indeed, our work could also be used to boost the precision of state-of-the-art constraint or hybrid methods.

When trained with 256 LSTM hidden units, and 2 million samples for 150 epochs, the neural network alone achieved a training accuracy of 95.8% and a test accuracy of 94.9%, relative to the noisy database supervision. Note that since the supervision provided by the databases is imperfect, it is not unexpected that the network’s accuracy is substantially below 100%. We examined the errors in the training set, and found that they are primarily due to the network generalizing correctly, with the network being correct almost always when strongly disagreeing with the database’s label.

We include in Figure 4 how data size and network size affect network accuracy. Note that the network’s accuracy decreases substantially if the network size (number of LSTM units) is reduced. Accuracy also decreases if smaller quantities of training data are available. To achieve acceptably small latencies in client-serving scenarios, we limit the network size to 256 LSTM hidden units, even though larger networks could achieve slightly greater accuracies. We moreover limited the document input text provided to the LSTM neural network to the lines on which the extraction candidate was found.

Besides the neural network architecture described in this paper, we also considered an approach based on character-level n-grams (see Figure 5). In this approach, we replaced the LSTM unit of the neural network with a single fully-connected layer. At the same time, we replaced the character-level input sequence $f_0, \ldots, f_k$ with a single binary vector representing a bag-of-words of n-grams. More precisely, we computed character-level feature vectors $f'_0, \ldots, f'_k$ analogously to the $f_i$, except that the $f'_i$ contain encodings of character classes (upper case letter, lower case letter, digit, and the same list of special characters used in the $f_i$) rather than of characters themselves. Each binary vector $f'_i$ was then mapped to a string $\tilde{f}'_i$ containing the same sequence of 0s and 1s as $f'_i$. Finally, we computed n-grams over the sequence of strings $\tilde{f}'_i$. All n-gram features were tf-idf normalized. We cross-validated on a validation set to tune various hyperparameters, and found that using 2-grams up to 12-grams worked best. The resulting classifier achieve an accuracy of 96.9% on the training set, and 90.4% on the test set. This constitutes a big gap to the 94.9% test accuracy achieved by the neural network, especially since we estimate the accuracy of the database supervision to be around 95%. This suggests that the recurrent neural network was able to internally compute high-quality features than the bag-of-words n-gram features.

4 Discussion

In this work, we presented an architecture for information extraction from text using a combination of an existing parser and a deep neural network. The deep neural network can boost the precision of an existing high-recall parser. To train the neural network, we use measures of consistency
between extracted data and existing databases as a form of noisy supervision. The architecture resulted in substantial improvements over mature and highly-tuned information extraction systems for financial language text at Bloomberg. While we used time series databases to derive measures of consistency for candidate extractions, our setup can easily be applied to a variety of other information extraction tasks for which potentially noisy reference data is cheaply available.

We believe our encoding of document text and parser output makes learning particularly easy for the neural network. We encode the candidate-generating parser’s document annotations character-by-character into vectors $f_i$ that also include a one-hot encoding of the character itself. We believe that this encoding makes it easier for the network to learn character-level characteristics of the entities that are part of the semantic frame. As an additional benefit, our encoding lends itself well to processing both by recurrent architectures (processing character-by-character input vectors $f_i$) and convolutional architectures (performing 1D convolutions over an input matrix whose columns are vectors $f_i$).

Our architecture can easily incorporate global attributes of the document. In our application, we found it useful to add one-hot encoded n-gram and word shape features of the document, allowing the neural network to consider information that might be located far from where the extraction candidate was found. Other potentially useful features could be based on document length, document embeddings, document creator features, and more.

We experimented with other neural network architectures. A slight variation would be to use a bidirectional LSTM instead of a simple LSTM. In addition to LSTM architectures, we experimented with character-level convolutional neural networks. In this setting, we concatenated the vectors $f_i$ into a single matrix for all character indices, and performed 1D convolutions and pooling operations 3 times, and pass the result through a fully-connected layer. We found the performance of this approach to be very similar to that of the LSTM we used. Finally, a hybrid approach, stacking an LSTM on a single convolutional layer, gave very similar results as the LSTM and convolutional architectures.

One could use a variety of sources of information as distant and cheap supervision. While we used existing databases, other applications may use supervision e.g. from user interactions with the extracted data, say if the extracted data is presented to a user who can accept, modify, or reject the extraction. In such a system, the linear classifier classifying candidate extractions would have only a single feature, i.e. the neural network score.
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Abstract

Advances in neural variational inference have facilitated the learning of powerful directed graphical models with continuous latent variables, such as variational autoencoders. The hope is that such models will learn to represent rich, multi-modal latent factors in real-world data, such as natural language text. However, current models often assume simplistic priors on the latent variables — such as the uni-modal Gaussian distribution — which are incapable of representing complex latent factors efficiently. To overcome this restriction, we propose the simple, but highly flexible, piecewise constant distribution. This distribution has the capacity to represent an exponential number of modes of a latent target distribution, while remaining mathematically tractable. Our results demonstrate that incorporating this new latent distribution into different models yields substantial improvements in natural language processing tasks such as document modeling and natural language generation for dialogue.

1 Introduction

The development of the variational autoencoder framework (Kingma and Welling, 2014; Rezende et al., 2014) has paved the way for learning large-scale, directed latent variable models. This has led to significant progress in a diverse set of machine learning applications, ranging from computer vision (Gregor et al., 2015; Larsen et al., 2016) to natural language processing tasks (Mnih and Gregor, 2014; Miao et al., 2016; Bowman et al., 2015; Serban et al., 2017b). It is hoped that this framework will enable the learning of generative processes of real-world data — including text, audio and images — by disentangling and representing the underlying latent factors in the data. However, latent factors in real-world data are often highly complex. For example, topics in newswire text and responses in conversational dialogue often possess latent factors that follow non-linear (non-smooth), multi-modal distributions (i.e. distributions with multiple local maxima).

Nevertheless, the majority of current models assume a simple prior in the form of a multivariate Gaussian distribution in order to maintain mathematical and computational tractability. This is often a highly restrictive and unrealistic assumption to impose on the structure of the latent variables. First, it imposes a strong uni-modal structure on the latent variable space; latent variable samples from the generating model (prior distribution) all cluster around a single mean. Second, it forces the latent variables to follow a perfectly symmetric distribution with constant kurtosis; this makes it difficult to represent asymmetric or rarely occurring factors. Such constraints on the latent variables increase pressure on the down-stream generative model, which in turn is forced to carefully partition the probability mass for each latent factor throughout its intermediate layers. For complex, multi-modal distributions — such as the distribution over topics in a text corpus, or natural language responses in a dialogue system — the unimodal Gaussian prior inhibits the model’s ability to extract and represent important latent structure in the data. In order to learn more expressive latent variable models, we therefore need more flexible, yet tractable, priors.

In this paper, we introduce a simple, flexible
prior distribution based on the piecewise constant distribution. We derive an analytical, tractable form that is applicable to the variational autoencoder framework and propose a differentiable parametrization for it. We then evaluate the effectiveness of the distribution when utilized both as a prior and as approximate posterior across variational architectures in two natural language processing tasks: document modeling and natural language generation for dialogue. We show that the piecewise constant distribution is able to capture elements of a target distribution that cannot be captured by simpler priors — such as the uni-modal Gaussian. We demonstrate state-of-the-art results on three document modeling tasks, and show improvements on a dialogue natural language generation. Finally, we illustrate qualitatively how the piecewise constant distribution represents multi-modal latent structure in the data.

2 Related Work

The idea of using an artificial neural network to approximate an inference model dates back to the early work of Hinton and colleagues (Hinton and Zemel, 1994; Hinton et al., 1995; Dayan and Hinton, 1996). Researchers later proposed Markov chain Monte Carlo methods (MCMC) (Neal, 1992), which do not scale well and mix slowly, as well as variational approaches which require a tractable, factored distribution to approximate the true posterior distribution (Jordan et al., 1999). Others have since proposed using feed-forward inference models to initialize the mean-field inference algorithm for training Boltzmann architectures (Salakhutdinov and Larochelle, 2010; Ororbia II et al., 2015). Recently, the variational autoencoder framework (VAE) was proposed by Kingma and Welling (2014) and Rezende et al. (2014), closely related to the method proposed by Mnih and Gregor (2014). This framework allows the joint training of an inference network and a directed generative model, maximizing a variational lower-bound on the data log-likelihood and facilitating exact sampling of the variational posterior. Our work extends this framework.

With respect to document modeling, neural architectures have been shown to outperform well-established topic models such as Latent Dirichlet Allocation (LDA) (Hofmann, 1999; Blei et al., 2003). Researchers have successfully proposed several models involving discrete latent variables (Salakhutdinov and Hinton, 2009; Hinton and Salakhutdinov, 2009; Srivastava et al., 2013; Larochelle and Lauly, 2012; Uria et al., 2014; Lauly et al., 2016; Bornschein and Bengio, 2015; Mnih and Gregor, 2014). The success of such discrete latent variable models — which are able to partition probability mass into separate regions — serves as one of our main motivations for investigating models with more flexible continuous latent variables for document modeling. More recently, Miao et al. (2016) proposed to use continuous latent variables for document modeling.

Researchers have also investigated latent variable models for dialogue modeling and dialogue natural language generation (Bangalore et al., 2008; Crook et al., 2009; Zhai and Williams, 2014). The success of discrete latent variable models in this task also motivates our investigation of more flexible continuous latent variables. Closely related to our proposed approach is the Variational Hierarchical Recurrent Encoder-Decoder (VHRED, described below) (Serban et al., 2017b), a neural architecture with latent multivariate Gaussian variables.

Researchers have explored more flexible distributions for the latent variables in VAEs, such as autoregressive distributions, hierarchical probabilistic models and approximations based on MCMC sampling (Rezende et al., 2014; Rezende and Mohamed, 2015; Kingma et al., 2016; Ranganath et al., 2016; Maaløe et al., 2016; Salimans et al., 2015; Burda et al., 2016; Chen et al., 2017; Ruiz et al., 2016). These are all complimentary to our approach; it is possible to combine them with the piecewise constant latent variables. In parallel to our work, multiple research groups have also proposed VAEs with discrete latent variables (Maddison et al., 2017; Jang et al., 2017; Rolfe, 2017; Johnson et al., 2016). This is a promising line of research, however these approaches often require approximations which may be inaccurate when applied to larger scale tasks, such as document modeling or natural language generation. Finally, discrete latent variables may be inappropriate for certain natural language processing tasks.

3 Neural Variational Models

We start by introducing the neural variational learning framework. We focus on modeling discrete output variables (e.g. words) in the context of natural language processing applications. How-
ever, the framework can easily be adapted to handle continuous output variables.

3.1 Neural Variational Learning

Let \( w_1, \ldots, w_N \) be a sequence of \( N \) tokens (words) conditioned on a continuous latent variable \( z \). Further, let \( c \) be an additional observed variable which conditions both \( z \) and \( w_1, \ldots, w_N \). Then, the distribution over words is:

\[
P_\theta(w_1, \ldots, w_N|c) = \int \prod_{n=1}^{N} P_\theta(w_n|w_{<n}, z, c)P_\theta(z|c)dz,
\]

where \( \theta \) are the model parameters. The model first generates the higher-level, continuous latent variable \( z \) conditioned on \( c \). Given \( z \) and \( c \), it then generates the word sequence \( w_1, \ldots, w_N \). For unsupervised modeling of documents, the \( c \) is excluded and the words are assumed to be independent of each other, when conditioned on \( z \):

\[
P_\theta(w_1, \ldots, w_N) = \int \prod_{n=1}^{N} P_\theta(w_n|z)P_\theta(z)dz.
\]

Model parameters can be learned using the variational lower-bound (Kingma and Welling, 2014):

\[
\log P_\theta(w_1, \ldots, w_N|c) \\
\geq \mathbb{E}_{z \sim Q_\psi(z|w_1, \ldots, w_N, c)}[\log P_\theta(w_n|w_{<n}, z, c)] \\
- \text{KL}[Q_\psi(z|w_1, \ldots, w_N, c)||P_\theta(z|c)], \tag{1}
\]

where we note that \( Q_\psi(z|w_1, \ldots, w_N, c) \) is the approximation to the intractable, true posterior \( P_\theta(z|w_1, \ldots, w_N, c) \). \( Q \) is called the encoder, or sometimes the recognition model or inference model, and it is parametrized by \( \psi \). The distribution \( P_\theta(z|c) \) is the prior model for \( z \), where the only available information is \( c \). The VAE framework further employs the re-parametrization trick, which allows one to move the derivative of the lower-bound inside the expectation. To accomplish this, \( z \) is parametrized as a transformation of a fixed, parameter-free random distribution \( z = f_\theta(\epsilon) \), where \( \epsilon \) is drawn from a random distribution. Here, \( f \) is a transformation of \( \epsilon \), parametrized by \( \theta \), such that \( f_\theta(\epsilon) \sim P_\theta(z|c) \).

Model parameters are learned by maximizing the variational lower-bound in eq. (1) using gradient descent, where the expectation is computed using samples from the approximate posterior.

The majority of work on VAEs propose to parametrize \( z \) as multivariate Gaussian distributions. However, this unrealistic assumption may critically hurt the expressiveness of the latent variable model. See Appendix A for a detailed discussion. This motivates the proposed piecewise constant latent variable distribution.

3.2 Piecewise Constant Distribution

We propose to learn latent variables by parametrizing \( z \) using a piecewise constant probability density function (PDF). This should allow \( z \) to represent complex aspects of the data distribution in latent variable space, such as non-smooth regions of probability mass and multiple modes.

Let \( n \in \mathbb{N} \) be the number of piecewise constant components. We assume \( z \) is drawn from PDF:

\[
P(z) = \frac{1}{K} \sum_{i=1}^{n} \left( i - \frac{1}{n} \right) a_i \tag{2}
\]

where \( 1(x) \) is the indicator function, which is one when \( x \) is true and otherwise zero. The distribution parameters are \( a_i > 0 \), for \( i = 1, \ldots, n \). The normalization constant is:

\[
K = \sum_{i=1}^{n} K_i, \quad K_0 = 0, \quad K_i = \frac{a_i}{n}, \quad \text{for } i = 1, \ldots, n.
\]

It is straightforward to show that a piecewise constant distribution with more than \( n > 2 \) pieces is capable of representing a bi-modal distribution. When \( n > 2 \), a vector \( z \) of piecewise constant variables can represent a probability density with \( 2^n \) modes. Figure 1 illustrates how these variables help model complex, multi-modal distributions.

In order to compute the variational bound, we need to draw samples from the piecewise constant distribution using its inverse cumulative distribution function (CDF). Further, we need to compute the KL divergence between the prior and posterior. The inverse CDF and KL divergence quantities are both derived in Appendix B. During training we must compute derivatives of the variational bound in eq. (1). These expressions involve derivatives of indicator functions, which have derivatives zero everywhere except for the changing points where the derivative is undefined. However, the probability of sampling the value exactly at its changing...
point is effectively zero. Thus, we fix these derivatives to zero. Similar approximations are used in training networks with rectified linear units.

4 Latent Variable Parametrizations

In this section, we develop the parametrization of both the Gaussian variable and our proposed piecewise constant latent variable.

Let \( x \) be the current output sequence, which the model must generate (e.g. \( w_1, \ldots, w_N \)). Let \( c \) be the observed conditioning information. If the task contains additional conditioning information this will be embedded by \( c \). For example, for dialogue natural language generation \( c \) represents an embedding of the dialogue history, while for document modeling \( c = \emptyset \).

4.1 Gaussian Parametrization

Let \( \mu_{\text{prior}} \) and \( \sigma^2_{\text{prior}} \) be the prior mean and variance, and let \( \mu_{\text{post}} \) and \( \sigma^2_{\text{post}} \) be the approximate posterior mean and variance. For Gaussian latent variables, the prior distribution mean and variances are encoded using linear transformations of a hidden state. In particular, the prior distribution covariance is encoded as a diagonal covariance matrix using a softplus function:

\[
\mu_{\text{post}} = H_{\mu}^{\text{prior}} \text{Enc}(c) + \mu_{\text{prior}},
\]

\[
\sigma^2_{\text{post}} = \text{diag}(\log(1 + \exp(H_{\sigma}^{\text{prior}} \text{Enc}(c) + b_{\sigma}^{\text{prior}}))),
\]

where \( \text{Enc}(c) \) is an embedding of the conditioning information \( c \) (e.g. for dialogue natural language generation this might, for example, be produced by an LSTM encoder applied to the dialogue history), which is shared across all latent variable dimensions. The matrices \( H_{\mu}^{\text{prior}}, H_{\sigma}^{\text{prior}} \) and vectors \( b_{\mu}^{\text{prior}}, b_{\sigma}^{\text{prior}} \) are learnable parameters. For the posterior distribution, previous work has shown it is better to parametrize the posterior distribution as a linear interpolation of the prior distribution mean and variance and a new estimate of the mean and variance based on the observation \( x \) (Fraccharo et al., 2016). The interpolation is controlled by a gating mechanism, allowing the model to turn on/off latent dimensions:

\[
\mu_{\text{post}} = (1 - \alpha)\mu_{\text{prior}} + \alpha (H_{\mu}^{\text{post}} \text{Enc}(c, x) + b_{\mu}^{\text{post}}),
\]

\[
\sigma^2_{\text{post}} = (1 - \alpha)\sigma^2_{\text{prior}} + \alpha \text{diag}(\log(1 + \exp(H_{\sigma}^{\text{post}} \text{Enc}(c, x) + b_{\sigma}^{\text{post}}))),
\]

where \( \text{Enc}(c, x) \) is an embedding of both \( c \) and \( x \). The matrices \( H_{\mu}^{\text{post}}, H_{\sigma}^{\text{post}} \) and the vectors \( b_{\mu}^{\text{post}}, b_{\sigma}^{\text{post}}, \alpha_{\mu}, \alpha_{\sigma} \) are parameters to be learned. The interpolation mechanism is controlled by \( \alpha_{\mu} \) and \( \alpha_{\sigma} \), which are initialized to zero (i.e. initialized such that the posterior is equal to the prior).

4.2 Piecewise Constant Parametrization

We parametrize the piecewise prior parameters using an exponential function applied to a linear transformation of the conditioning information:

\[
a_{\text{post}}^i = \exp(H_{a,i}^{\text{prior}} \text{Enc}(c) + b_{a,i}^{\text{prior}}), \quad i = 1, \ldots, n,
\]

where matrix \( H_{a,i}^{\text{prior}} \) and vector \( b_{a,i}^{\text{prior}} \) are learnable. As before, we define the posterior parameters as a function of both \( c \) and \( x \):

\[
a_{\text{post}}^i = \exp(H_{a,i}^{\text{post}} \text{Enc}(c, x) + b_{a,i}^{\text{post}}), \quad i = 1, \ldots, n,
\]

where \( H_{a}^{\text{post}} \) and \( b_{a}^{\text{post}} \) are parameters.

5 Variational Text Modeling

We now introduce two classes of VAEs. The models are extended by incorporating the Gaussian and piecewise latent variable parametrizations.

5.1 Document Model

The neural variational document model (NVDM) model has previously been proposed for document modeling (Mnih and Gregor, 2014; Miao et al., 2016), where the latent variables are Gaussian. Since the original NVDM uses Gaussian latent variables, we will refer to it as G-NVDM. We propose two novel models building on G-NVDM. The first model we propose uses piecewise constant latent variables instead of Gaussian latent variables.
We refer to this model as P-NVDM. The second model we propose uses a combination of Gaussian and piecewise constant latent variables. The models sample the Gaussian and piecewise constant latent variables independently and then concatenates them together into one vector. We refer to this model as H-NVDM.

Let $V$ be the vocabulary of document words. Let $W$ represent a document matrix, where row $w_i$ is the 1-of-$|V|$ binary encoding of the $i$th word in the document. Each model has an encoder component $\text{Enc}(W)$, which compresses a document vector into a continuous distributed representation upon which the approximate posterior is built. For document modeling, word order information is not taken into account and no additional conditioning information is available. Therefore, each model uses a bag-of-words encoder, defined as a multi-layer perceptron (MLP) $\text{Enc}(x) = \text{Enc}(x)$. Based on preliminary experiments, we choose the encoder to be a two-layered MLP with parametrized rectified linear activation functions (we omit these parameters for simplicity). For the approximate posterior, each model has the parameter matrix $W^\text{post}$ and vectors $b^\text{post}$ for the piecewise latent variables, and the parameter matrices $W^\mu, W^\Sigma$ and vectors $b^\mu, b^\Sigma$ for the Gaussian means and variances. For the prior, each model has parameter vector $b^\text{prior}$ for the piecewise latent variables, and vectors $b^\mu\text{prior}, b^\Sigma\text{prior}$ for the Gaussian means and variances. We initialize the bias parameters to zero in order to start with centered Gaussian and piecewise constant priors. The encoder will adapt these priors as learning progresses, using the gating mechanism to turn on/off latent dimensions.

Let $z$ be the vector of latent variables sampled according to the approximate posterior distribution. Given $z$, the decoder $\text{Dec}(w, z)$ outputs a distribution over words in the document:

$$\text{Dec}(w, z) = \frac{\exp \left( -w^T R z + b_w \right)}{\sum_{w'} \exp \left( -w'^T R z + b_{w'} \right)},$$

where $R$ is a parameter matrix and $b$ is a parameter vector corresponding to the bias for each word to be learned. This output probability distribution is combined with the KL divergences to compute the lower-bound in eq. (1). See Appendix C.

Our baseline model G-NVDM is an improvement over the original NVDM proposed by Mnih and Gregor (2014) and Miao et al. (2016). We learn the prior mean and variance, while these were fixed to a standard Gaussian in previous work. This increases the flexibility of the model and makes optimization easier. In addition, we use a gating mechanism for the approximate posterior of the Gaussian variables. This gating mechanism allows the model to turn off latent variable (i.e. fix the approximate posterior to equal the prior for specific latent variables) when computing the final posterior parameters. Furthermore, Miao et al. (2016) alternated between optimizing the approximate posterior parameters and the generative model parameters, while we optimize all parameters simultaneously.

### 5.2 Dialogue Model

The variational hierarchical recurrent encoder-decoder (VHRED) model has previously been proposed for dialogue modeling and natural language generation (Serban et al., 2017b, 2016a). The model decomposes dialogues using a two-level hierarchy: sequences of utterances (e.g. sentences), and sub-sequences of tokens (e.g. words). Let $w_n$ be the $n$'th utterance in a dialogue with $N$ utterances. Let $w_{n,m}$ be the $m$'th word in the $n$'th utterance from vocabulary $V$ given as a 1-of-$|V|$ binary encoding. Let $M_n$ be the number of words in the $n$'th utterance. For each utterance $n = 1, \ldots, N$, the model generates a latent variable $z_n$. Conditioned on this latent variable, the model then generates the next utterance:

$$P_\theta(w_1, z_1, \ldots, w_N, z_N) = \prod_{n=1}^{N} P_\theta(z_n | w_{<n}) \times \prod_{m=1}^{M_n} P_\theta(w_{n,m} | w_{n,<m}, w_{<n}, z_n),$$

where $\theta$ are the model parameters. VHRED consists of three RNN modules: an encoder RNN, a context RNN and a decoder RNN. The encoder RNN computes an embedding for each utterance. This embedding is fed into the context RNN, which computes a hidden state summarizing the dialogue context before utterance $n$: $h_{n-1}^{\text{con}}$. This state represents the additional conditioning information, which is used to compute the prior distribution over $z_n$:

$$P_\theta(z_n | w_{<n}) = f_{\theta}^{\text{prior}}(z_n; h_{n-1}^{\text{con}}),$$

where $f_{\theta}^{\text{prior}}$ is a PDF parametrized by both $\theta$ and $h_{n-1}^{\text{con}}$. A sample is drawn from this distribution: $z_n \sim P_\theta(z_n | w_{<n})$. This sample is given as input
to the decoder RNN, which then computes the output probabilities of the words in the next utterance. The model is trained by maximizing the variational lower-bound, which factorizes into independent terms for each sub-sequence (utterance):

\[
\log P_\theta(w_1, \ldots, w_N) \geq \sum_{n=1}^{N} -KL(Q_\psi(z_n | w_1, \ldots, w_n) || P_\theta(z_n | w_{<n})] + \mathbb{E}_{Q_\psi(z_n | w_1, \ldots, w_n)} [\log P_\theta(w_n | z_n, w_{<n})],
\]

where distribution \(Q_\psi\) is the approximate posterior distribution with parameters \(\psi\), computed similarly as the prior distribution but further conditioned on the encoder RNN hidden state of the next utterance.

The original VHRED model (Serban et al., 2017b) used Gaussian latent variables. We refer to this model as \(G-VHRED\). The first model we propose uses piecewise constant latent variables instead of Gaussian latent variables. We refer to this model as \(P-VHRED\). The second model we propose takes advantage of the representation power of both Gaussian and piecewise constant latent variables. This model samples both a Gaussian latent variable \(z_{n,\text{gaussian}}\) and a piecewise latent variable \(z_{n,\text{piecewise}}\) independently conditioned on the context RNN hidden state:

\[
P_\theta(z_{n,\text{gaussian}} | w_{<n}) = f_{\text{prior, gaussian}}(z_{n,\text{gaussian}}; h_{n-1}),
\]

\[
P_\theta(z_{n,\text{piecewise}} | w_{<n}) = f_{\text{prior, piecewise}}(z_{n,\text{piecewise}}; h_{n-1}),
\]

where \(f_{\text{prior, gaussian}}\) and \(f_{\text{prior, piecewise}}\) are PDFs parametrized by independent subsets of parameters \(\theta\). We refer to this model as \(H-VHRED\).

6 Experiments

We evaluate the proposed models on two types of natural language processing tasks: document modeling and dialogue natural language generation. All models are trained with back-propagation using the variational lower-bound on the log-likelihood or the exact log-likelihood. We use the first-order gradient descent optimizer Adam (Kingma and Ba, 2015) with gradient clipping (Pascual et al., 2012)\(^1\)

<table>
<thead>
<tr>
<th>Model</th>
<th>20-NG</th>
<th>RCV1</th>
<th>CADE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>1058</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>docNADE</td>
<td>896</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NVDM</td>
<td>836</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G-NVDM</td>
<td>651</td>
<td>905</td>
<td>339</td>
</tr>
<tr>
<td>H-NVDM-3</td>
<td>607</td>
<td>865</td>
<td>258</td>
</tr>
<tr>
<td>H-NVDM-5</td>
<td>566</td>
<td>833</td>
<td>294</td>
</tr>
</tbody>
</table>

Table 1: Test perplexities on three document modeling tasks: 20-NewGroup (20-NG), Reuters corpus (RCV1) and CADE12 (CADE). Perplexities were calculated using 10 samples to estimate the variational lower-bound. The \(H-NVDM\) models perform best across all three datasets.

6.1 Document Modeling

Tasks We use three different datasets for document modeling experiments. First, we use the 20 News-Groups (20-NG) dataset (Hinton and Salakhutdinov, 2009). Second, we use the Reuters corpus (RCV1-V2), using a version that contained a selected 5,000 term vocabulary. As in previous work (Hinton and Salakhutdinov, 2009; Larochelle and Lauly, 2012), we transform the original word frequencies using the equation \(\log(1 + TF)\), where TF is the original word frequency. Third, to test our document models on text from a non-English language, we use the Brazilian Portuguese CADE12 dataset (Cardoso-Cachopo, 2007). For all datasets, we track the validation bound on a subset of 100 vectors randomly drawn from each training corpus.

Training All models were trained using minibatches with 100 examples each. A learning rate of 0.002 was used. Model selection and early stopping were conducted using the validation lower-bound, estimated using five stochastic samples per validation example. Inference networks used 100 units in each hidden layer for 20-NG and CADE, and 100 for RCV1. We experimented with both 50 and 100 latent random variables for each class of models, and found that 50 latent variables performed best on the validation set. For \(H-NVDM\) we vary the number of components used in the PDF, investigating the effect that 3 and 5 pieces had on the final quality of the model. The number

of hidden units was chosen via preliminary experimentation with smaller models. On 20-NG, we use the same set-up as (Hinton and Salakhutdinov, 2009) and therefore report the perplexities of a topic model (LDA, (Hinton and Salakhutdinov, 2009)), the document neural auto-regressive estimator (docNADE, (Larochelle and Lauly, 2012)), and a neural variational document model with a fixed standard Gaussian prior (NVDM, lowest reported perplexity, (Miao et al., 2016)).

**Results** In Table 1, we report the test document perplexity: $\exp(-\frac{1}{T} \sum_{n=1}^{T} \log P_{\theta}(x_n))$. We use the variational lower-bound as an approximation based on 10 samples, as was done in (Mnih and Gregor, 2014). First, we note that the best baseline model (i.e. the NVDM) is more competitive when both the prior and posterior models are learnt together (i.e. the G-NVDM), as opposed to the fixed prior of (Miao et al., 2016). Next, we observe that integrating our proposed piecewise variables yields even better results in our document modeling experiments, substantially improving over the baselines. More importantly, in the 20-NG and Reuters datasets, increasing the number of pieces from 3 to 5 further reduces perplexity. Thus, we have achieved a new state-of-the-art perplexity on 20 News-Groups task and — to the best of our knowledge – better perplexities on the CADE12 and RCV1 tasks compared to using a state-of-the-art model like the G-NVDM. We also evaluated the converged models using a non-parametric inference procedure, where a separate approximate posterior is learned for each test example in order to tighten the variational lower-bound. H-NVDM also performed best in this evaluation across all three datasets, which confirms that the performance improvement is due to the piecewise components. See appendix for details.

In Table 2, we examine the top ten highest ranked words given the query term “space”, using the decoder parameter matrix. The piecewise variables appear to have a significant effect on what is uncovered by the model.In the case of “space”, the hybrid with 5 pieces seems to value two senses of the word—related to “outer space” (e.g., “sun”, “world”, etc.) and another related to the dimensions of depth, height, and width within which things may exist and move (e.g., “area”, “form”, “scale”, etc.). On the other hand, G-NVDM appears to only capture the “outer space” sense of

<table>
<thead>
<tr>
<th>G-NVDM</th>
<th>H-NVDM-3</th>
<th>H-NVDM-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>environment</td>
<td>project</td>
<td>science</td>
</tr>
<tr>
<td>project</td>
<td>gov</td>
<td>built</td>
</tr>
<tr>
<td>flight</td>
<td>major</td>
<td>high</td>
</tr>
<tr>
<td>lab</td>
<td>based</td>
<td>technology</td>
</tr>
<tr>
<td>mission</td>
<td>earth</td>
<td>world</td>
</tr>
<tr>
<td>launch</td>
<td>include</td>
<td>form</td>
</tr>
<tr>
<td>field</td>
<td>science</td>
<td>scale</td>
</tr>
<tr>
<td>working</td>
<td>nasa</td>
<td>sun</td>
</tr>
<tr>
<td>build</td>
<td>systems</td>
<td>special</td>
</tr>
<tr>
<td>gov</td>
<td>technical</td>
<td>area</td>
</tr>
</tbody>
</table>

Table 2: Word query similarity test on 20 News-Groups: for the query “space”, we retrieve the top 10 nearest words in word embedding space based on Euclidean distance. H-NVDM-5 associates multiple meanings to the query, while G-NVDM only associates the most frequent meaning.
Table 3: Ubuntu evaluation using F1 metrics w.r.t. activities and entities. G-VHRED, P-VHRED and H-VHRED all outperform the baseline HRED. G-VHRED performs best w.r.t. activities and H-VHRED performs best w.r.t. entities.

<table>
<thead>
<tr>
<th>Model</th>
<th>Activity</th>
<th>Entity</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRED</td>
<td>4.77</td>
<td>2.43</td>
</tr>
<tr>
<td>G-VHRED</td>
<td>9.24</td>
<td>2.49</td>
</tr>
<tr>
<td>P-VHRED</td>
<td>5.00</td>
<td>2.49</td>
</tr>
<tr>
<td>H-VHRED</td>
<td>8.41</td>
<td>3.72</td>
</tr>
</tbody>
</table>

6.2 Dialogue Modeling

Task: We evaluate VHRED on a natural language generation task, where the goal is to generate responses in a dialogue. This is a difficult problem, which has been extensively studied in the recent literature (Ritter et al., 2011; Lowe et al., 2015; Sordoni et al., 2015; Li et al., 2016; Serban et al., 2016a,b). Dialogue response generation has recently gained a significant amount of attention from industry, with high-profile projects such as Google SmartReply (Kannan et al., 2016) and Microsoft Xiaoice (Markoff and Mozur, 2015). Even more recently, Amazon has announced the Alexa Prize Challenge for the research community with the goal of developing a natural and engaging chatbot system (Farber, 2016).

We evaluate on the technical support response generation task for the Ubuntu operating system. We use the well-known Ubuntu Dialogue Corpus (Lowe et al., 2015, 2017), which consists of about 1/2 million natural language dialogues extracted from the #Ubuntu Internet Relayed Chat (IRC) channel. The technical problems discussed span a wide range of software-related and hardware-related issues. Given a dialogue history — such as a conversation between a user and a technical support assistant — the model must generate the next appropriate response in the dialogue. For example, when it is the turn of the technical support assistant, the model must generate an appropriate response helping the user resolve their problem.

Table 3: Ubuntu evaluation using F1 metrics w.r.t. activities and entities. G-VHRED, P-VHRED and H-VHRED all outperform the baseline HRED. G-VHRED performs best w.r.t. activities and H-VHRED performs best w.r.t. entities.

We evaluate the models using the activity- and entity-based metrics designed specifically for the Ubuntu domain (Serban et al., 2017a). These metrics compare the activities and entities in the model generated responses with those of the reference responses; activities are verbs referring to high-level actions (e.g. download, install, unzip) and entities are nouns referring to technical objects (e.g. Firefox, GNOME). The more activities and entities a model response overlaps with the reference response (e.g. expert response) the more likely the response will lead to a solution.

Training: The models were trained to maximize the log-likelihood of training examples using a learning rate of 0.0002 and mini-batches of size 80. We use a variant of truncated back-propagation. We terminate the training procedure for each model using early stopping, estimated using one stochastic sample per validation example. We evaluate the models by generating dialogue responses: conditioned on a dialogue context, we fix the model latent variables to their median values and then generate the response using a beam search with size 5. We select model hyper-parameters based on the validation set using the F1 activity metric, as described earlier.

It is often difficult to train generative models for language with stochastic latent variables (Bowman et al., 2015; Serban et al., 2017b). For the latent variable models, we therefore experiment with reweighing the KL divergence terms in the variational lower-bound with values 0.25, 0.50, 0.75 and 1.0. In addition to this, we linearly increase the KL divergence weights starting from zero to their final value over the first 75000 training batches. Finally, we weaken the decoder RNN by randomly replacing words inputted to the decoder RNN with the unknown token with 25% probability. These steps are important for effectively training the models, and the latter two have been used in previous work by Bowman et al. (2015) and Serban et al. (2017b).

HRED (Baseline): We compare to the HRED model (Serban et al., 2016a): a sequence-to-sequence model, shown to outperform other es-
tablished models on this task, such as the LSTM RNN language model (Serban et al., 2017a). The HRED model’s encoder RNN uses a bidirectional GRU RNN encoder, where the forward and backward RNNs each have 1000 hidden units. The context RNN is a GRU encoder with 1000 hidden units, and the decoder RNN is an LSTM decoder with 2000 hidden units. The encoder and context RNNs both use layer normalization (Ba et al., 2016). We also experiment with an additional rectified linear layer applied on the inputs to the decoder RNN. As with other hyper-parameters, we choose whether to include this additional layer based on the validation set performance. HRED, as well as all other models, use a word embedding dimensionality of size 400.

G-HRED: We compare to G-VHRED, which is VHRED with Gaussian latent variables (Serban et al., 2017b). G-VHRED uses the same hyper-parameters for the encoder, context and decoder RNNs as the HRED model. The model has 100 Gaussian latent variables per utterance.

P-HRED: The first model we propose is P-VHRED, which is VHRED model with piecewise constant latent variables. We use $n = 3$ number of pieces for each latent variable. P-VHRED also uses the same hyper parameters for the encoder, context and decoder RNNs as the HRED model. Similar to G-VHRED, P-VHRED has 100 piecewise constant latent variables per utterance.

H-HRED: The second model we propose is H-VHRED, which has 100 piecewise constant (with $n = 3$ pieces per variable) and 100 Gaussian latent variables per utterance. H-VHRED also uses the same hyper-parameters for the encoder, context and decoder RNNs as HRED.

Results: The results are given in Table 3. All latent variable models outperform HRED w.r.t. both activities and entities. This strongly suggests that the high-level concepts represented by the latent variables help generate meaningful, goal-directed responses. Furthermore, each type of latent variable appears to help with a different aspects of the generation task. G-VHRED performs best w.r.t. activities (e.g. download, install and so on), which occur frequently in the dataset.

This suggests that the Gaussian latent variables learn useful latent representations for frequent actions. On the other hand, H-VHRED performs best w.r.t. entities (e.g. Firefox, GNOME), which are often much rarer and mutually exclusive in the dataset. This suggests that the combination of Gaussian and piecewise latent variables help learn useful representations for entities, which could not be learned by Gaussian latent variables alone. We further conducted a qualitative analysis of the model responses, which supports these conclusions. See Appendix G.

7 Conclusions

In this paper, we have sought to learn rich and flexible multi-modal representations of latent variables for complex natural language processing tasks. We have proposed the piecewise constant distribution for the variational autoencoder framework. We have derived closed-form expressions for the necessary quantities required for in the autoencoder framework, and proposed an efficient, differentiable implementation of it. We have incorporated the proposed piecewise constant distribution into two model classes — NVDM and VHRED — and evaluated the proposed models on document modeling and dialogue modeling tasks. We have achieved state-of-the-art results on three document modeling tasks, and have demonstrated substantial improvements on a dialogue modeling task. Overall, the results highlight the benefits of incorporating the flexible, multi-modal piecewise constant distribution into variational autoencoders. Future work should explore other natural language processing tasks, where the data is likely to arise from complex, multi-modal factors.
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2Since training lasted between 1-3 weeks for each model, we had to fix the number of hidden units during preliminary experiments on the training and validation datasets.

3We did not apply layer normalization to the decoder RNN, because several of our colleagues have found that this may hurt the performance of generative language models.

4Results on a Twitter dataset are given in the appendix.
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