Introduction

The First Workshop on Curation and Applications of Parallel and Comparable Corpora (Cupral 2017) took place on Monday, November 27, 2017 in Taipei, Taiwan, immediately preceding the International Conference on Natural Language Processing (IJCNLP 2017).

The focus of our workshop was to explore the multifarious aspects of effective document alignment in multimodal and multilingual context. Most businesses operating across international borders understand the value of localization. In order to make a connection they have to be able to speak the language of their customers. Websites, marketing materials, news and other high-impact elements should all be thoroughly localized, which can mean a combination of computer vision (CV) and text processing in many target languages.

Clearly, techniques of Natural Language Processing (NLP) and Information Retrieval (IR) can be incredibly useful and further their combination with CV can potentially improve state-of-the-art document alignment research. Additionally, the aligned multimodal documents can be seamlessly used to improve the quality of predictive analytics on multi-modal data involving both text and images, e.g. the associated images of news articles may be utilized to help improve the ranks of these articles in a search engine or to translate the article better in a different language.

The workshop aimed to provide a forum for researchers working on related fields to present their results and insights. Our goal was to bring together researchers from diverse fields, such as CV, IR and NLP, who can potentially contribute to improving the quality of multimodal document alignment and its utilization in research and industrial data analytics tasks. The workshop was a starting point for an international platform dedicated to new method and techniques on aligning multimodal and multilingual documents, and exploring the use of such technology in NLP or IR.

Manoj Kumar Chinnakotla from Microsoft gave the invited on “Leveraging Parallel and Comparable Corpora for Multilingual NLP”.

We would like to thank the members of the Program Committee for their timely reviews. We also would like to thank the participants of the workshop for the interesting discussions around our Cupal 2017 topics.
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Abstract

We propose a novel method to bootstrap the construction of parallel corpora for new pairs of structurally different languages. We do so by combining the use of a pivot language and self-training. A pivot language enables the use of existing translation models to bootstrap the alignment and a self-training procedure enables to achieve better alignment, both at the document and sentence level. We also propose several evaluation methods for the resulting alignment.

1 Introduction

A parallel corpus is a pair of texts written in different languages which are translation of each other. Since multilingual publication has become more widespread, there is an increasing amount of such parallel data available. Those are valuable resources for linguistic research and natural language processing applications, such as machine translation. It is also valuable when building cross-lingual information retrieval software. Finding the corresponding documents between two languages is a required step to build a parallel corpus, before more fine-grained alignments (paragraphs and sentences) can be calculated. In some scenarios, multilingual data with identical or considerably similar texts can be found with more than two languages involved. We ask whether a language can help as a pivot when aligning corpora and whether self-training may bring additional improvement of the alignment quality. We see further that both questions can be answered positively.

We propose a novel method to efficiently build better parallel corpora through the combination of pivot language and self-training. This method is especially targeted at aligning structurally different languages. We present a topic-based document alignment algorithm and a length and lexicon-based sentence alignment algorithm. Instead of directly aligning languages with widely different structures and even different writing systems, we make use of a pivot language and translate the other language into this pivot language before performing alignment. Translation can be done with a statistical translation model if previous existing parallel data exist. In our case, we perform a joint alignment and training of a translation model for the Korean-English language pair. We use English as a pivot language. Therefore, Korean sentences are translated into English before getting aligned. That is, we align English and English-translated Korean instead of directly aligning English and Korean. In the end, alignments are restored in the original languages to build a parallel corpus. We also employ a self-trained translation model in which the statistical translation model is reinforced by the newly aligned data.

The contribution of this work is mainly as follows: (1) We use a pivot language to align two languages with different writing systems. (2) We propose a self-training method to be able to produce better parallel corpora. (3) We describe the basic preprocessing scheme for Korean to be able to improve the statistical machine translation results. (4) We also propose several experiments for aligned parallel corpora by providing a standard
evaluation data set for Korean. We hope that the present work will pave the way for further development of machine translation for Korean.

2 Case Study for Crawling Parallel Documents from the Web

When we try to build a good parallel corpus by crawling bilingual (or multilingual) documents from the Web, we may encounter unexpected difficulties. In this section, we show a case study to point out these difficulties in building a parallel corpus for Korean using bilingual documents crawled from the Web. We obtain the bilingual data from the KOREANA website, a quarterly journal published on-line. It offers information on Korean culture, originally written in Korean, along with their translations into several languages. For our small experiments in this case study, we work on web pages written in Korean and their translations into English. We first align documents then sentences. We crawl and prepare 348 Korean and 381 English documents of the time-span (2005-2014). Sentences in (1-4) extracted from a document of the KOREANA site, show the example results of alignment by our proposed method (alignment through translation and self-training) as described in §3.

After aligning documents and sentences, results on Korean-English machine translation do not improve when using the newly produced aligned corpus. Actually, even though they present relatively good quality of document and sentence alignments, we notice that all English sentences do not exactly correspond to Korean sentences, but are rather loose translation of them or even involve substantial rewriting. Mismatches of the words in the aligned sentences are represented in gray. We also estimate their correctness of translation by a ratio which we simply calculate based on the number of correctly translated words into English and the number of correctly translated words from Korean as follows:

\[
\text{Correctness of translation} = \frac{\# \text{ of correctly translated words}}{\text{Total \# of words}} \quad (1)
\]

where \# are the number of words in Korean and English. Such mismatches in the aligned corpus will generate in bad quality of the translation model. We estimate that over half of English sentences are not exactly translated from Korean.

\[\text{http://www.koreana.or.kr}\]

<table>
<thead>
<tr>
<th>description</th>
<th>notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ko corpus</td>
<td>(C_k)</td>
</tr>
<tr>
<td>EN translated Ko corpus</td>
<td>(C_{k'})</td>
</tr>
<tr>
<td>EN corpus</td>
<td>(C_e)</td>
</tr>
<tr>
<td>Bilingual Ko-EN</td>
<td>(BC_{\text{KO-EN}}^i)</td>
</tr>
<tr>
<td>KoEN MT system</td>
<td>(MT(\sum_i BC_{\text{KO-EN}}^i))</td>
</tr>
</tbody>
</table>

Table 1: Notations for the Bilingual Setting

Therefore, even though we can align correctly such a corpus at the sentence level, we may not obtain good quality of the translation model. Actually, many sites which provide bilingual (or multilingual) language services, especially translated from Korean into other language, show similar characteristics. We consider that they are rather comparable corpora and it would be difficult to expect good quality of sentence-aligned data from these sites. Working on comparable corpora is beyond the scope of this paper.

3 Proposed Method

Notations for this self-training setting are described in Table 1.

3.1 Document alignment

For the document alignment task, we make the hypothesis that some topics are similar or even identical between the original and its translations. We can therefore make use of a topic model to find the similarity between two documents. Probabilistic topic models enable to discover the thematic structure of a large collection of documents. It provides a latent topic representation of the corpus. Latent Dirichlet Allocation (LDA) is one of the most used type of topic models (Blei et al., 2003). In LDA, a document may be viewed as a mixture of topics and represented as a vector. This enables the comparison of document topics in a vector space.

The cosine similarity measure is applied to two latent vectors of documents in different languages. Let \(\text{similarity}(d_{L_1}, d_{L_2})\) the cosine similarity between two documents in two different languages \(L_1\) and \(L_2\). This cosine similarity is calculated as follows:

\[
\text{similarity}(d_{L_1}, d_{L_2}) = \frac{V_{d_{L_1}} \cdot V_{d_{L_2}}}{\|V_{d_{L_1}}\| \|V_{d_{L_2}}\|} \quad (2)
\]

where two word vectors of \(V_{d_{L_1}}\) and \(V_{d_{L_2}}\) are from two documents in \(L_1\) and \(L_2\) languages. Instead of
a. 그러나 경복궁에는 조선 창업의 뜻이 담겨 있으며, 500여 년 동안 조선을 상징하는 장소로 인식되었다.

b. Still, Gyeongbokgung does embody the spirit of the Joseon founders and for some 500 years has stood as an enduring symbol of the Joseon dynasty. (97.01%)

(2) a. 그러한 경복궁에 일본 식민지 통치를 위한 중추 기관인 조선총독부 신청사를 건설한 것은 지독히 폭력적인 방법이었다.

b. Since Korea’s liberation in 1945, there had been calls for the removal of the government general’s building, which served as a painful reminder of Japan’s colonial rule. (64.47%)

(3) a. 1990년대 조선총독부 건물을 허물어내고 경복궁을 복원하기 시작한 것은 사실 매우 논란의 여지가 있는 작업이다.

b. But upon the demolition of this building in the early 1990s, which enabled the Gyeongbokgung restoration project to get underway, even this was not free of its own controversy. (63.51%)

(4) a. 그러나 이러한 기억 투영이 식민지 시기를 멀춰내고자 하는 사회적 요구에 의한 것이라는 점도 부인할 수는 없다.

b. In any case, no one can dispute the value of restoring Gyeongbokgung to its former glory and magnificence. (18.75%)

Figure 1: Examples of topic models in English and translated Korean

Using all words in the document, we build these vectors from the topic models described above. Given a document in Korean and English, we translate them into English using the trained statistical translation models. We know that original Korean and English topic models do not directly share their elements in a vector space. However, translated Korean and English data by $MT^0$ show increasingly similar topic models and they become visibly related to each other. This situation improved further after self-training by $MT^1$ (See Figure 1). Measuring such similarity is hardly possible without using a pivot language or translated resources (Wu and Wang, 2007, 2009).²

3.2 Sentence alignment

Sentence alignment has been well-studied in the early 1990s (Brown et al., 1991; Chen, 1993; Gale and Church, 1993; Kay and Roscheisen, 1993). However, development of machine translation re-

²See Zhang et al. (2017), as an exception.
of the source text using an existing bilingual dictionary. It seems natural that a translation model should be of precious help to align languages with different writing systems.

In this paper, we extend the length-based Gale and Church sentence alignment algorithm. The proposed algorithm is detailed in Hong (2013). Let \( D(i, j) \) be the minimum distance. This is computed by minimizing operations as defined in Gale and Church (1993). We use the distance function \( d \) with six arguments \( s_1, t_1, s_2, t_2, s_3, t_3 \) instead of first four arguments. This is to extend to grouping up to three sentences, instead of two. Semantics of calculating \( d(\cdot) \) is described in Figure 2. For example, \( d(s_1, t_1; s_2, t_2; s_3, t_3) \) designates the cost of merging \( s_1, s_2, s_3 \) and matching with \( t_1, t_2, t_3 \). \( \lambda_1 = 0.04, \lambda_2 = 0.21, \lambda_3 = 0.75 \) are empirically estimated from the existing English-Korean parallel corpus, where \( \sum_1 \lambda_i = 1 \).

3.3 Self-training method

We use a translation model learned from a previous alignment to produce an improved alignment at both document and sentence levels. This kind of practice is often called self-training (McClosky et al., 2006), self-taught learning (Raina et al., 2007), and lightly-supervised training (Schwenk, 2008). We assume that the initial, baseline translation models are trained with “out-domain” corpus, while the self-trained models are trained with “in-domain” corpus. Self-training therefore performs domain-adaptation that is beneficial to the quality of the final alignments.

At first, we translate Korean \( (C_k) \) into English \( (C_{k'}^0) \) using the machine translation (MT) system trained with the pre-existing Korean-English bilingual corpus, as noted by \( MT(BC_{KoEn}^0) \). Then, we align documents and sentences to produce the parallel text for translated Korean and English. By restoring the original Korean sentences from translated Korean \( (C_{k'}^0) \) we build a new parallel corpus \( BC_{KoEn}^1 \). From here, we can train a new MT system by adding the newly aligned bilingual corpus \( MT(BC_{KoEn}^0 + BC_{KoEn}^1) \) and re-translate Korean into English to build a self-trained \( BC_{KoEn}^2 \). This procedure can be summarized as follows:

1. Build a translation model using the existing parallel corpus \( MT(BC_{KoEn}^0) \).
2. Translate Korean \( C_k \) into English \( C_{k'}^0 \) using \( MT(BC_{KoEn}^0) \).
3. Align \( C_{k'}^0 \) and \( C_e \).
4. Restore \( C_{k'}^0 \) to Korean and create a new parallel corpus \( BC_{KoEn}^1 \).
5. Build a new translation model by adding the newly aligned parallel corpus \( MT(BC_{KoEn}^0 + BC_{KoEn}^1) \).
6. Repeat from (2) to (4) to create a self-trained parallel corpus \( BC_{KoEn}^2 \).

Through self-training, we can improve the translation quality for \( C_{k'}^1 \) and finally obtain better alignment results. Therefore, \( C_{k'}^1 \) (translation by \( MT(\sum_i BC_{KoEn}^1) \)) and \( BC_{KoEn}^1 \) are the corpora produced during self-training where \( i = 0, 1 \).

Figure 3 shows examples of English-Korean self-training. It shows their intermediate translation for original Korean sentences by the initial translation model and self-trained translation model. It is clear that the self-trained translation model is reinforced by the previously aligned corpus in which it provides more context-proper translation.

4 Experiments and Results

In this section, we detail our experiments and present our alignment results obtained through machine translation and self-training\(^3\).

4.1 Data and systems

We experiment on a corpus extracted through web crawling. The corpus consists of news-wire articles from the Dong-a Ilbo website (literally ‘East Asia Daily’). We obtained articles published during 2010 and 2011. It amounts to 3,249 documents for both Korean and English, containing 47,069 and 46,998 sentences respectively.

As far as non-linguistic preprocessing is concerned, we perform corpus cleaning using simple regular expressions after detecting text bodies. Since most contemporary HTML documents are created and edited by an HTML-specialized editor, we can easily detect the beginning and the end of text bodies in the document. Then, we can use the following regular expression to remove remaining HTML tags: cat filename | sed "s/<\[\^]*>//g". We empirically found that

\(^3\) All obtained aligned data including source data (non-aligned original data) are made publicly available for further research.
\[
D(i, j) = \min \begin{cases} 
D(i, j - 1) + d(0, t_j; 0, 0, 0, 0) \\
D(i - 1, j) + d(s_i, 0; 0, 0, 0, 0) \\
D(i - 1, j - 1) + d(s_i, t_j; 0, 0, 0, 0) \\
D(i - 1, j - 2) + d(s_i, t_{j-1}; 0, 0, 0, 0) \\
D(i - 2, j - 1) + d(s_i, t_j; s_{j-1}; 0, 0, 0) \\
D(i - 2, j - 2) + d(s_i, t_j; s_{j-1}; t_{j-1}; 0, 0, 0) \\
D(i - 1, j - 3) + d(s_i, t_{j-1}; 0, 0, 0, 0, t_j) \\
D(i - 3, j - 1) + d(s_i, t_j; s_{j-1}; 0, s_{j-2}, 0) \\
D(i - 2, j - 3) + d(s_i, t_j; s_{j-1}; t_{j-1}; 0, t_j) \\
D(i - 3, j - 2) + d(s_i, t_{j-1}; s_{j-2}, 0, 0) \\
D(i - 3, j - 3) + d(s_i, t_j; s_{j-1}; t_{j-1}; s_{j-2}, t_{j-2}) 
\end{cases}
\]

d(s_1, t_1; s_2, t_2; s_3, t_3) = \lambda_1 \log_2 \text{Prob}(\text{match}) + \lambda_2 + \lambda_3 \cos(s_1 + s_2 + s_3, t_1 + t_2 + t_3)

Figure 2: Minimum distance

(a) Original Korean sentences

The Cultural restored Kwanghwamun’s happened 계막식 Gwanghwamun, and released clockwise to watch the 15 days to citizens of 종일 a day.

Earlier in the day, Seoul’s 광화문성장 65 anniversary of Liberation Day Changchung Gymnasium for after clockwise to Gyeongbok into and citizens.

The 경복궁관리소 clockwise to find the 10 million people.

(b) Translation from Korean into English by the initial MT model (MT^0)

The Cultural Heritage Administration laser-based traditional gate of a plate-hanging ceremony Sunday morning to the public 15 Gwanghwamun on to citizens of the Yeongyang.

At Gwanghwamun Plaza, the 65th Liberation Day after the gate into Gyeongbok Palace, and citizens.

The palace’s management office under the the gate 10 million people 201,800 said.

(c) Translation after self-training (MT^1)

People flock to the restored gate of Gwanghwamun on Liberation Day Sunday.

The royal palace gate was opened to the public after a plate-hanging ceremony in the morning.

After a ceremony for the 65th Liberation Day at Gwanghwamun Plaza, people pass the traditional gate to enter Gyeongbok Palace.

The palace’s office said more than 100,000 people visited the gate.

(d) Original English sentences

Figure 3: Examples of self-training
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the proposed regular expression followed by manual detection of text bodies performs better than that the use of specific web page cleaning tools. This is especially true for web pages of Dong-a Ilbo, which require only one iteration of manual tagging, we can easily detect body parts which have the same structures for all documents. However, our method can be generalized by using such tools in future research.

After extracting text parts, sentence boundaries are detected using the ESPRESSO\(^4\) POS tagger for Korean and SPLITTA\(^5\) described in Gillick (2009)\(^5\) for English. We use these sentence segmented documents for document and sentence alignments. Then, we tokenize sentences using different methods depending on the language. As described before, we use the POS tagging system to tokenize Korean sentences and during the sentence segmentation task, tokenization is also performed. We use MOSES’s tokenization script for English sentences. We also change the case of letters based on true case models for English.

For document alignment, we use LDA implemented in MALLET\(^6\) to extract topic models. We convert the topics of each document into a single vector. We measure cosine similarity between two documents in different languages. Since we are working on English and English-translated Korean, we don’t need polylingual topic models. For sentence alignment, we use a sentence alignment tool based on Hong (2013), which extends the algorithm of Gale and Church (1993). This sentence aligner enables the alignment of translated sentences and to restoration of original sentences based on sentence positions.

For Korean-English translation, we build the initial phrase-based statistical machine translation system using Korean parallel data that we previously collected from several bilingual Korean newswire sites. We do so with the Moses (Koehn et al., 2007) toolkit.\(^7\) For alignment, we limit sentence length to 80 and use GIZA++ (Och and Ney, 2003). We use the SRILM (Stolcke, 2002) toolkit with Chen and Goodman’s modified Kneser-Ney discounting for 5-grams for language model estimation. We also use grow-diag-final-and and msd-bidirectional-fe heuristics.\(^8\) Finally, we use minimum error rate training (MERT) (Och, 2003) to tune the weights of the log-linear model.

### 4.2 Results on document alignment

For the evaluation of document alignment, we use the name of documents as gold standard. Since the name of documents are identical for the Korean-English paired documents, for example 20101003K for Korean and 20101003E, we use this information as gold reference. Results on document alignment presented in this section are purely based on our proposed method that makes use of a topic model without referring to the name of documents. We evaluate our proposed methods using standard precision and recall as follows:

\[
\text{Precision} = \frac{\# \text{ of correctly paired documents}}{\# \text{ of produced alignment by threshold}}
\]

\[
\text{Recall} = \frac{\# \text{ of correctly paired documents}}{\# \text{ of total paired documents}}
\]

We report F\(_1\) score based on precision and recall (\(\frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}\)). Table 2 shows results on document alignment. We denote \(MT^0\) for \(MT(BC_{KoEN}^0)\) and \(MT^1\) for \(MT(BC_{KoEN}^0 + BC_{KoEN}^1)\) for convenience’ sake. We introduce a threshold \(\theta \geq 0.5\) of similarity for document alignment. Empirically we found that the recall drops if the threshold is set too high. For example, obtaining a precision of 1 comes with a drop in recall of 25% from \(\theta \geq 0.7\) to \(\geq 0.8\). By using the proposed method, we obtain up to 99.84% F1 score.

### 4.3 Results on sentence alignment

To evaluate sentence alignment, we manually align sentences to build a gold standard. We se-

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
 & \(MT^0\) & \(MT^1\) \\
\hline
precision & - & 0.9701 & 0.9987 \\
recall & - & 0.9408 & 0.9981 \\
F\(_1\) & - & 0.9552 & 0.9984 \\
\hline
\end{tabular}
\caption{Results on document alignment}
\end{table}

---

\(^4\)https://doi.org/10.5281/zenodo.884606
\(^5\)https://code.google.com/p/splitta
\(^6\)http://mallet.cs.umass.edu
\(^7\)While we tested with a neural MT (NMT) system (Klein et al., 2017), the proposed method by SMT outperformed results from state-of-the-art NMT, most likely because of the small size of parallel data. We leave for future work the comparison of performance/results between statistical and neural systems with a bigger English-Korean bitext.

\(^8\)http://www.statmt.org/moses/?n=Moses.Baseline for more details.
Table 3: Size of sentence alignment: (sent) for the number of sentences and (tok) for tokens in the English-side corpus.

<table>
<thead>
<tr>
<th></th>
<th>Korean</th>
<th>MT₀</th>
<th>MT¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>sent</td>
<td>37,333</td>
<td>39,209</td>
<td>38,802</td>
</tr>
<tr>
<td>tok</td>
<td>1,193,514</td>
<td>1,193,509</td>
<td>1,193,507</td>
</tr>
</tbody>
</table>

Table 4: Results on sentence alignment

<table>
<thead>
<tr>
<th></th>
<th>MT₀</th>
<th>MT¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.4943</td>
<td>0.5547</td>
</tr>
<tr>
<td>R</td>
<td>0.5385</td>
<td>0.5874</td>
</tr>
<tr>
<td>F₁</td>
<td>0.5154</td>
<td>0.5705</td>
</tr>
</tbody>
</table>

Table 3 shows the size and results on sentence alignment. We report overall precision, recall and F₁ scores. We provide results on sentence alignment without translation in which sentence alignment is based on sentence length only (Korean). MT₀ is for alignment by translation and MT¹ is for alignment by self-training. Table 5 present results for each bid by MT¹ and their occurrences in the evaluation data. Bids represent Korean:English. We found that many Korean sentences are not translated into English and the proposed sentence alignment method can correctly detect them. Some errors occur in 1:1 bids because the alignment method have a tendency to merge adjacent sentences, it can show better results in higher bids such as n : m where n, m > 1.

Finally, we perform an extrinsic evaluation of alignment quality by evaluating a machine translation system. We train with the newly aligned corpus and evaluate the translation model using the JHE evaluation data (Junior High English evaluation data for Korean-English machine translation) and the Korean-English News parallel corpus.

The direction of translation is Korean into English. Table 6 shows results using the translation quality metric BLEU (Papineni et al., 2002)¹¹.

5 Discussion on the Proposed Method

In this section, we first discuss the generalization of our proposed method, so that it does not get limited to the current bilingual setting. In the multilingual setting, we assume that we aim at aligning the source language and any other target language. We assume that there is a pivot language. Notations for this trilingual setting are described in Table 7. We use some analogy that we described for the bilingual setting in Table 1, such as Cₖ for the source language corpus (e.g. Korean), Cₑ for the pivot language (English), and in addition C₇ for the target language corpus (say, French).

Let k and f be Korean and French, respectively. English is a pivot language. We can use the result from the bilingual setting for the Korean to English translation to translate Korean into English. Then, we translate French into English using a MT system trained with a pre-existing French-English bilingual corpus. Finally, we align documents and sentences using English translated Korean-French documents to produce the parallel corpus by restoring the original Korean and French sentences. In the trilingual setting, we can also align French and English to improve the translation quality from French into English by providing a self-trained aligned corpus as we perform for Korean-English alignment. This procedure can be summarized as follows:

1. Create a self-trained parallel corpus BC₀⁻¹ᵏₑ using the bilingual setting and build a translation model MT₀⁻¹ᵏₑ.

2. Translate Korean Cₖ into English Cₖₑ using MT₀⁻¹ᵏₑ.

3. Build a translation model using the existing parallel corpus MT(BC₀⁻¹ᵏₑ).

4. Translate French C₇ into English C₀⁻¹ₗₑ using MT(BC₀⁻¹ₗₑ).

5. Align Cₖₑ and C₀⁻¹ₗₑ.

6. Restore Cₖₑ and and C₀⁻¹ₗₑ to Korean and create a new parallel corpus BC₁⁻¹ᵏₑ.

¹¹ftp://jaguar.ncsl.nist.gov/mt/resources/mteval-v13a-20091001.tar.gz
7. Align $C_{f'}$ and $C_c$.

8. Restore $C_{f'}^0$ to French and create a new parallel corpus $BC_{FE}^{1'}$.

9. Build a new translation model by adding the newly aligned parallel corpus $MT(BC_{FE}^{0'} + BC_{FE}^{1'})$.

10. Repeat from (3) to (9) to create a self-trained parallel corpus $BC_{KF}^{i}$.

Through self-training, we can improve the translation quality for $C_{f'}$ by using the self-trained French-English parallel corpus $BC_{FE}^{i}$. Finally, we obtain better alignment results between Korean and French thanks to the better translation $C_{f'}$. Practically, it would be difficult to apply the proposed generalized method to real data because of the lack of proper multilingual data for Korean. We are aware that there are some multilingual data for Korean such as technical documents and movie/tv-show subtitles (Some of them are already available at OPUS). According to our previous experience, these types of corpora are relatively easy to align because they may contain lexical cues (technical terms) or time stamps (subtitles).

### 6 Conclusion and Future Perspectives

We explored the possibility of using a pivot language for the purpose of aligning two dissimilar languages. Results show that alignment as evaluated directly by document and sentence alignments or indirectly by translation quality (BLEU), is improved as compared with directly aligning those two languages. Applying the generalized method for other language pairs such as Greek-English in the Europarl parallel corpus, in which multilingual parallel data are available and Greek does not share the same writing system with other European languages, can be considered as future work. In addition to using the pivot language, we also built a better parallel corpus using self-trained translation models. For immediate future work, we continue to identify suitable bilingual/multilingual web sites to collect more parallel data for Korean.
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<table>
<thead>
<tr>
<th>Description</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source language corpus</td>
<td>$C_k$</td>
</tr>
<tr>
<td>Pivot language translated source language corpus</td>
<td>$C_{k'}$, where $0 \leq i &lt; n$</td>
</tr>
<tr>
<td>Target language corpus</td>
<td>$C_f$</td>
</tr>
<tr>
<td>Pivot language translated target language corpus</td>
<td>$C_{f'}$, where $0 \leq i &lt; n$</td>
</tr>
<tr>
<td>Pivot language corpus</td>
<td>$C_k$</td>
</tr>
<tr>
<td>Bilingual Source-Pivot corpus</td>
<td>$BC_{K'E}^i$, where $0 \leq i \leq n$</td>
</tr>
<tr>
<td>Bilingual Target-Pivot corpus</td>
<td>$BC_{FE}^i$, where $0 \leq i \leq n$</td>
</tr>
<tr>
<td>Bilingual Source-Target corpus</td>
<td>$BC_{KF}^i$, where $0 &lt; i \leq n$</td>
</tr>
<tr>
<td>Source-Pivot MT system</td>
<td>$MT(\sum_i BC_{K'E}^i)$</td>
</tr>
<tr>
<td>Target-Pivot MT system</td>
<td>$MT(\sum_i BC_{FE}^i)$</td>
</tr>
</tbody>
</table>

Table 7: Notations for the Multilingual Setting
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Abstract

Integrating Natural Language Processing (NLP) and computer vision is a promising effort. However, the applicability of these methods directly depends on the availability of a specific multimodal data that includes images and texts. In this paper, we present a collection of a Multimodal corpus of comparable document and their images in 9 languages from the web news articles of Euronews website. This corpus has found widespread use in the NLP community in Multilingual and multimodal tasks. Here, we focus on its acquisition of the images and text data and their multilingual alignment.

1 Introduction

Although many Natural Language Processing (NLP) applications can be developed by using existing corpora, there are many areas where NLP could be useful if there was a suitable corpus available. For example, Multimodal Machine Translation and Crosslingual Image Description Generation tasks are becoming interested in developing methods that can use not only the texts but also their relations with images. Such information can neither be obtained from standard computer vision data sets such as the COREL collection nor from NLP collections such as Europarl (Koehn, 2005). Similarly, although the image near a text article on a website may provide cues about finding more monolingual and multilingual comparable documents and information on the same topic of the article. We therefore set out to collect a corpus of images aligned with simple full-sentence texts in different languages.

This paper describes our experiences with acquiring and aligning multimodal data. Although we did not set out to run a scientific experiment comparing different strategies of how to collect images and texts, our experience points towards certain recommendations for how to collect data for computer vision and NLP domains from news websites such Euronews.

2 Building Multimodal and Multilingual Corpus

The construction of a multilingual corpus for the use in a NLP application typically takes five steps:

(i) obtain the raw data (e.g., web pages)
(ii) align the articles (document alignment)
(iii) extract the texts
(iv) prepare the corpus for NLP applications (normalisation, tokenisation)
(v) map sentences/phrases in one language sentences in the other language (parallel data extraction) In the following, we will describe in detail the acquisition of the Euronews corpus from the website of Euronews.

In this work, data is extracted from the available news (image and text modalities) on the Euronews website. Figure 1 shows an example of multimodal comparable data coming from the Euronews website. An image source of a political news item and its text version – both in English and other languages.
- are available along with the equivalent news in French (image and text modalities). These documents can be used to extract comparable documents and parallel data.

Euronews web site clusters news into several categories including languages and sub-domains (e.g. Sport, Politics, etc.). Table 2 shows the statistics of our MMEuronews corpus created from news article data from 2013, 2014 and 2105 in 9 languages including: fr(French), ar(Arabic), en(English), de(German), es(Spanish), it(Italian), tr(Turkish), ua(Ukrainian), and pt(Portuguese).

3 Aligning Comparable documents

3.1 Basic Idea

We propose an extension of the method described in (Sennrich and Volk, 2010) to align our corpus. The basic system architecture is described in Figure 2. We begin by removing the documents that have very little contents in order to reduce the total number of all possible comparisons. Such documents are very rarely considered as candidates for being comparable document because they consist of only few sentences or words and it is observed that in the reference for training data provided, these kind of documents are not included in the reference set. Subsequently, we introduced three methods as follows: (i) sentence-level scoring, (ii) word-level scoring, and (iii) named entity (NE)-based scoring.

Finally we added these three scores to select the 1-best target document which has the highest value.
Table 1: Size of the Euronews transcribed English audio corpus and English-French texts.

<table>
<thead>
<tr>
<th>Language</th>
<th>en</th>
<th>fr</th>
<th>ar</th>
<th>de</th>
<th>es</th>
<th>it</th>
<th>pt</th>
<th>tr</th>
<th>ua</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td># Articles</td>
<td>40421</td>
<td>39663</td>
<td>36836</td>
<td>37293</td>
<td>37218</td>
<td>36970</td>
<td>36854</td>
<td>37291</td>
<td>37021</td>
<td>339 567</td>
</tr>
</tbody>
</table>

3.2 Sentence based scoring

Since there are a large number of source and target documents especially in the domains with with a large amount of documents, we have to restrict the comparison process only to the source-target document pairs that have close sentence-length ratio. Otherwise they are very less likely to be comparable documents. It is necessary since comparing each source with each target document would result in an undesirably large number of comparisons \((m \times n)\), with \(m\) and \(n\) being the total number of source and target documents, respectively in a specific domain) and therefore very long time for the whole computation even for a single domain. Let us assume that \(S_s\) and \(S_t\) are number of sentences in source and target document respectively. Assuming this we follow very simple formula to calculate source-target sentence-length ratio \((S_{LR})\) as follows:

\[
S_{LR} = \frac{\min(S_s, S_t)}{\max(S_s, S_t)}
\]

We construct this equation in order to confine the value between 0 and 1 which implies that if either of source and target document has no sentences, \(S_{LR}\) will be 0 and 1 if they have same number of sentences. Therefore, a value of 1 or even very close to it has positive indication towards being comparable but this is not the only requirement as there are many documents with same or nearly same number of sentences. Due to this reason, we consider word and NE-based scorings in sections 3.4 and 3.5 respectively.

3.3 Word based scoring

The reason behind using this method is very similar to the method discussed in Section 3.2 except that it is used at word level. Let us assume that \(W_s\) and \(W_t\) are number of words in source and target documents respectively. Hence our equation for calculating source-target word-length ratio \((W_{LR})\) becomes:

\[
W_{LR} = \frac{\min(W_s, W_t)}{\max(W_s, W_t)}
\]

3.4 NE-based scoring

After a linguistic study on the comparable documents, we found that looking for NEs present in both source and target documents can be a good way to select the 1-best target document. We extracted NEs from all the documents to be compared and calculate the percentage of source NE matches \((P_{SNM})\) with target NEs.

However, in many cases a source and a target documents can have huge difference in number of NEs. For example, if a source document has 5 and a target document has 50 NEs respectively and all of the source NEs match with target NEs, it is probably a bad idea to simply calculate \(P_{SNM}\) and add to the sentence-based and to the word-based scores. Due to this reason we consider the source-target-NE-length ratio \((NE_{LR})\) and multiplied it with \(P_{SNM}\). Hence the weight of \(P_{SNM}\) is decreased from 100% to 10% which is a result from depending upon \(N_{LR}\). Henceforth, the NE-based score \((NE_{SC})\) is described as:

\[
NE_{SC} = P_{SNM} \times N_{LR}
\]

3.5 Combining all scores

We propose to re-rank our possible alignments based on adding sentence, word and NE-based scores and call this as alignment-score \((A_{SC})\)

\[
A_{SC} = S_{LR} + W_{LR} + NE_{SC}
\]

Using equation 4 we calculate scores for each document pairs in comparison and retain the 1-best pair that has the maximum value.

4 Results

The results are given in Table 2. Each row in the table contains three numerical values that represent (from left to right) the total numbers of source-language, target-language and aligned document pairs, respectively. As we can see, we are successfully aligning images and texts in 8 pair of languages. We produced a total of more than 288k of bilingual aligned multimodal documents. Our corpus, alignment model and code will be made
Table 2: Results of bilingual aligned image-text MMEuronews data used in our experiments.

<table>
<thead>
<tr>
<th>Language Pair</th>
<th>Source</th>
<th>Target</th>
<th>Aligned</th>
</tr>
</thead>
<tbody>
<tr>
<td>En-Ar</td>
<td>40421</td>
<td>36836</td>
<td>35761</td>
</tr>
<tr>
<td>En-De</td>
<td>40421</td>
<td>37293</td>
<td>36114</td>
</tr>
<tr>
<td>En-Es</td>
<td>40421</td>
<td>37218</td>
<td>36178</td>
</tr>
<tr>
<td>En-Fr</td>
<td>40421</td>
<td>37293</td>
<td>36762</td>
</tr>
<tr>
<td>En-It</td>
<td>40421</td>
<td>36970</td>
<td>36003</td>
</tr>
<tr>
<td>En-Pt</td>
<td>40421</td>
<td>36854</td>
<td>35863</td>
</tr>
<tr>
<td>En-Tr</td>
<td>40421</td>
<td>37291</td>
<td>35901</td>
</tr>
<tr>
<td>En-Ua</td>
<td>40421</td>
<td>37021</td>
<td>35922</td>
</tr>
<tr>
<td>Total</td>
<td>288 504</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5 Related Work on Document Alignment

In the “Big Data” world that we now live in, it is widely believed that there is no better data than more data (e.g. Mayer-Schönberger and Cukier (2013)). In line with this idea, many works use the Web as resource for building corpus for document alignment and parallel text extraction tasks. However, the extensive literature related to the problem of exploiting comparable corpora takes a somewhat different perspective than we do in this paper.

Typically, comparable corpora do not have any information regarding document pair similarity. They are made of many documents in one language which do not have any corresponding translated document in the other language. Furthermore, when the documents are paired, they are not literal translations one of each other. Thus, extracting parallel data from such corpora requires special algorithms.

Many works use the Web as a comparable corpus. An adaptive approach, proposed by Zhao and Vogel (2002), aims at mining parallel sentences from a bilingual comparable news collection collected from the Web. A maximum likelihood criterion was used by combining sentence-length models with lexicon-based models. The translation lexicon is iteratively updated using the mined parallel data to obtain better vocabulary coverage and translation probability estimation. Resnik and Smith (2003) propose a web-mining-based system called STRAND and show that their approach is able to find large numbers of similar document pairs. In (Yang and Li, 2003), an alignment method is presented at different levels (title, word and character) based on dynamic programming (DP). The goal is to identify one-to-one title pairs in an English–Chinese corpus collected from the Web. They apply the longest common subsequence to find the most reliable Chinese translation of an English word.

One of the main methods relies on cross-lingual information retrieval (CLIR), with different techniques for transferring the request into the target language (using a bilingual dictionary or a full SMT system). Utiyama and Isahara (2003) use CLIR techniques and DP to extract sentences from an English–Japanese comparable corpus. They identify similar article pairs, and having considered them as parallel texts, then align sentences using a sentence-pair similarity score and use DP to find the least-cost alignment over the document pair. (Munteanu and Marcu, 2005) use a bilingual lexicon to translate some of the words of the source sentence. These translations are then used to query the database to find matching translations using IR techniques.

There have been only a few studies trying to investigate the formal quantification of how similar two comparable documents are. Li and Gaussier (2010) presented one of the first works on developing a comparability measure based on the expectation of finding translation word pairs in the corpus. Our approach follows this line of work based on a method developed by Sennrich and Volk (2010).

6 Conclusion

Despite the fact that many researchers have investigated the use of comparable corpora to generate initial training data for NLP, we still have a lack of corpus in different modalities.

In this paper, we seek to build a corpus that combine aligned images and texts in different languages. We use Euronews website as source of our crawled raw data. We propose a new techniques to align bilingual documents. Our method is based on Matched source-to-target sentence/words and Named Entity scoring.

Given this promising result, in future work we would like to add more language pairs and data to our corpus. In addition, we wish to investigate its utility to improve the extraction of parallel data from multilingual comparable corpora. We plan, also, to develop a new model for building embeddings that are both multilingual and multimodal.
Finally, we hope that the availability of this kind of resources (corpora, tools) continues to make computer vision and NLP an exciting and productive fields.
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Abstract

Learning phrase representations has been widely explored in many Natural Language Processing (NLP) tasks (e.g., Sentiment Analysis, Machine Translation) and has shown promising improvements. Previous studies either learn non-compositional phrase representations with general word embedding learning techniques or learn compositional phrase representations based on syntactic structures, which either require huge amounts of human annotations or cannot be easily generalized to all phrases. In this work, we propose to take advantage of large-scaled paraphrase database and present a pair-wise gated recurrent units (pairwise-GRU) framework to generate compositional phrase representations. Our framework can be re-used to generate representations for any phrases. Experimental results show that our framework achieves state-of-the-art results on several phrase similarity tasks.

1 Introduction

Continuous vector representations of words, also known as word embeddings, have been used as features for all kinds of NLP tasks such as Information Extraction (Lample et al., 2016; Zeng et al., 2014; Feng et al., 2016; Huang et al., 2016), Semantic Parsing (Chen and Manning, 2014; Zhou and Xu, 2015; Konstas et al., 2017), Sentiment Analysis (Socher et al., 2013b; Kalchbrenner et al., 2014; Kim, 2014; Tai et al., 2015), Question Answering (Tellex et al., 2003; Kumar et al., 2015) and machine translation (Cho et al., 2014; Zhang et al., 2014) and have yielded state-of-the-art results. However, single word embeddings are not enough to express natural languages. In many applications, we need embeddings for phrases. For example, in Information Extraction, we need representations for multi-word entity mentions, and in Question Answering, we may need representations for even longer question and answer phrases.

Generally, there are two types of models to learn phrase embeddings: noncompositional models and compositional models. Noncompositional models treat phrases as single information units while ignoring their components and structures. Embeddings of phrases can thus be learned with general word embedding learning techniques (Mikolov et al., 2013; Yin and Schütze, 2014; Yazdani et al., 2015), however, such methods are not scalable to all English phrases and suffer from data sparsity.

On the other hand, compositional models derive a phrase’s embedding from the embeddings of its component words (Socher et al., 2012; Mikolov et al., 2013; Yu and Dredze, 2015; Poliak et al., 2017). Previous work have shown good results from compositional models which simply used predefined functions such as element-wise addition (Mikolov et al., 2013). However, such methods ignore word orders and cannot capture complex linguistic phenomena. Other studies on compositional models learn complex composition functions from data. For instance, the Recursive Neural Network (Socher et al., 2012) finds all linguistically plausible phrases in a sentence and recursively compose phrase embedding from subphrase embeddings with learned matrix/tensor transformations.

Since compositional models can derive embeddings for unseen phrases from word embeddings, they suffer less from data sparsity. However, the difficulty of training such complex compositional models lies in the choice of training data.
Although compositional models can be trained unsupervisedly with auto encoders such as the Recursive Auto Encoder (Socher et al., 2011), such models ignore contexts and actual usages of phrases and thus cannot fully capture the semantics of phrases. Some previous work train compositional models for a specific task, such as Sentiment Analysis (Socher et al., 2013b; Kalehbrenner et al., 2014; Kim, 2014) or syntactic parsing (Socher et al., 2010). But these methods require large amounts of human annotated data. Moreover, the embeddings obtained will be biased to a specific task and thus will not be applicable for other tasks. A more general source of training data which does not require human annotation is plain text through language modeling. For example, Yu and Dredze (2015) trained compositional models on bigram noun phrases with the language modeling objective. However, using the language modeling objective to train compositional models to compose every phrase in plain text would be impractical for large corpus.

In this work, we are aiming to tackle these challenges and generate more general and high-quality phrase embeddings. While it’s impossible to provide “gold” annotation for the semantics of a phrase, we propose to take advantage of the large-scaled paraphrases, since the only criteria of determining two phrases are parallel is that they express the same meaning. This property can be naturally used as a training objective.

Considering this, we propose a general framework to train phrase embeddings on paraphrases. We designed a pairwise-GRU architecture, which consists of a pair of GRU encoders on two paraphrases. Our framework has much better generalizability. Although in this work, we only trained and tested our framework on short paraphrases, our model can be further applied to any longer phrases. We demonstrate the effectiveness of our framework on various phrase similarity tasks. Results show that our model can achieve state-of-the-art performance on capturing semantics of phrases.

## 2 Approach

In this section, we first introduce a large-scaled paraphrase database, the ParaPhrase DataBase (PPDB). Then, we show the basic GRU encoder and our pairwise-GRU based neural architecture. Finally, we provide the training details.

### 2.1 Paraphrase Database

PPDB (Ganitkevitch et al., 2013) is a database which contains hundreds of millions of English paraphrase pairs extracted from bilingual parallel corpora. It is constructed with the bilingual pivoting method (Bannard and Callison-Burch, 2005). Namely if two English phrases are translated to the same foreign phrase, then the two English phrases are considered to be paraphrases. PPDB comes with 6 pre-packaged sizes: S to XXXL. In our work, to ensure efficiency and correctness, we only used the smallest and most accurate S package. To generate training data, we filtered out the paraphrases \((p_1, p_2)\) where

1. \(p_1\) is identical to \(p_2\)
2. \(p_1\) or \(p_2\) contains any non-letter characters except spaces
3. \(p_1\) or \(p_2\) contains words which are not contained in our trained word embeddings
4. \(p_1\) and \(p_2\) are both single words

After such a filtering step, we obtained a total number of 406,170 paraphrase pairs.

### 2.2 GRU Encoder

Recurrent neural networks have been proved to be very powerful models to encode natural language sequences. Because of the difficulty to train such networks on long sequences, extensions to the RNN architecture such as the long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997) and the gated recurrent units (GRU) (Cho et al., 2014) have been subsequently designed, which yielded even stronger performances. Gated structures allow models like the LSTM and the GRU to remember and forget inputs based on the gates’ judgment of the inputs’ importances, which in turn help the neural networks to maintain a more persistent memory.

The properties of such gated structures also make these models especially suitable for deriving phrase embeddings: for a compositional model to derive phrase embeddings from word embeddings, it is important that the model recognize words in each phrase which have more impact on the meaning of the phrase. For example, the embedding of “black cat” should be very close to the embedding of “cat”. Thus the model should partially ignore

the word “black” and let the word “cat” dominate the final phrase embedding.

In this work, we chose our compositional model to be the GRU, since it was not only faster to train than the LSTM, but also slightly better-performing on our evaluation tasks. Mathematically, the \( j \)'th activation of the GRU at time step \( t \), \( h^j_t \), is given by:

\[
h^j_t = (1 - z^j_t)h^j_{t-1} + z^j_t\tilde{h}^j_t
\]

where \( \tilde{h}^j_t \) is the current candidate activation and \( z^j_t \) is an update gate which dictates the extend to which the current activation is influenced by the current candidate activation and to which it maintains previous activation.

The candidate activation is given by:

\[
\tilde{h}^j_t = \tanh(Wx_t + U(r_t \odot h_{t-1}))^j
\]

where \( U \) and \( W \) are transformation matrices, \( x_t \) is the current input vector, and \( r_t \) is a vector of reset gates which controls how much the model forgets the previous activations.

The update gates and reset gates are both calculated based on the previous activations and current inputs:

\[
z^j_t = \sigma(W_zx_t + U_zh_{t-1})^j
\]

\[
r^j_t = \sigma(W_rx_t + U_rh_{t-1})^j
\]

Concretely, given the phrase “black cat”, when it reads the word “cat”, the GRU can learn to forget the word “black” by setting the update gates \( z_t \) close to 1 and setting the reset gates \( r_t \) close to 0. In this way the final phrase representation of the phrase will mostly be influenced by the word “cat”.

### 2.3 PGRU: Pairwise-GRU

In order to train GRUs on paraphrases, we propose a Pairwise-GRU (PGRU) architecture, which contains two GRUs sharing the same weights, to encode each phrase in the paraphrase pair. Figure 1 shows the overview of our framework. Given a phrase pair \( (p_1, p_2) \), e.g., \( p_1 = \) “chairman of the European observatory” and \( p_2 = \) “president of the European monitoring center”, we first initialize each token in each phrase with a pre-trained word embedding, then the two sequence of word embeddings are taken as input to two GRUs. We take the last hidden layers of the GRUs as the phrase embeddings of \( p_1 \) and \( p_2 \), and measure their similarity using cosine similarity with dot product.

Unlike the Recursive Neural Network (Tree-RNN) which maps phrases to the word embedding space (Socher et al., 2013b), the PGRU maps every phrase, including single words, to a separate phrase embedding space. This characteristic is very important for training the model on paraphrases. For example, given a paraphrase pair “America” and “the United States”, the Tree-RNN only performs matrix/tensor transformations on the embeddings of “the United States”, and generates a new vector representation which would ideally be close to the embedding of “America”. However, since the embedding of “America” is kept constant, transformations on “the United States” has to be very complex. On the other hand, the PGRU uses GRUs to encode both “America” and “the United States” and make their phrase embeddings to be close to each other. Since neither embedding is aimed to be a predefined vector, the transformations can be much simpler and thus much easier to train.

### 2.4 Negative Sampling and Training Objectives

It is not enough for a model to map paraphrases to similar embeddings, since it is also important that it maps semantically different phrases to different embeddings. Thus we need to train the model to distinguish paraphrases from non-paraphrases. Similar to word embedding learning, we use negative sampling (Mikolov et al., 2013) to achieve this learning outcome. For each paraphrase pair \( (p_1, p_2) \), we select \( k \) contrast phrases \( c_1, c_2, ..., c_k \) uniformly at random from the whole paraphrase database regardless of their frequencies of occurrence in the original corpora. Thus the goal of our model is, given the phrase \( p_1 \), correctly predict that \( p_2 \) is a paraphrase of \( p_1 \) and all contrast phrases \( c_1, c_2, ..., c_k \) are not.

We chose our loss function to be the contrastive max-margin loss (Socher et al., 2013a). The main reasoning behind using this training objective is that while we want the cosine similarity of \( p_1 \) to its paraphrase \( p_2 \) to be high, it only has to be higher than the similarity of \( p_1 \) to any contrast phrase \( c_j \) by a certain margin so that the model can make correct predictions. Following Socher et al. (2013a), we set the margin to 1.

The contrastive max-margin loss for each train-
Figure 1: PGRU encodes phrase pairs with two GRUs which share the same parameters regardless of phrase lengths. Similarity is calculated by multiplying the two last hidden states with dot product.

The scoring example is defined as:

\[ J_t(\theta) = \sum_{i=1}^{k} \max(0, 1 - p_1^T p_2 + p_1^T c_i) \]

where \( p_1, p_2 \) and \( c_i \) are the embeddings of the paraphrases and contrast phrases respectively, and \( k \) is the number of contrast phrases.

And the overall loss is calculated by averaging objectives for all training examples:

\[ J(\theta) = \frac{1}{T} \sum_{t=1}^{T} J_t(\theta) \]

where \( T \) is the number of training examples.

It is worth noting that, although previous embedding training work has predominantly used the negative sampling objective (Mikolov et al., 2013), the contrastive max-margin loss achieved much superior performances in our experiments.

2.5 Hyperparameters and Training Details

We used 200-dimensional word embeddings pre-trained with word2vec (Mikolov et al., 2013). We set the number of hidden units of the GRU cell to 200 while using dropout (Hinton et al., 2012) with a dropout rate of 0.5 on the GRU cells to prevent overfitting. We also used gradient clipping (Pascanu et al., 2013; Graves, 2013) with maximum gradient norm set to 5. Training was accomplished with stochastic gradient descent (SGD) with a learning rate of 0.3, a minibatch size of 128 and a total number of epochs of 150.

3 Experiments

3.1 PPDB experiments

We randomly split the paraphrase pairs chosen from PPDB (as described in Section 2.1) to 80%, 10% and 10% as training, development and test sets. To see how the size of training data affects training results, we experimented training with 1%, 10% and 100% of our training set. We also experimented setting the number of contrast phrases \( k \) to 9, 29 and 99 for each training set size (which correspond to a 10/30/100 choose 1 task for the model). Finally, we evaluated the models trained under each configuration on our test set, where we set \( k \) to 99 and computed the accuracy of the model choosing a phrase’s paraphrase among contrast phrases. More formally, for a test example \( \{p_1, p_2, c_1, c_2, ..., c_k\} \), the models were given the phrase \( p_1 \) and asked to choose its paraphrase \( p_2 \) from the set \( \{p_2, c_1, c_2, ..., c_k\} \).

To demonstrate the effectiveness of this training procedure, we also included the performance of the commonly used average encoder (AVG) on our test set. AVG simply takes the element-wise average of a phrase’s component word embeddings as the phrase’s embedding.

As shown in Figure 2, the commonly used AVG encoder achieved a score of 88%, which suggests that it is indeed a rather effective compositional model. But after adequate training on PPDB, PGRU is able to significantly improve upon AVG. This shows that AVG is not complex enough to fully capture semantics of phrases compared to complex compositional models like the GRU. It also suggests that, during PPDB training, our model can learn useful information about the meaning of phrases which were not learned by word embedding models during word embedding training. From the figure, we can also see consistent performance gain from adding more training data. This again proves that a large paraphrase database is useful for training compositional mod-
Moreover, for each training set size, while we observe obvious performance gain from increasing $k$ from 9 to 29, the gain from further increasing $k$ to 99 is more moderate. Considering the amount of additional computation required, we conclude that it is not worth the computation efforts to increase $k$ even further.

### 3.2 Phrase Similarity Tasks

#### Datasets

Following Yu and Dredze (2015), we evaluated our model on human annotated datasets including SemEval2013 Task 5(a) [SemEval2013] (Korzekwa et al., 2013) and the noun-modifier problem in Turney2012 [Turney2012] (Turney, 2012). SemEval2013 is a task to classify a phrase pair as either semantically similar or dissimilar. Turney2012(5) is a task to select the most semantically similar word to the given bigram phrase among 5 candidate words. In order to test the model’s sensitivity to word orders, extended from Turney2012(5), Turney2012(10) reverse the bigram and add it to the original bigram side. Thus the model needs to choose a bigram from these two bigrams and also choose the most semantically similar word from 5 candidates. Examples for these tasks are shown in Table 2.

Both tasks include separate training and evaluation sets. Note that although both tasks only contain unigram and bigram noun phrases, our approach of learning phrase embeddings can be applied to n-grams of any kind. We tested the performances of the GRU trained on the provided training set for each task (GRU) as well as the GRU trained only on the PPDB data (GRU(PPDB)), as described in Section 2. For task-unspecific training (GRU(PPDB)), we used the training set of each task as development set and applied early stopping.

#### Baselines

We compare our results against baseline results reported by Yu and Dredze (2015). The baseline method SUM is the commonly used element-wise addition method (Mitchell and Lapata, 2010). RAE is the recursive auto encoder (Socher et al., 2011) which is unsupervisedly trained to compose phrase embeddings such that the resulting phrase embeddings can be used predict the phrase’s composing word embeddings. FCT (Yu and Dredze, 2015) is a compositional model which calculates a phrase’s embeddings as a per-dimension weighted average of the component word embeddings while taking into consideration linguistic features such as part of speech tags. FCT(LM) (Yu and Dredze, 2015) is the FCT model trained on news corpus with language modeling objective instead of on the provided training sets for each task. Tree-RNN is the recursive neural network (Socher et al., 2011, 2013b) which builds up phrase embeddings from composing word embeddings with matrix transformations while also taking advantage of POS tags and parse tree structures.

We divide our results to comparisons of task-specific models and comparisons of task-unspecific ones, where for task-specific models, we remove scores from Yu and Dredze (2015) which require fine-tuning word embeddings since we are only comparing compositional models. For the sake of comparison, we use the same word embeddings used by Yu and Dredze (2015), although better scores can be achieved by using word embeddings of larger vocabulary size.

#### Results

As shown in table 1, GRU performs the best among all task-specific models in all three tasks, which proves that GRU is a very powerful compositional model and suggests that it is a suitable model to learn compositional phrase embeddings. GRU’s much superior performances on Turney2012(5) and Turney2012(10) can also be attributed to the fact that we used the contrastive max-margin loss (as described in Section 2.4) as training objective, which proved to be more effective in our experiments than the negative sampling.
Table 1: Performances of our models and baselines on SemEval2013, Turney2012(5) and Turney2012(10). Models are split into task-specific ones and task-unspecific ones for comparison.

<table>
<thead>
<tr>
<th>Model</th>
<th>Task Specific</th>
<th>SemEval2013</th>
<th>Turney2012(5)</th>
<th>Turney2012(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUM</td>
<td>False</td>
<td>65.46</td>
<td>39.58</td>
<td>19.79</td>
</tr>
<tr>
<td>RAE</td>
<td>False</td>
<td>51.75</td>
<td>22.99</td>
<td>14.81</td>
</tr>
<tr>
<td>FCT(LM)</td>
<td>False</td>
<td>67.22</td>
<td><strong>42.59</strong></td>
<td><strong>27.55</strong></td>
</tr>
<tr>
<td>GRU(PPDB)</td>
<td>False</td>
<td><strong>71.29</strong></td>
<td>41.44</td>
<td>26.37</td>
</tr>
<tr>
<td>Tree-RNN</td>
<td>True</td>
<td>71.50</td>
<td>40.95</td>
<td>27.20</td>
</tr>
<tr>
<td>FCT</td>
<td>True</td>
<td>68.84</td>
<td>41.90</td>
<td>33.80</td>
</tr>
<tr>
<td>GRU</td>
<td>True</td>
<td><strong>73.44</strong></td>
<td><strong>48.88</strong></td>
<td><strong>39.23</strong></td>
</tr>
</tbody>
</table>

Table 2: Examples for SemEval2013 and Turney2012 as well as the number of training and evaluation examples for each task.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Input</th>
<th>Output</th>
<th>train/eval size</th>
</tr>
</thead>
<tbody>
<tr>
<td>SemEval2013</td>
<td>(bomb, explosive device)</td>
<td>True</td>
<td>11722/7814</td>
</tr>
<tr>
<td>Turney2012</td>
<td>air current , {wind, gas, sedum, sudorific, bag}</td>
<td>wind</td>
<td>680/1500</td>
</tr>
</tbody>
</table>

Among task-unspecific models, GRU(PPDB) also achieves strong performances. In all three tasks, GRU(PPDB) outperforms SUM, suggesting that the compositional model learned from PPDB can indeed be used for other domains and tasks. In particular, on Turney2012(10), GRU(PPDB) improves upon SUM by a large margin. This is because unlike SUM, GRUs can capture the order of words in natural language. It also suggests that on tasks where word order plays an important role, using GRUs trained on PPDB can be more appropriate than using SUM. GRU(PPDB) also outperforms FCT(LM) on SemEval2013 and achieves very close performances to FCT(LM) on Turney2012(5) and Turney2012(5) despite the fact that FCT(LM) is specifically designed and trained to compose noun phrases, which are the only type of phrases present in these three tasks, whereas our model works for all types of phrases. In addition, unlike the FCT, our method of training GRUs on paraphrases do not need any linguistic features produced by parsers which can be prone to errors.

4 Related Work

Phrase embeddings can be learned from either compositional or noncompositional models. Non-compositional models learn phrase embeddings by treating phrases as single units while ignoring their components and structures. But such methods are not scalable to all English phrases and suffer from data sparsity.

Compositional models build phrase embeddings from the embeddings of its component words. Previous work has shown that simple pre-defined composition functions such as element-wise addition (Mikolov et al., 2013) are relatively effective. However, such methods ignore word orders and are thus inadequate to capture complex linguistic phenomena.

One way to capture word order and other linguistic phenomena is to learn more complex composition functions from data. For instance, Recursive Neural Networks (Socher et al., 2011, 2013b) recursively compose embeddings of all linguistically plausible phrases in a parse tree with complex matrix/tensor transformation functions. However, models like this are very hard to train. When there are no human-annotations, we can train each phrase embedding to reconstruct the embeddings of its subphrases in the parse tree (Socher et al., 2011), but this objective does not capture the meaning of the phrase. When there are human-annotations, for example, if we have annotated sentiment score for each phrase, we can train the embeddings of phrases to predict their sentiment scores. However, in most cases, we do not have so much human-annotated data. Moreover, since these phrase embeddings are only trained to capture sentiment, they cannot be directly applied to other tasks. Our model also falls under this category, but by training our model on a large paraphrase database, we do not need additional human-annotations and the composition functions learned are not restricted to any specific
tasks.

There has also been work on integrating annotation features to improve composition. For example, FCT (Yu and Dredze, 2015) uses annotation features such as POS tags and head word locations as additional features and compose word vectors with element-wise weighted average. While using such features makes sense linguistically, the assumption that phrase embeddings have to be element-wise weighted average of word embeddings is artificial. Also, the annotation features used by such methods might not be accurate due to parser errors.

Finally, our work also share similarity with neural machine translation. For example Cho et al. (2014) showed phrase embeddings can be learned with the RNN Encoder-Decoder from bilingual phrase pairs. Our model differs from their model in that our model only has the encoder part and it relates two phrases in a phrase pair with cosine similarity instead of conditional probability. We also do not only consider true paraphrase pairs but leverage negative sampling to make the model more robust. In addition, our model is trained on English paraphrases instead of bilingual phrase pairs.

5 Conclusion

In this paper, we introduced the idea of training complex compositional models for phrase embeddings on paraphrase databases. We designed a pairwise-GRU framework to encode each phrase with a GRU encoder. Compared with previous non-compositional and compositional phrase embedding methods, our framework has much better generalizability and can be re-used for any length of phrases. In addition, the experimental results on various phrase similarity tasks showed that our framework can also better capture phrase semantics and achieve state-of-the-art performances.
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