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Abstract
This paper describes the test of a dependency parsing method which is based on bidirectional LSTM feature representations and multilingual word embedding, and evaluates the results on mono- and multilingual data. The results are similar in all cases, with a slightly better results achieved using multilingual data. The languages under investigation are Komi-Zyrian and Russian. Examination of the results by relation type shows that some language specific constructions are correctly recognized even when they appear in naturally occurring code-switching data.

Tutkimus arvioi dependenssianalyysin menetelmää, joka perustuu kaksisuuntaiseen LSTM-piirrepreentaatioon ja monikieliseen 'word embedding'-malliin, sekä arvioi tuloksia yksi- ja monikielisissä aineistoissa. Tulokset ovat samantapaisia, mutta hieman korkeampia moni- kuin yksikielisissä aineistoissa. Tutkitut kielet ovat komisyjä ja venäjä. Tulosten yksityiskohtaisempi analyysi riippuu vuoksi mukaan osoittaa, että tietyt kielikohtaiset suhteet on tunnistettu oikein jopa niiden esiintyessä luonnollisissa koodinvaihtoissa sisältävissä lauseissa.

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://creativecommons.org/licenses/by/4.0/
1 Introduction

Spontaneous speech data of small, endangered languages most commonly contain code-switching, ad-hoc borrowings and other kinds of language contact phenomena originating from the non-target contact language(s). Consequently, spoken corpora originating from such data contain numerous utterances in which linguistic elements from at least two languages co-occur. The most usual occurrences are combinations of target-language utterances including lexical and morphological elements from the contacting majority language. Corpus data of this type represents a particular challenge for morphological analysis and especially for dependency parsing. Although the basic morphological properties can usually be analyzed on the basis of individual languages and parsers can be targeted towards those, the syntactic dependencies are inevitably interspersed individual tokens from different languages, and thereby cannot be easily approached with tools that are able to target only monolingual data.

The present paper looks at an approach that has been introduced as The Multilingual BIST-Parser by Lim and Poibeau (2017). The tool was developed in order to perform dependency parsing on considerably low-resource languages, and the work was originally carried out within the CONLL-U Shared Task for 2017. Lim and Poibeau (2017) have shown that multilingual word embeddings can be used to train a model that combines data from multiple languages, and these seem to be particularly useful in low-resource scenarios where one of the languages has only a small amount of available training data.

The target language in the present paper is Komi-Zyrian (henceforth Komi), which belongs to the Permic branch of the Uralic language family. The language is spoken predominantly in the Komi Republic of the Russian Federation by approximately 160,000 speakers. Computational linguistic research on Komi is so far only in a development stage. However, an FST morphological analyzer and a (rudimentary) syntactic parser based on Constraint Grammar are available at Giellatekno/Divvun – Saami Language Technology at UiT The Arctic University of Norway¹ and work on a complete Constraint Grammar description to be implemented into a rule-based syntactic parser is currently carried out in collaboration by Giellatekno, the Izhva Komi Documentation Project Gerstenberger et al. (2016, 2017) and FU-Lab², which has also created a written Komi National corpus (with over 30M words), free electronic dictionaries and a Hunspell checker (including morpheme lists).

Our own initial dependency parsing tests were conducted by testing various different language pairs with Komi as parts of multilingual word-embedding models, in order to find out which combinations can reach the best performance. In our earlier tests, the best results were achieved when the majority of the training data were from a genealogically related language, in this case Finnish. This went against our hypothesis that the genealogically unrelated contemporary contact languages would have been particularly useful from a NLP perspective due to prolonged language contact and resulting convergence in Komi grammar and lexicon. Although it is possible to build truly multilingual models, such as a parser that combines Finnish, Russian and Komi word embeddings and training corpora in order to operate on Komi, we found that a bilingual Finnish-Komi model performed best in our tests for monolingual Komi data. However, especially if the results were analyzed more in detail beyond the LAS

¹http://giellatekno.uit.no; for the technical documentation of the research on Komi, see http://giellatekno.uit.no/doc/laa/kom/; Jack Rueter (Helsinki) has been the main developer
²The Finno-Ugric Laboratory for Support of the Electronic Representation of Regional Languages”; http://fu-lab.ru
and UAS scores (for explanation of these evaluation metrics, see Kübler et al., 2009, 79), the different language pairs will likely show different benefits and drawbacks in distinct areas of analysis, and testing the parsing method on data that naturally contains materials from both languages used in training is used here as one method to tease apart language specific changes in parser’s behavior.

The next part of the paper describes this problem in further detail with examples from spoken language corpora.

2 Problem Description

The first example is taken from the spoken Iźva (dialectal) Komi corpus Blokland et al. (2009–2017) (henceforth called IKDP) and represents naturally occurring spoken language mixed with Russian elements (Russian marked in boldface).

(1) До школьного возраста ветл-и родитель-яс-кед тундра-ын.
    until school-gen age-gen go-1sg.pst parents-pl-comit tundra-ines
    ‘Until the school age I went to the tundra together with my parents.’

The example starts with a Russian prepositional phrase meaning ‘until the school age’, but it is followed by a direct shift to Komi. The word for ‘parents’ is also Russian, but it is inflected according to Komi morphological rules and in the same manner as native Komi words would be inflected. Such morphologically integrated nouns are often described as Russian loanwords in Komi, but as will be argued in Section 6 below, this approach may not be very applicable in the context of Uralic languages spoken in Russia. We are therefore referring to it as a ‘mixed’ form. In order to compare the sentences, two bilingual Komi-Russian native speakers have translated the example into both languages. It must be noted that because both Komi and Russian have rather flexible word orders, this aspect is not taken into account in the present analysis, although there is clear variation in both languages with respect to the semantic nuances of different orderings.

Note also that the purely Komi variant of the example sentence would still include two lexical items of Russian origin, namely school and tundra. Although the basic sentence structure may look similar, Komi and Russian have rather different syntactic structures overall. For instance, Komi uses cases extensively along with postpositions, whereas Russian uses predominantly prepositions.

(2) Школа-ё ветл-и бать-мам-кød тундра-ын.
    school-ill enter-ger.dur go-1sg.pst parents-pl-comit tundra-ines
    ‘Until the school (age) I went to the tundra together with my parents.’

For the sake of thoroughness, it is also worth looking into one possible way to express the utterance entirely in Russian.

(3) До школьного возраста ездил с родител-ями в тундра-у.
    until school-gen age-gen go-pst with parents-pl-instr to tundra-loc
    ‘Until the school age I went to the tundra together with my parents.’

³Thanks to Vasili Chuprov and Sergei Gabov.
Based on different Universal Dependency (UD) corpora, the dependency structure of the Komi variant should be analyzed as in 4.

The Russian tree, on the other hand, is 5.

Based on these examples, we can conclude that a correctly analyzed dependency structure for the mixed utterance would be as presented in 6, as it effectively combines the relevant parts of the Russian and Komi annotations. As the applied annotation model is the same, the monolingual dependencies should not differ from multilingual ones.

Although the Multilingual BIST-parser is trained with multilingual material, the goal has been primarily to parse the lesser resourced language. All earlier tests have been conducted using strictly monolingual data, although different assumptions can be made about the parallel structures in the languages included in the model. Applying the parser to data that truly contains syntactic constructions specific to only the individual languages within the same utterances reveals about the parser’s ability to correctly identify structures of this type. If both distinctly Russian and Komi constructions can be parsed successfully within the same sentence, this indicates that the model is able to learn and deduce language-specific structures even when they co-occur. This would open up new possibilities for automatic analysis of such kind of data.

3 Related Studies

Multilingual dependency parsing aims at building a dependency tree for several languages using one and the same model. Three major approaches have been suggested
for tackling such a task: 1) the cross-lingual annotation projection approach, 2) the joint modeling approach, and 3) the cross-lingual representation learning approach (cf. Guo et al., 2015). The main idea of the cross-lingual annotation projection approach is to project the syntactic annotations through word alignments from a source language onto a target language (Mann and Yarowsky, 2001; Tiedemann, 2014). In a similar way, the joint modeling approach is carried out using projected dependency information for grammar inductions (Liu et al., 2013) and rule-based work (Naseem et al., 2010, 2012).

The cross-lingual representation learning method is focused on learning cross-lingual features by aligning (or mapping) feature representations (e.g. embedding) between the source and target languages. In general, cross-lingual representation learning can be divided into two approaches depending on whether or not the parser uses lexicalized features (e.g. word embedding). Since it is relatively easy to train a parser using supervised learning, many existing cross-lingual representation learning studies have been conducted with the delexicalized approach using POS tag-sets and word sequences (McDonald et al., 2011, 2013; Dozat et al., 2017). Such an approach includes training a dependency model with the source language (e.g. English), then processes the target language (e.g. French) using the model trained according to the source language. On the other hand, the lexicalized approach is able to adapt diverse lexical features while in training. The features adapted for the dependency parsing include cross-lingual word cluster features (Täckström et al., 2012), multilingual word embeddings (Guo et al., 2015, 2016; Ammar et al., 2016a, b) and language identification embeddings (Naseem et al., 2012; Ammar et al., 2016a).

From the perspective of code-switching, conversational code-switching problems have been studied mainly with regard to language identification (e.g. Solorio et al., 2014; Barman et al., 2014) and information extraction (e.g. Sharma et al., 2014) problems. This is because in order to process cross-lingual dependency parsing, language identification and morphological analysis for those languages must precede the processing. Ammar et al. (2016b) suggested that his multilingual model-transfer parser could be used to parse input with code-switching but were not able to conduct the experiment due to the lack of appropriate test corpora.

4 Cross-Lingual Dependency Parsing

In this study, we invested our effort in developing the cross-lingual representation learning method with lexicalized features for the dependency parsing of code-switching scenarios. All the cross-lingual approaches discussed in Section 3, can be applied for our study, but in terms of the availability of language resources, cross-lingual representation learning is considered the best choice because of the lack of annotated corpora. Also in regard to the performance, existing studies have already shown that representation learning with lexical features performs better than the other models (Ammar et al., 2016a; Lim and Poibeau, 2017).

In this section, we describe two main ideas for parsing code-switching data using the cross-lingual representation learning approach. One of the main goals of our research is to build cross-lingual word embeddings based on supervised learning. The other is to find a way to address adapting cross-lingual word embedding in order to build a dependency parsing model.
4.1 Cross-Lingual Word Representations

As discussed in Section 3, adding lexical information for feature representations can improve performance in cross-lingual parsing. Various approaches have been investigated for the training of cross-lingual word embeddings mainly for resource-rich languages. Moreover, most of these approaches relied on the existence of a parallel corpus, especially for languages from the Indo-European family (cf. Ammar et al., 2016a; Guo et al., 2016). As we discussed earlier, however, this study focuses on code-switching scenarios in low-resource language data. Thus, we are constrained by the fact that there is no parallel corpus and no larger annotated dataset for training a dependency parser for the (low-resource) target language Komi. However, it must be noted that even for low-resource languages, we need raw texts as the minimum resource to train a word embedding. In this study, we trained a monolingual embedding for Komi by using raw text available in the public domain. The Komi texts used have been taken from the National Library of Finland’s Fenno-Ugrica collection⁴, and proofread versions of those Public Domain texts are available in FU-Lab’s portal Komi Nebögain⁵. Niko Partanen has created a list of books included both in Fenno-Ugrica and FU-Lab⁶, and the currently available data adds up to one million tokens. For the contact language Russian we have used pre-trained Wikipedia word embeddings published by Facebook and described in Bojanowski et al. (2016).

In a similar manner to the low-resource constraints, Artetxe et al. (2017) suggested a powerful method for projecting two monolingual embeddings in a single vector space with almost no bilingual data. Traditionally, the projection (or mapping) method for word embeddings requires a large parallel corpus or a bilingual dictionary in order to map two different word embeddings in a distributional space (Artetxe et al., 2016; Guo et al., 2015). However, Artetxe et al. (2017) showed a possible method for mapping two different embeddings based on the reinforcement learning approach with just 25 pairs of vocabularies but with almost no degradation of performance. The main idea in this method is to project two embeddings trained by different languages based on the linear transformation with bilingual word pairs.

The projection method can be described as follows. Let \( X \) and \( Y \) be the source and target word embedding matrix so that \( x_i \) refers to \( i \)th word embedding of \( X \) and \( y_j \) refers to \( j \)th word embedding of \( Y \). And let \( D \) is a binary matrix, where \( D_{ij} = 1 \), if \( x_i \) and \( y_j \) are aligned. Our goal is then to find a transformation matrix \( W \) such that \( Wx \) approximates \( y \). This is done by minimizing the sum of squared errors (following Artetxe et al., 2017), cf. 7.

\[
\arg\min_W \sum_{i=1}^{m} \sum_{j=1}^{n} D_{ij} \|x_i W - y_i\|^2
\]

(7)

The method is relatively simple to apply in our case because once we have a bilingual dictionary available, converting the dictionary as \( D \) is not a problem. We followed Artetxe’s 2017 mapping idea to train a bilingual word embedding for Komi-Russian using a bilingual dictionary. The size of the dictionary used for training is 7,642 pairs, and the projected word embedding is 5.9G. Those dictionaries and projected word

⁴https://fennougrica.kansalliskirjasto.fi
⁵http://komikyv.org
⁶https://github.com/langdoc/kpv-lit
embedding are accessible in a public repository.⁷ Dictionary is extracted from Jack Rueter’s Komi-Zyrian dictionaries that have translations to several languages.⁸

4.2 Cross-Lingual Dependency Parsing Model

As discussed in Section 3, the major idea of the cross-lingual representation learning method is to take aligned features, especially syntactic and lexical features. Since the Universal Dependencies (UD) (Nivre et al., 2017) model provides cross-linguistically consistent grammatical annotation, we do not need to consider aligning syntactic features among the languages (i.e., POS tags, dependency tags). However, in terms of the semantic point of view, ignoring lexical features may lead to a lack of semantic information not only in monolingual but also in multilingual dependency parsing.

A recent multilingual parsing experiment, the CoNLL 2017 shared task, has addressed dependency parsing for low-resource languages using a multilingual approach (Zeman et al., 2017). The main approach was cross-lingual representation learning, and most teams applied the delexicalized model to process the low-resource languages with around 20 samples of annotated sentences. However, the LATTICE team (Lim and Poibeau, 2017) suggested concatenating a bilingual word embedding as a lexicalized feature, which is mapped by a bilingual dictionary taken from Swadesh lists. In practice larger dictionaries would improve the result, and this has been done later, but the shared task had strictly specified resources. On the other hand, a small dictionary seems to be enough to align the embeddings reasonably well. All features, including lexicalized ones, are then fed into a bidirectional Long Short-Term Memory (LSTM) to take concatenated feature representations for each token. By using the concatenated features (vectors) as an input, Lim and Poibeau applied graph-based parsing, which views the parsing problem as a search for the best-scored tree graph.

As Lim and Poibeau (2017) suggested, the BiLSTM feature representation with lexicalized features is crucial for multilingual dependency parsing, particularly in low-resource scenarios. Since we assume that there are no UD corpora for low-resource languages, one common alternative approach is to take a training corpus from another language. Once we find a grammatically related language, we then simply train a dependency model with the mapped bilingual word embedding and a UD corpus of the related language. Although the training corpus is written in the related language, the system is possible to replace tokens with ones from the low-resource language by using pre-trained bilingual word embeddings, in which vocabulary items with the same meaning are mapped between two languages. LSTM is a specific type of Recurrent Neural Network (RNN), so it also has hidden layer with hidden vectors for each sequence, \( h = (h_1, h_2, ..., h_n) \). If we look at the hidden layer in a sequence \( i \), it is defined as in 8.

\[
(8) \quad h_i = (W_{th} t_i + W_{hh} h_{i-1} + b)
\]

The basic LSTM model is able to make use of the previous context based on the computation \( W_{th} h_{i-1} \) (to put it simply, we can think of \( W_{th} \) as a hidden input weight matrix and \( h_{i-1} \), as the previous value of the hidden layer). Thus, BiLSTM can store contexts from the LSTM both in regular order (LSTM\text{forward}) and inverse order (LSTM\text{backward}). For further details on the LSTM model, see Huang et al. (2015) and Cho (2015).

⁷https://github.com/jujbob/multilingual-models
⁸https://victorio.uit.no/langtech/trunk/words/dicts/kpv2X/src
For the current study, we have extended the parser by Lim and Poibeau (2017) using the multilingual word embeddings proposed in Section 4.1. The bilingual dictionaries used in the word embedding alignment contained several thousands of word pairs, and the recent study by Artetxe et al. (2017) shows that the dictionary size we operate with should be large enough to reach a high level of alignment accuracy.

5 Experiment Design

The following section discusses in more detail the creation and use of the corpora used for training and testing.

5.1 Training Corpora

The applied tools have been developed specifically for parsing low-resource languages, and this study originates from the same background. The main part of training data consists of a Russian UD v2.0 corpus with 3,850 sentences⁹, while the Komi part, which we have prepared, is only 40 sentences.

5.2 Testing Corpora

The early-stage Komi-Zyrian Universal Dependency corpus was used for the model training¹⁰, as this makes the results comparable with our earlier studies and was readily available. All in all, the tests in this study were performed on three different subsets or variants of test corpora, which are described below. All of the data used is publicly available in the IWCLUL branch of the repository.

1. Monolingual written Komi test corpus: 80 sentences

2. Multilingual written Komi-Russian test corpus, based on the monolingual corpus but adapted to contain constructions comparable to those that occur in spoken data: 80 sentences

3. Spoken Komi test corpus, contains spontaneous code-switching and code-mixing: 25 sentences

Similar to our earlier research, the monolingual Komi testing corpus was used as one method for evaluating the baseline for the results. Another Komi corpus currently being built will eventually include more spoken data, however it is not directly comparable with the monolingual testing corpus as the examples are entirely different. The spoken language data, although dialectal, is still phonologically and morphologically close to the written language, and in this case the data were slightly normalized in order to harmonize the transcription conventions with the orthographic representation in the written corpora used.

As the kinds of constructions we were interested in analyzing tend to occur only in spontaneous spoken language, it was not possible to use a parallel corpus of written texts to compare the performance as such. Instead, another approach was adopted in which the code-switching-like elements were inserted into an originally monolingual testing corpus. It must be stressed that the Russian elements were not inserted

⁹https://github.com/UniversalDependencies/UD_Russian/releases/tag/r2.0
¹⁰https://github.com/langdoc/UD_Komi-Zyrian
randomly, but were carefully crafted to follow patterns observed in the real spoken data. The creation of mixed test corpus was helped by the large number of available translations for the texts used. To illustrate this, we can take one sentence that is part of the testing corpus:

(9) Шофер-ыс, том зонка на, дзик-ӧдз растеряйтч-ис.
    driver-3SG young boy still totally-TERM get_confused-pst.3SG
    ‘Driver, still a young boy, got totally confused.’

As the same source book has translations into multiple minority languages of Russia, with the original Russian version, there is always access to multilingual versions of the same text segments. In this case the Russian version is as presented below:

(10) Водитель машин-ы, еще молодой парнишка, совсем растеря-л-ся.
    driver car-gen still young boy totally get_confused-pst.refl
    ‘Driver, still a young boy, got totally confused.’

With translations available, it is possible to compare the examples into occurrences that there are in spoken language corpus that naturally contains intermixed Russian. Although the details vary, we can at least add pointers into example sentences in spoken corpus that contain comparable occurrences, although they naturally would never be identical, or comparable from only one point of view. The example sentence above has been restructured in following way, Russian in bold:

(11) Шофер-ыс, том зонка на, совсем растеря-з-ся.
    driver-3SG young boy still totally get_confused-pst-refl
    ‘Driver, still a young boy, got totally confused.’

The acceptability of the adapted sentences can be justified at least partly by the test corpus design, of which up to 35% originates from texts that have parallel variants in Russian. This has been very useful in order to examine how similar the sentences would be in different languages. Additionally, 40% of the testing corpus has been translated from Komi into Russian. In the majority of cases, the basic structure has indeed been so similar that the Russian and Komi versions should, to a large extent, display identical dependency structures with core relations, although the details still differ substantially. It is left outside the current investigation whether the translations that are present are the most natural ways to express these ideas in either of the languages, as the goal was primarily evaluate how the parser behaves in this kind of scenario.

In order to make these decisions explicit, the mixed corpus version has an additional metadata field spoken_comparison, which contains a link to the IKPD corpus of spoken language recordings that exhibits comparable Russian constructions. In this case we have pointed into examples where Russian adverb совсем is used on place of native Komi дзик, as well as recordings that exhibit insertions of Russian verb forms. The examples are not supposed to be identical, but illustrate that the modification bears some connection to what can be observed in real data. Some of the observed phenomena are relatively rare (although present) in Komi, but are described as common in other Uralic languages, such as Erzya, by Janurik (2017). The presence of
Russian items and their different types in either natural or artificial test corpora do not reflect the frequencies with which they occur larger spoken corpus, as no studies have been conducted that would provide metrics that could be used.

It has to be emphasized that the goal of this exercise has not been to create new data that would be directly useful for any other purposes, but to have a dataset that is comparable to the monolingual test corpus, and would be close enough to realistic phenomena that we observe in spoken data that we can use it to evaluate the parser’s behaviour.

One of the available metrics comes from on-going research in which the items of Russian origin have been tagged in different text types. This examination shows that the rate of Russian items was, depending on the speaker, somewhere between 20%-40%, which is similar to the proportions used here.

6 Evaluation Strategy

The results are evaluated according to their LAS and UAS scores, but in order to analyze more precisely how the parser interacts with the constructions specific to Komi and Russian, we have examined some of these constructions in further detail. The recognition accuracy is also calculated separately for each dependency relation type. For evaluation purposes, the languages have been tagged into the misc-field of CONLL-U files, but the parser has not been aware of this information, and it is used only for evaluation.

There is a small portion of tokens occurring in the Komi corpus that are identical in form and function with corresponding Russian items. These are mainly particles and conjunctions. In the misc-field of the test corpus, these items have been classified with the tag "mixed", as their form and function are nearly identical in both languages. In addition to this, the "mixed" category also contains tokens that cannot be clearly defined as lexical items of either Komi or Russian, such as non-adapted Russian verb stems with Komi inflections.

Note that our analysis of a "mixed" category is also in line with the recent sociolinguistic description of similar contact-induced phenomena in Erzya (Janurik, 2017, 64, 89). According to this study, distinguishing between borrowing and code-switching is often very difficult in the case of Erzya and Russian. The same criteria seem to apply with regard to Komi-Russian language contact as well. Recent borrowings not displaying clear Russian morphology have therefore also been tagged as mixed, as the lack of phonological adaptation often makes them identical to the Russian alternatives, and using the Russian origin as the main criteria seems perfectly sensible.

The tokens that are unambiguously Russian and exhibit Russian morphology are tagged as Russian, so that it is possible to compare these parts of the corpus. The percentages of different languages across the testing corpora is as follows in Table 1.

The accuracy is also evaluated independently for a few grammatical structures in which the constituent order or relation type would differ in the two languages. In Komi noun phrases, nouns modify other nouns directly in the nominative, whereas in Russian, this would be accomplished using derived adjectives. In possessive constructions, the languages employ opposite strategies: possessor–possessed in Komi and possessed–possessor in Russian. Due the restrictions on the training data, it would be assumed that the parser would be more sensitive towards the Russian strategies, as the exposure to the Komi patterns has been minimal.

When evaluating the results, the possibility of mistakes remaining in training and
Table 1: The compositional ratio of corpora between Komi (kpv), Russian (rus) and mixed.

<table>
<thead>
<tr>
<th>File</th>
<th>Corpus</th>
<th>KPV</th>
<th>Mixed</th>
<th>Rus</th>
</tr>
</thead>
<tbody>
<tr>
<td>kpv-ud-test.conllu</td>
<td>written monolingual</td>
<td>96.2</td>
<td>3.8</td>
<td>-</td>
</tr>
<tr>
<td>kpv-ud-test-mixed.conllu</td>
<td>written artificially mixed</td>
<td>70.2</td>
<td>2.3</td>
<td>27.5</td>
</tr>
<tr>
<td>kpv-ud-ikdp.conllu</td>
<td>spoken</td>
<td>50.2</td>
<td>9.9</td>
<td>39.9</td>
</tr>
</tbody>
</table>

testing data itself cannot be excluded. As there are very few annotated datasets for Komi, it is not always perfectly clear what would be the most adequate annotation or relation in every case. Further work with Universal Dependencies on smaller Uralic languages will certainly shed light also into best ways to analyze Komi data.

7 Results

The LAS and UAS scores of the tested corpora are presented in Table 2. The results varied significantly by epoch, and all tests were run for 10 iterations. The differences were particularly large within the spoken corpus, as the parsing accuracy of individual sentences had direct relation to the scores as whole, just because the number of analyzed tokens was so small. Addition of individual sentences would make scores fluctuate very much, whereas other corpora behave more consistently, which indicates that test corpus of approximately hundred sentences in the test corpus seems to be enough for consistency in results.

The test corpora containing more Russian produce slightly better results. The reason seems to be that the parser is more sensitive towards recognizing Russian, as both Russian training corpus and the word embedding used are significantly larger. Indeed, when the parser is run on the identical settings to Russian test corpus, the LAS score is almost 70.00. This happens even under scenario where the parser is specifically targeted to parse Komi, and will first try to look for tokens from Komi part of word embedding. The examination of language-tagged tokens showed that the dependency relation types were analyzed correctly on average 10% more often on Russian tokens than with Komi tokens. The difference in recognizing heads was even higher in favor of Russian. This seems to reflect the generally higher accuracy in respect to Russian, which is explainable by the larger resource portions used in training. On the other hand, preliminary tests done after the research for this paper was conducted indicated that simply building the Komi word embeddings from larger text corpus would improve the monolingual Komi score and bring those closer to one another.

One way to test the cross-linguistic applicability of the parser is to look into constructions that are specific only to one of the languages. Earlier mentioned uses of prepositions and postpositions in Russian and Komi seem to be properly recognized. In the manually mixed test corpus half of the adpositions were in Komi and half in Russian (13/13), and in the best epochs they contained only individual errors. The roots were located correctly 80% if the time. Table 3 presents the accuracy percentages for different dependencies in monolingual and mixed test corpora in. The spoken corpora is not presented here due to its small size and thereby sporadic number of different relations.
Table 2: The results of Labeled attachment scores (LAS) and unlabeled attachment scores (UAS) for Komi-Russian code-switching data (Artificially mixed corpus and Spoken corpus) and the regular scenario (only Komi). Komi word embedding size 1,0 million tokens.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>LAS</th>
<th>UAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Written corpus</td>
<td>51.34</td>
<td>67.73</td>
</tr>
<tr>
<td>Artificially mixed corpus</td>
<td>53.61</td>
<td>65.74</td>
</tr>
<tr>
<td>Spoken corpus</td>
<td>54.77</td>
<td>68.20</td>
</tr>
</tbody>
</table>

Table 3: The comparison to processed results between regular Komi corpus (Komi only) and the code-switching corpus (Artificially mixed corpus) for each dependency relations.

<table>
<thead>
<tr>
<th>deprel</th>
<th>count kpv</th>
<th>correct in kpv</th>
<th>count mixed</th>
<th>correct in mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>amod</td>
<td>24</td>
<td>95.8%</td>
<td>24</td>
<td>91.7%</td>
</tr>
<tr>
<td>case</td>
<td>15</td>
<td>93.3%</td>
<td>25</td>
<td>96%</td>
</tr>
<tr>
<td>advmod</td>
<td>91</td>
<td>85.7%</td>
<td>93</td>
<td>89.2%</td>
</tr>
<tr>
<td>root</td>
<td>80</td>
<td>80%</td>
<td>80</td>
<td>78.8%</td>
</tr>
<tr>
<td>conj</td>
<td>10</td>
<td>70%</td>
<td>10</td>
<td>80%</td>
</tr>
<tr>
<td>acl</td>
<td>14</td>
<td>7.14%</td>
<td>14</td>
<td>7.14%</td>
</tr>
<tr>
<td>xcomp</td>
<td>21</td>
<td>66.7%</td>
<td>21</td>
<td>71.4%</td>
</tr>
<tr>
<td>obj</td>
<td>20</td>
<td>60%</td>
<td>20</td>
<td>60%</td>
</tr>
<tr>
<td>cc</td>
<td>23</td>
<td>60.9%</td>
<td>23</td>
<td>56.5%</td>
</tr>
<tr>
<td>nsubj</td>
<td>47</td>
<td>57.4%</td>
<td>47</td>
<td>55.3%</td>
</tr>
<tr>
<td>mark</td>
<td>7</td>
<td>57.1%</td>
<td>7</td>
<td>71.4%</td>
</tr>
<tr>
<td>discourse</td>
<td>9</td>
<td>55.6%</td>
<td>9</td>
<td>66.7%</td>
</tr>
<tr>
<td>aux</td>
<td>14</td>
<td>42.9%</td>
<td>12</td>
<td>33.3%</td>
</tr>
<tr>
<td>nmod</td>
<td>33</td>
<td>30.3%</td>
<td>38</td>
<td>39.5%</td>
</tr>
<tr>
<td>advcl</td>
<td>5</td>
<td>20%</td>
<td>3</td>
<td>0%</td>
</tr>
<tr>
<td>ccomp</td>
<td>1</td>
<td>100%</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>appos</td>
<td>6</td>
<td>0%</td>
<td>6</td>
<td>0%</td>
</tr>
<tr>
<td>cop</td>
<td>3</td>
<td>0%</td>
<td>3</td>
<td>0%</td>
</tr>
<tr>
<td>det</td>
<td>5</td>
<td>0%</td>
<td>5</td>
<td>0%</td>
</tr>
<tr>
<td>flat</td>
<td>2</td>
<td>0%</td>
<td>2</td>
<td>0%</td>
</tr>
<tr>
<td>toby</td>
<td>5</td>
<td>0%</td>
<td>4</td>
<td>0%</td>
</tr>
<tr>
<td>obl</td>
<td>47</td>
<td>0%</td>
<td>46</td>
<td>19.6%</td>
</tr>
<tr>
<td>parataxis</td>
<td>5</td>
<td>0%</td>
<td>3</td>
<td>0%</td>
</tr>
<tr>
<td>vocative</td>
<td>1</td>
<td>0%</td>
<td>1</td>
<td>0%</td>
</tr>
<tr>
<td>fixed</td>
<td>0</td>
<td>0%</td>
<td>1</td>
<td>0%</td>
</tr>
</tbody>
</table>

It seems that the rarer dependencies are also generally poorer in their accuracy, with many never being recognized correctly. As this is evaluation of just the best epoch, the accuracy of zero doesn’t mean that the parser would never recognize this relation, but the poor accuracy seems to be consistent across tests. This may be connected to the small size of Komi training corpus which contained only 40 sentences, and thereby there are lots of relations which occur only sporadically there as well. However, the table Table 3 also shows that with some relations the accuracy is much
better than for others.

One reason for high accuracy with adpositions could be explained by their very high frequency and relatively small number of distinct forms. Some attention has to be paid into the situation with obliques, which are almost uniformly parsed incorrectly in Komi test corpus. Within the Russian part of the mixed corpus the recognition accuracy increases, and this gain comes from the Russian part. In Komi part of the corpus obliques are most commonly parsed as nominal subjects. Across all training epochs this is most commonly mis-identified relation. Within Russian part the obliques are generally parsed correctly. In case of Russian the obliques are usually marked with prepositions and distinct case such as prepositional or dative.

In the monolingual Komi corpus and in Komi part of the mixed corpora very frequently mis-parsed relation was nominal subjects being analyzed as nominal modifiers. Right after this comes the analysis of nominal objects as nominal subjects. Some of the results match fit typological differences between Komi and Russian. For example, noun modifiers in certain contexts were recognized much worse than could be expected. Even when constructions share lexical items with Russian, the parser systematically recognizes the first element as the head, probably reflecting Russian pattern where the order would be reversed, or the first component be an adjective and the relation thus \textit{amod} instead of \textit{nmod}.

As mentioned above, the adpositions were generally parsed correctly, irrespective of their language or direction. There were individual Komi postpositions which seemed to be often parsed incorrectly, but these were either used in non-prototypical way or were relatively rare otherwise. So rarer types were recognized worse, which may be related to the general difficulties in recognizing obliques as well, as those have hardly any prototypical form in which they appear in Komi.

8 Conclusion

According to our analysis, the Multilingual BIST-parser described in Lim and Poibeau (2017) is able to parse with comparable accuracy monolingual data and code-switching data. The analysis of parsing result of different dependency relation labels showed that some are recognized considerably more often than others, and especially with rarer relations the accuracy is suffering. There are some relations which show large differences between language pairs used in model training, such as obliques, but also cross-linguistically differently behaving categories, for example adpositions, which are recognized considerably well even when they occur in same sentences in code-switching data.

At the moment the main reason for relatively poor accuracy seems to be a lack of larger training corpus. At the moment the training has been done only with 40 sentences, which is by any standards very little. However, it is so small that comparable dataset could be easily created for virtually any language, and thereby the results are encouraging for extending this approach to new languages. Another aspect that needs more rigorous testing is the alignment and quality of word embeddings used. The currently used Komi embedding was built from one million token text corpus, and possibly an increase in the embedding size could already bring improvements to the performance. On the other hand, also Russian embeddings, although large, are from Wikipedia and could be improved by including wider variety of text types. Evaluating the minimum size that is needed for embeddings is also important in order to estimate how well suited the proposed method is for low-resource languages.
One additional concern is that as all training data and word embeddings are based on written data. Thereby there are many features of spoken language, such as discourse particles, which occur rarely if at all in any of these sources, even when the corpora would be relatively large. Although the discourse particles were in this case analyzed better than majority of the relations, there are still certainly numerous constructions that tend to occur mainly in spoken data. One of these are particular mixed forms which are likely never found in monolingual resources of these two languages, and thereby cannot directly benefit from the method tested in this paper. The IKDP Komi corpus counts approximately 300,000 tokens at present and training new word embeddings from this data alone doesn’t seem reasonable right now. However, as regular transcription work increases the corpus size over time, reaching a million or more tokens should be reasonable in the foreseeable future. Meanwhile further experiments should be conducted on building word embeddings that mix spoken and written varieties, and thereby also contain spoken data with code-switching. Naturally, increasing the sizes of training and test corpora for Komi is also a foremost priority for our own future research.
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Abstract

I demonstrate here an experiment of word sense disambiguation method based on the Self-Organizing Map (SOM) and a pre-existing set of tools for analyzing text in Finnish. It is given a Semantic Web ontology as a reference model, and a related Finnish text corpus with sample term tagging related to the ontology concepts. The experiment is based on "OntoR", a previous experiment on SOM-based ontology term tagging for English. In this work the OntoR model is adapted to the Finnish language, and it is trained on a small text example with hand-picked concept annotations. This computational model can be considered useful for Information Retrieval and concept harvesting purposes in a specific domain where a limited training data set is available. The model adapted to Finnish text analysis stands on OMORFI and HFST morphological analysis, and uses the SOM-PAK library for unsupervised clustering, and ontology concept tagging and further for concept harvesting in Semantic Web ontology development.

Tiivistelmä


1 Introduction

Plain word-based keywords might be misleading in some Information Retrieval purposes. The Semantic Web ontologies can provide enhanced results in information search when multiple taxonomies of terms and keywords are used in the document...
With automated ontology-concept tagging, a text database can be indexed incrementally to enhance queries defined by word-based examples or taxonomic identifiers. By referring to taxonomic concept identifiers in ontologies, both the tagging (indexing of terms and concepts) and Information Retrieval (search by terms or example phrases) can produce better precision in search results, compared to plain word-based keywords.

Text in Finnish is a challenge in Information Retrieval and automatic concept analysis due to its rich morphology and its marginal status in the existing forest of Semantic Web ontologies. By developing accessible and constitutive tools for analyzing morphologically rich languages, such as Finnish, the diverse work on automated and semi-automated concept tagging and multilingual ontology development will also become accessible. Also this way the methods developed for single languages can be evaluated in a foreign language or multilingual domain of the Semantic Web.

By using an automated concept tagging model, as aimed in the OntoR tool, it is possible to detect semantically significant features on tokens which link their usages to an ontology-based term. The detection of semantic features in the OntoR setup are based on a learning model, which is trained with data produced by a dependency parser program. The model described here also aims to disambiguate common words in special contexts where they are used as terms, as described in a Semantic Web ontology.

The utilized pre-processing software work with different levels (tokenization, lemmatisation, POS tagging and dependency parsing). The former English OntoR setup utilized the Stanford Parser PCFG model for English, but in this project I am using the OMORFI and HFST tools and UDPIPE tool adapted to the R environment.

Here the Finnish language is a very interesting challenge for dependency parsing since the word form disambiguation (e.g. lasta/lapsi) will be made in the R statistical programming environment, after the possible lemmas are parsed with HFST, but before estimation of the dependency graph with UDPIPE which will benefit from the lemma disambiguation. This project for adapting Finnish as the source language aims to normalize the set of pre-processing tools in a uniform model for analyzing concepts in multiple languages.

2 The Finnish OntoR experiment

This small demonstration aims to show how the Self-Organizing map method can work for unsupervised ontology term tagging and learning. The SOM is powerful in processing natural language since it can handle and learn on training data with a small set of significant outliers, and is robust in sense of accepting a noise component [2].

Neural network (NN) models for text-based learning are data-hungry when the model is trained with an unsupervised method. Word sense disambiguation require high-quality example training data, especially if the training data contains of homonyms and synonyms, reflecting real-life language. The concept detection method developed in the OntoR tool aims to be robust in cases of misspelled words and semantically equivalent alternatives by both a fuzzy character-based guessing (edit distance) technique and ontology-based semantic equivalence estimation. The out-of-lexicon words can be identified by a given synonym dictionary or applying typographic rules. Also the found words can be merged in the same concept by providing a synonym or a higher-class term (hypernym) in a Semantic Web ontology.

In contrast to most purely unsupervised neural network models, the OntoR model
can be trained with a minimal training data set. For instance, the OntoR example development training data set for English contains a long Wikipedia article (9 500 words) and 100 related medical paper abstracts (24 000 words). This hand-picked development data set yielded a model capable of clustering a domain-related concept model, as sketched in Figure 1.

A previous, similar approach in English ontology concept term tagging has been done with the OntoR ontology term annotation tool, earlier developed in the EU MOLTO machine translation research project. Due to its open-to-develop nature it is very practical to extend its use by utilizing the existing Finnish morphological and syntactic analysis tools.

The OntoR was developed to use Stanford Parser for tokenization, lemmatization and extracting dependency information on natural language source text. The OntoR tool runs in the R statistical programming environment\[3\], using the CRAN library som, based on SOM-PAK\[4\], the Self-Organizing Map Program Package version 3.1.

### 2.1 Adapting OntoR to Finnish syntax

With this renovated experiment setup, I describe the required and planned steps to adapt the previously developed OntoR concept tagging model into a Finnish model for ontology concept tagging. As an extension to the previous OntoR experiment, I am now using HFST \[5\] and OMORFI \[6\] tools for Finnish corpus text lemmatization.

The developed syntactic analysis will use the Universal Dependencies (UD) data for Finnish \[7\]. For dependency arc computation, the Finnish OntoR model will be using the udpipe package for the R platform, instead of running the Stanford Parser model as an external process.

At the bootstrapping phase of adapting Finnish into the analysis model, I use 3-grams, which consists of the lemmatized base forms of the text node word, its previous and the following word. Practically this is done by adding "left" and "right" dependency arcs in the input sentence data. In a later step I intend to adapt the udpipe dependencies analysis developed in the UD project. This is expected to be equally powerful in expression, compared to the Stanford Parser PENN collapsed dependencies for English, which was used in the English OntoR setup.

In the development phase, a sample development corpus of 80 sentences were extracted from the Finnish wikipedia articles for Malaria and Protozoa (fi:Alkueläimet). A sample of this text in the OntoR environment can be seen in Figure 3. This aims at utilizing the same development ontology used for developing the English semantic model, shown in Figure 1.
2.2 Composing semantic feature vectors from syntactic arcs

Each text node, which is a specific occurrence of word in the source, gets a computed semantic feature descriptor. The which represents its observed syntactic neighborhood. The model generates syntactic hash vectors from syntactic dependencies, produced by the applied dependency parser and a random index generator. These hash vectors are composed into a weighted, distributional vector, used as the feature descriptor for the text node, which is practically the specific token in the sentence.

Since this is a probabilistic model, I chose random indexing as embeddings to represent lemmas and their typed syntactic dependencies. A random vector projection to a small dimension (20 at the first experiment) is applied to make computation affordable. The feature descriptors for text nodes are averaged from the set of their related syntactic hash vectors, and weighted by their inverse frequency. Similarly to the TF-IDF principle, a token occurring only a few times the weighting gives a large coefficient and commonly occurring tokens will get a smaller weight in the combined representation. The vector components are positive and L1-normed to sum of 1. A pipeline describing the feature generation process is shown in Figure 2.

This distribution-based numeric representation has been chosen over Euclidean vector-space models (such as word2vec) due to the requirements of statistical analysis: The components must be able to be interpolated, summed and weighted, so that presence of any components may be measured in a combined feature descriptor. Also the difference between two semantic feature descriptors can be measured by a L1-distance or an entropy based distance such as IRad (information radius).

A tuple consisting of a dependency attribute and its head/dependent word builds an individual indexed syntactic hash. Also, the reverse arc and their endpoint words produce indexed syntactic arcs. This way, both the head and dependent ends of arcs are given unique features.

In Fig. 3 is shown a screen capture of the OntoR user interface, used for examining a computed model of an ontology-related text and a selected set of text nodes. The user interface produces a coarse bar chart of evaluated semantic feature descriptors for the text nodes and the related syntactic hashes used in the computation.

2.3 Self-Organizing Map representing an ontology

The SOM model proves to be powerful in unsupervised learning of multidimensional vector input and can handle input vector spaces with multiple dense clusters and sparse outlier data points. It adapts its clustering structure to wide-scale multidimensional variance in the data set, and is robust in terms of accepting a noise component
Figure 3: Screen shot from the OntoR environment, running in the R statistical pro-
gramming environment. At the top, the semantic feature descriptors associated with
token *Malaria* are printed. They represent the matching text nodes in the Finnish On-
toR training data set, with a short word context of their usage. The node names are
prefixed with a Snnnn- identifier which identifies the sentence number in the train-
ing data bank. The node names have a suffix -n which indicates the position of the
token in the sentence, which is essential in cases of multiple word occurrences. Below
are the syntactic hash vectors, which are used to build the semantic descriptors for
text node related context. These are used in the composition of context descriptors, by
weighted summing. An inverse frequency weighting is used so that an associated syn-
tactic feature with low frequency (n) will cause a greater effect in the resulting context
descriptor. Features occurring only once are not evaluated since they are taken only
to provide noise to the training data. At this phase of development, a baseline lem-
matisation is used instead of a dependency parse. On the bottom right corner: Some of
the text nodes, aligned in the SOM space, as a result of the training process.

as part of the input. [2]

The OntoR setup demonstrates how ontology-based term structure is reflected on
top the trained SOM map containing the keywords. A modified plot of the SOM map
has been developed to explore the mapping of ontology term classes and super-classes
over the machine-learned term model trained with the sample corpus. The SOM map
can also be seen to reflect a Venn diagram representing an ontology concept space
[8].

2.4 Observations on training the SOM classifier

The model can be given a sample ontology describing the domain of the training data
set. The training ontology concepts are equipped with references to the training cor-
pus. After the model is trained, the SOM model will reflect the found matching ontol-
ogy concepts when a syntactic feature vector is presented to its feature space. Also,
if a new term, a new spelling or synonym for an existing concept is detected, it is
expected to appear near an existing concept tag in the SOM grid.
Figure 4: The SOM grid shown here demonstrates word contexts learnt from the development training data. The hexagonal cells are labeled with the associated terms, which are the words having a high frequency $n > 3$ in the training set. Each cell represents an averaged syntactic context, where the printed token is present. A cell may contain multiple tokens which appear in a similar syntactic context, and can be assumed to share some semantic features in common. Likewise, a token can appear in multiple cells, showing the syntactic context diversity of the specific token. An evaluation set of 20 sentences was separated from the development set of 80 sentences. The tokens selected for the evaluation are printed with their marking colors in the legend line at the bottom of the figure. The terms used in this evaluation plot were: malaria, tauti (en: disease), hyttynen (en: mosquito), hyönteinen (en: insect), plasmodium, loinen (en: parasite). These terms, evaluated in their sentence contexts are projected on a trained SOM model. The plot shows that the evaluation data points are located close to the "target" clusters.

For development purposes, I split the early development data into an evaluation set (20 sentences) and a development set (60 sentences) at random. A screen capture of a SOM-based term clustering at the development phase is shown in Fig. 4. In this example, three pairs of sub-terms and super-terms from the evaluation data set are plotted on the trained SOM model. The word form similarity measurements are disabled in this experiment. This shows that the evaluation data point features are well estimated without prior knowledge of the labels in the training data set, only based on their semantic feature vectors. Surprisingly, some word sense disambiguation happens even without the trained UDPIPE model attached.

The sample data used in the current development corpus is insufficient for numeric evaluation. Currently, at the time of writing, I am integrating the full syntactic analysis with the UDPIPE into the Finnish OntoR system, and also I am adding a larger corpus extracted from medical domain articles. This work seems to lead into a promisingly interesting evaluation of word sense disambiguation with the SOM and into further research on harvesting terms and introducing them as new ontology concepts.
3 Related work and development discussion

The SOM maps can also be seen learning Boolean elementary reasoning with logical statements in a restricted artificial language, when the model is trained by appropriate domain-specific text. The related work by Letosa et al. [8] supports this approach for using SOM in clustering the tagged concepts in given input in a restricted language. The boundaries between dense clusters can be seen as analogies to branches in taxonomy trees.

The similarity model based on the semantic descriptor vectors is very promising for containing contextual information on a word occurrence. Similar research on similarity measures on hash vectors has been recently done, as in work by Wang et al. [9].

Important work on automated and semi-supervised ontology population and extension has been done in the CultureSampo [10] project. Their model is also based on word distribution models on analyzed text which makes comparison to this work relevant.

There is also previous work on concept mining for the Semantic Web with SOM, for example the work by Honkela et al. [11], where the emergent structure of an organized SOM reflects the structure of underlying information, used in the training process. Their research also shows that multiple layers of superclass layers can be seen as different-sized nested zones on the SOM grid. This is analogous to the approach used in the concept classification (and further semantic disambiguation) in the OntoR project.

The expressiveness of Semantic Web ontologies and their language independent concept schema exceed the information in plain monolingual keyword-based taxonomies. Semantic web ontologies can contain relation attributes outside the superclass-subclass-taxonomy, such as belongs-to or caused-by relations. Ontology concepts may also be annotated with human readable description and machine-readable annotated for logical reasoning applications (e.g. through a SPARQL based schema). This suggests a need for research towards bridging the Semantic Web over multiple languages.

As a future step, an evaluation scheme for successful ontology concept tagging must be considered when developing the OntoR model further towards the pre-founded Finnish ontology structures, such as in the FinnONTO [12] project, and towards cross-linguistic concept tagging. This will also benefit the work of building Semantic Web ontologies and extending previously built monolingual ontologies to cover new languages and usages in cross-lingual Information Retrieval.
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Abstract

The paper describes an ongoing effort aiming at building a sound-aligned corpus of Udmurt spoken texts. The corpus currently consists of about 3.5 hours of recordings, collected during fieldwork trips between 2014 and 2016. The recordings represent three dialect groups of Udmurt (Northern, Central and Southern). The recordings were transcribed with the help of native speakers. All morphological peculiarities characteristic of spoken or dialectal Udmurt were faithfully reflected, however, the transcription was somewhat normalized in order to facilitate morphological annotation and cross-dialectal search. The pipeline of our project includes aligning the texts with the sound in ELAN and annotating them with a morphological analyzer developed for standard Udmurt. We use automatic annotation as a much less time-consuming alternative of manual glossing and explore the resulting quality and the downsides of such annotation. We are specifically investigating how much and what kind of change the standard analyzer requires in order to achieve sufficiently good annotation of spoken/dialectal texts. The corpus has a web interface where the users may execute search queries and listen to the audio. The online interface will be made publicly available in 2018.

Kivonat

Ezen tanulmányban egy pilot projektet mutatunk be, amely célja egy hanganyagot tartalmazó udmurt nyelvjárási korpusz építése. A készülő korpusz 2014 és 2016 között végzett terepmunkák során gyűjtött, jelenleg körülbelül 3,5 órányi lejegyzett hanganyagból áll, amely az udmurt nyelv fő nyelváráscsoportjait (északi, közép- és déli nyelvjárássait) mutatja be. A hangfelvételek lejegyzése udmurt anyanyelvi beszélok segítségével történt. A lejegyzés hűen tükrözi a hangfelvételeken előforduló, az udmurt nyelvjárásokra vagy az udmurt beszélt nyelvre jellemző morfológiai jelenségeket. A lejegyzés azonban fonetikai szempontból bizonyos mértékben sztenderdizálva lett annak érdekében, hogy megkönnyítse a szövegek morfológiai elemzését és a több nyelvjárása kiterjedő keresést. A szövegek feldolgozása a következő lépésekből áll: a szövegek ELAN-nal való lejegyzése (amelynek során a lejegyzett szöveg időben illesztve lesz a hanganyaghoz),
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1 Introduction

This paper summarizes the preliminary results and the future directions of building a linguistic corpus of spoken texts from different Udmurt dialects.

Udmurt belongs to the Permic branch of the Uralic language family. Udmurt is spoken mainly in the Udmurt Republic, but also in the Republic of Tatarstan, the Republic of Bashkortostan, Perm Krai, Sverdlovsk Oblast and Kirov Oblast. According to the Russian Census of 2010, there are about 325,000 speakers of Udmurt.¹ The EGIDS level of Udmurt is 5, i.e. it is a developing language, which means that "[t]he language is in vigorous use, with literature in a standardized form being used by some though this is not yet widespread or sustainable".² Standard Udmurt has an official orthography based on the Cyrillic script. This orthography is taught in schools and is familiar to most Udmurt speakers, regardless of their dialect.

As far as the existing corpora of Udmurt are concerned, we would like to mention three recent projects aiming at building linguistic databases for Udmurt, namely

²https://www.ethnologue.com/language/udm
the Udmurt Corpus, the Beserman Corpus and the UraLUID database. The Udmurt Corpus³ contains about 7.3 million tokens from mostly newspaper texts written in standard Udmurt. The Beserman Corpus⁴ consists of transcribed oral texts in the Beserman dialect of Udmurt (currently, its size is about 65,000 tokens). The UraLUID database⁵ encompasses both Udmurt texts collected in the 19ᵗʰ century as well as text samples from two Udmurt blogs (the aim of this project was to create a database containing at least 4000 tokens of these two types of Udmurt texts, see Simon and Mus 2017).

Our goal is to process fieldwork recordings collected between 2014 and 2016. During these fieldwork trips, we collected contemporary spoken language material, hence, the corpus is aimed to represent the spoken varieties of Udmurt. Additionally, it is noteworthy that the recordings do not exemplify the standard Udmurt language but rather its dialects. In this way, our corpus is a further step in the corpus building efforts for Udmurt.

Needless to say, spoken texts are an irreplaceable source of valuable data for linguists. This is especially true in the case of endangered and under-documented languages like Udmurt. This highlights the importance of making fieldwork data open and reusable for the researchers, and possibly, for the native speaker community as well.

However, collecting and transcribing recordings is an extremely long and expensive process. The traditional approach to compiling spoken corpora includes aligning the transcription with the recording and then manually annotating the texts in Toolbox or FLEX (for Beserman Udmurt see Arkhangelskiy et al. 2017; for Enets see Khanina 2017). In this case, the annotation is by itself quite time-consuming and, in case of small-scale project like ours, could keep researchers and fieldwork linguists from processing and sharing their data. Hence, we took a different approach, namely to sound-align the recordings manually, but annotate them automatically. This approach to text processing has been advocated in several recent language documentation projects, e.g. in the Ustya Basin Russian project (Waldenfels et al., 2014) as well as in the Saami and Komi documentation project (Bloklānd et al., 2015), since it has two advantages: first, it is much less time-consuming, and second, the corpus built in this way can still be used for many research purposes.

In this paper, we discuss the workflow of our ongoing project and the obstacles we faced in the process. The paper is organized as follows. In Section 2, we present the Udmurt data used in the corpus with special reference to the metadata of the recordings. Then, in Section 3, we turn to the text processing steps, namely transcription and morphological annotation. We present the transcription used in the corpus and discuss several problematic cases in connection to it. As for the morphological annotation, we used a morphological analyzer originally developed for standard Udmurt. Given the fact that the corpus contains dialectal data, we had to make some adjustments to the analyzer, which is another novelty of the project presented in this paper. We specifically discuss the difficulties dialectal data pose with respect to morphological annotation (Section 4). Finally, we briefly describe the main features of the user interface of the corpus in Section 5.

³http://web-corpora.net/UdmurtCorpus/search/
⁴http://beserman.ru/corpus/search/
⁵http://www.nytd.hu/depts/tlp/uralic/dbases.html
Table 1: The Udmurt fieldwork recordings used in the corpus

<table>
<thead>
<tr>
<th>Collection point</th>
<th>Dialect</th>
<th>Speaker(s)</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alnash district, Udmurtia</td>
<td>Southern</td>
<td>VE; EE</td>
<td>33:30</td>
</tr>
<tr>
<td>Alnash district, Udmurtia</td>
<td>Southern</td>
<td>LP; EE</td>
<td>29:02</td>
</tr>
<tr>
<td>Grakh district, Udmurtia</td>
<td>Southern</td>
<td>OK; IK; MK</td>
<td>53:54</td>
</tr>
<tr>
<td>Grakh district, Udmurtia</td>
<td>Southern</td>
<td>ESj</td>
<td>09:40</td>
</tr>
<tr>
<td>Grakh district, Udmurtia</td>
<td>Southern</td>
<td>VK; IK</td>
<td>27:09</td>
</tr>
<tr>
<td>Izhevsk, Udmurtia</td>
<td>Central</td>
<td>EL</td>
<td>08:28</td>
</tr>
<tr>
<td>Izhevsk, Udmurtia</td>
<td>Central</td>
<td>SSh</td>
<td>06:10</td>
</tr>
<tr>
<td>Izhevsk, Udmurtia</td>
<td>Northern</td>
<td>OS</td>
<td>04:53</td>
</tr>
<tr>
<td>Balezino district, Udmurtia</td>
<td>Northern</td>
<td>TS; TaS</td>
<td>09:15</td>
</tr>
<tr>
<td>Balezino district, Udmurtia</td>
<td>Northern</td>
<td>TS; ES</td>
<td>34:24</td>
</tr>
<tr>
<td>Kukmor district, Tatarstan</td>
<td>Southern Peripheral</td>
<td>EK; KK</td>
<td>22:33</td>
</tr>
</tbody>
</table>

2 Data

The Udmurt recordings used in this corpus were collected by Ekaterina Georgieva during three fieldwork trips conducted between 2014 and 2016 in the Republic of Udmurtia (and partly in the Republic of Tatarstan). All audio data were recorded in .wav format. The data represent different dialects of Udmurt, which we briefly overview below.

The dialects of the Udmurt language are divided into four main groups, namely the Northern, Central, Southern and Beserman dialect groups (Kelmakov, 1998, p. 41–44). The Southern dialect group is further divided into Southern dialects (spoken in the southern parts of the Republic of Udmurtia) and Southern Peripheral dialects (spoken in the Udmurt diasporas in Tatarstan, Bashkortostan, etc.). Additionally, a division is made between “standard Udmurt” and its vernacular varieties (Edygarova, 2014). Standard Udmurt is used mainly in written form. As for the vernacular varieties of Udmurt, Edygarova (2014) distinguishes between local and cross-local vernacular varieties. The local varieties of Udmurt show features of a particular dialect, while in the cross-local varieties, features of mixed dialect and standard forms occur (Edygarova, 2014, p. 379).

Taking into account these facts, we assume that the fieldwork recordings used in the corpus represent the spoken varieties of Udmurt (that differ from its written variety, i.e. standard Udmurt) as well as exemplify certain dialectal features characteristic of the speakers’ dialects. Nevertheless, they often contain standard forms alongside the dialectal ones. For example, in the texts, we find infinitives in both -n (dialectal) and -ni (standard), with the standard variant being slightly more frequent.

Now let us now take a closer look at the recordings used in our corpus. At present, the recordings collected during the fieldwork conducted in July and August 2014 are being processed. Below, we overview some basic metadata of these recordings, such as the place of recording, the dialect recorded, the speakers participating in the interviews and the duration of the recording, see Table 1. As can be seen from the table, the corpus is meant to cover (to a varying degree) the main dialects of Udmurt: Northern, Central, Southern and Southern Peripheral.

During the fieldwork trips, the semi-structured interview method was chosen. This format gave the speakers some freedom in the course of the interview. This was needed in order to ensure the right settings for a natural recording. It should be
also emphasized that Udmurt was the only medium of the interviews. The interviews cover different genres, such as narratives, informal conversations between speakers, description of customs, etc.

Furthermore, the recordings fall into two groups regarding the number of speakers participating in the interview. In some of the recordings, only one native speaker was interviewed by the (non-native) fieldwork linguist, while in other recordings, the informant(s) was/were interviewed with the help of another native speaker. In the latter case, the result was a group conversation (featuring two or three native speakers and the linguist).

3 Text processing

In this section, we present the steps of processing the recordings. First, we discuss transcription and related issues. Then we proceed to the morphological analysis, for which we used the analyzer developed for standard Udmurt with some necessary adjustments. More specifically, we evaluate the applicability of this analyzer to dialectal data.

3.1 Transcription

The recordings were transcribed and time-aligned in ELAN\(^6\). ELAN allows to create complex annotations for audio and video files. The annotations are organized in a layered structure, in so-called tiers. The audio files were utterance/sentence-level time-aligned. Currently, the annotation of the recordings consists of two types of tiers: transcription and fieldwork notes. In each recording, there is a separate transcription and notes tier for each of the speakers (including the interviewer).

The first step of processing the audio files was the transcription. The transcription was carried out with the help of native speakers (in some cases, a speaker of the relevant dialect or one of the participants in the recording in question). Given the fact that we are dealing with spoken language recordings showing dialectal features, we had to make some principal decisions regarding the transcription we used. Let us mention a couple of problems in oral texts: assimilations, colloquial forms, unfinished words, hesitations, dialectal morphological features, etc. Below, we summarize the decisions we have made regarding the transcription used in the corpus. Our goal was to apply these principles throughout, as consistency is one of the keys properties of corpus building.

First of all, it should be emphasized that we did not aim at providing a phonetic transcription. Hence, we chose the Cyrillic script used in the case of standard Udmurt, and not the Finno-Ugric Transcription System/Uralic Phonetic Alphabet\(^7\) or the International Phonetic Alphabet. This made the transcribed texts consistent with the standard Udmurt texts and also facilitated the morphological analysis of the transcribed files. This choice was also motivated by the fact that our aim was to create a valuable and useful corpus with limited resources and within a relatively short period of time.

In contrast to other Cyrillic-based transcriptions of Udmurt oral texts (Kelmakov, 1998), we do not mark certain phonological processes, such as assimilations and non-standard stress patterns. For example, in this text collection, the regressive assim-

\(^6\)https://tla.mpi.nl/tools/tla-tools/elan/
\(^7\)http://std.dkuug.dk/jtc1/sc2/wg2/docs/n2419a.pdf
illation is transcribed, as in the verb forms like *tod-sko* (know-prs.1sg) used in the Northern dialects, which is realized as *totsko* or *tocko*. Based on our data, it seems that the devoicing always applies, hence, we prefer to transcribe this verb form simply as *тодско* instead of *тотско* or *тоцко*. This transcription has the advantage that we do not need to add a stem allomorph *tot* of the verb *todi ni* (to know). Additionally, we also normalize certain colloquial forms, such as *бенэть* and *капказьын* to *бен ведь* and *капка азык*, respectively. However, we do mark the actual realization of these colloquial forms in angle brackets (see in Table (2)). Hence, our decision in most cases is to adhere to the standard orthography with some exceptions that we discuss below.

The most important exception is the transcription of dialectal morphological features. Since our goal was to test whether the standard Udmurt morphological analyzer can deal with dialectal morphology, morphological features were always transcribed according to their actual realization in the recordings. Moreover, our data show that both the standard and the dialectal forms can be used in the same dialect or even by the same speaker, for example, as mentioned above, we find infinitives in both *-n* (dialectal form) and *-nj* (standard form). Hence, it was necessary to mark the actual realization of the infinitive suffix.

Furthermore, we did not normalize dialectal lexical items, such as *gidʼ* (pigsty) and *tirisen* (since), corresponding to *gid* and *dirišen*, respectively. In Section (4), we will discuss how these lexical items have to be processed morphologically.

The third major deviation from the standard Udmurt orthography concerns the transcription of compounds. We would like to stress that the standard orthography is very inconsistent with respect to compounds: some of them are written as one word, others are written with a hyphen, but most of them are written as two words. Moreover, the descriptive studies are also inconclusive of what exactly counts as a compound in Udmurt (Fejes, 2005). Hence, we decided to hyphenate all potential instances of compounding in the corpus.

Our transcription approach resembles the one adopted by (Waldenfels et al., 2014). On the one hand, we do not standardize the text on morphological level, so that the users can search for dialectal morphological features. On the other hand, we standardize the spelling to a certain extent to make it consistent throughout the corpus. This approach gives us two advantages. First, it minimizes the changes we have to make to the standard Udmurt morphological analyzer in order to apply it to our data. Second, it allows the users to search certain morphemes, words and lemmata in all dialects at once, while otherwise they would have to take into account all possible phonetic variants. Since the corpus has sound alignment, the users can still research dialectal phonetics by listening to the examples they find, regardless of the simplifications in the transcription.

Additionally, we chose to mark certain discourse and extralinguistic elements in the transcription. This was motivated not only by the fact that we aimed at transcribing the recordings as precisely as possible, but also by the fact that we aimed at building a multi-purpose corpus. The conventions we adopted are listed in Table (2). It should be emphasized that we transcribed only those discourse elements that occurred inside the utterances. External noise, such as coughing, laughing, etc. that occurred between the utterances were not transcribed. A further convention of our transcription is that sentences start with lower case letters, and capitals are used only to mark proper names.

---

8We are grateful to Katalin Mády and Uwe Reichel for their suggestions regarding this part of the transcription.
<table>
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;P&gt;</td>
<td>unfilled pause</td>
</tr>
<tr>
<td>&lt;B&gt;</td>
<td>breathing</td>
</tr>
<tr>
<td>&lt;S&gt;</td>
<td>lipsmack</td>
</tr>
<tr>
<td>&lt;L&gt;</td>
<td>laugh</td>
</tr>
<tr>
<td>&lt;N&gt;</td>
<td>non-human noise</td>
</tr>
<tr>
<td>&lt;H:xx&gt;</td>
<td>filled pause, such as ыы, öö, aaa</td>
</tr>
<tr>
<td>&lt;H:&gt;</td>
<td>verbal realization of hesitation that cannot be captured with phonemes</td>
</tr>
<tr>
<td>&lt;H&gt;</td>
<td>hesitation, interruption after a word</td>
</tr>
<tr>
<td>&lt;%&gt;</td>
<td>non-understandable speech</td>
</tr>
<tr>
<td><a href="">CF:xx</a></td>
<td>colloquial form</td>
</tr>
<tr>
<td>xx-A&gt;</td>
<td>aborted articulation of a word; written without a blank</td>
</tr>
<tr>
<td>xx-F&gt;</td>
<td>foreign word (not used for Russian loanwords); written without a blank</td>
</tr>
<tr>
<td>.</td>
<td>no punctuation mark</td>
</tr>
<tr>
<td>,</td>
<td>unfinished utterance</td>
</tr>
<tr>
<td>?</td>
<td>used according to the intuition of the annotator</td>
</tr>
<tr>
<td>!</td>
<td>exclamation</td>
</tr>
</tbody>
</table>
</table>

Table 2: Transcription symbols

Below we provide an example of an utterance from the corpus. In this utterance, several discourse tags can be seen, as well as the compound ӡţк-кшëт (tablecloth) which is transcribed with a hyphen as жёк-кышет.⁹

(1) 20140811; Balezino district; TS

кыше<А> жёк-кш<А> жёк-кышетъёсыз вань-а öвӧл-а шуса <B> тӥнь озь <CF:тнёзь>, кӧня штука, тӥнь та сюанлэн, мынам, жёк-кышетэ.

3.2 Morphological analysis

The morphological analysis was carried out using an open-source rule-based morphological analyzer used previously for processing written texts in standard Udmurt¹⁰. The rules it uses consist of a dictionary, where the lexemes are listed together with their stems, part-of-speech tags and Russian translations, and a formalized description of the morphology.

Before processing the texts, we compiled a frequency list of word forms from our texts and manually added to the dictionary about 30 lexemes that were absent there, but frequent in the texts. This list included dialectal variants of several frequent words, such as the postposition šajen instead of šamen (in some way/language), the particle bon, several place names discussed in the texts, as well as the deictic adverb series with the stem so- (these correspond to the o-adverbs in standard Udmurt).

⁹The question clitic а is also hyphenated, as required by the standard orthography.
¹⁰https://github.com/timarkh/uniparser-grammar-udm/
After the morphological analysis, part of the ambiguity was removed with the help of a small set of Constraint Grammar rules (Bick and Didriksen, 2015). These rules have also been developed for standard Udmurt and cover only several prominent cases where the ambiguity can be eliminated with near-total accuracy.

Statistics regarding the quality of morphological analysis were calculated based on a pilot portion of texts, which contains about 2,500 words in the Southern dialect (30 minutes of sound). Initially, the proportion of the tokens that did not receive any analysis reached 13.9%. However, after performing the small dictionary enhancement described above, this proportion fell to 10.1%, which nearly equaled the proportion for the written texts in standard Udmurt (9.5%)¹¹. In accordance with the Zipf’s law, half of this improvement could have been achieved by adding only four new lexical entries.

The results of the morphological annotation in the case of Udmurt dialectal texts can be explained by two opposite trends. On the one hand, our texts have higher proportion of lexemes and features characteristic of spoken/dialectal Udmurt, which are not recognized by the analyzer. On the other, the speakers use more basic vocabulary without the complex neologisms one often encounters in standard Udmurt, and especially, in the Udmurt newspaper texts, which makes it easier for the analyzer. The ambiguity rate, about 1.4 analyses per analyzed token, was also approximately equal to that of the written texts. Although these results are preliminary and may be imprecise due to the size of the test corpus, they show that in general, it is possible to use the standard analyzer with minimal additions to process dialectal oral texts.

According to a very rough estimate, dialect and spoken features account for around 25% of the unanalyzed tokens. The rest consists of Russian loanwords (45%), proper names (15%) and standard Udmurt vocabulary handled incorrectly by the parser due to the incompleteness of the dictionary or the morphological description (also 15%). The 25% dialect-specific unanalyzed tokens will be discussed in more detail in the next section.

4 Problems with processing dialectal data

During text processing of dialectal data, several problems might arise. These concern the dialectal vocabulary and morphology, and to some extent, the orthography. Below, we summarize the main obstacles we had to face while processing Udmurt dialectal texts, and the solutions we came up with.

4.1 Dialectal vocabulary

One of the most obvious obstacles to processing dialectal data is the vocabulary, which may differ from that of the standard language. However, in reality, differences in vocabulary do not constitute a big problem. Dialectal nouns and verbs occur sporadically in standard Udmurt texts, they usually appear in standard Udmurt dictionaries, thus, many of them have been already included in the dictionary of the analyzer. For instance, when processing Southern texts, we added the noun *ajšet* (apron). Although this noun is marked as dialectal in Kirillova’s (2008) dictionary, it could and should

¹¹The figures for both corpora were calculated by the authors in November 2017. Currently, the proportion of unanalyzed tokens is less than 5% in both of them due to an enhancement of the analyzer dictionary, which was performed later.
have already been added to the dictionary of the analyzer because it appears 193 times in the corpus of standard Udmurt.

Dialectal variants of words are more problematic. Dialectal variants in our case included stems that were slightly different from their standard Udmurt counterparts, such as ńil’ instead of ńi ̮l’ (four); gid’ instead of gid (pigsty); and nal/nnal instead of nunal (day). There are two possible approaches regarding these cases. The first is to include them in the dictionary as separate entries. The second one is to list them in the existing entries as stem variants. We chose to adhere to the latter strategy. For example, the word nal is assigned the lemma nunal and can be found as one of its forms in the corpus. Nevertheless, it is still possible to find all words with the stem nal- because the segmentation of words into morphemes is stored in the analyzed files.

Furthermore, adverbs and words that belong to closed grammatical classes are especially problematic. We added to the dictionary words belonging to several closed classes, such as series of deictic adverbs in so-, particles (e.g. giņek (only)) and post-positions (e.g. tiņiş (since)). All of them have standard Udmurt counterparts, but are better analyzed as separate entries. Although these words constitute less than half of the lexemes we needed to add, they account for the majority of unanalyzed words in terms of token frequency.

4.2 Dialectal morphology

Dialectal morphology constitutes a double problem for the annotation. On the one hand, most words with dialectal suffixes simply will be left unanalyzed because they are absent from the morphological description of the analyzer. On the other hand, adding all of these suffixes may give rise to another problem, namely morphological ambiguity. This happens in cases when the dialectal morpheme homophonous with another morpheme used in standard Udmurt.

The solution that we applied in most of these cases was to add the lacking suffix to the grammatical description of the analyzer. In some of the cases, we also had to make changes to the dictionary, by adding stem allomorphs to certain lexemes. Finally, when we were dealing with the features that could increase ambiguity, we introduced additional constraints. Below, we list the suffixes we had to add in order to analyze the Southern texts, with special reference to the potential ambiguity.

- **Epenthetic -j- in an intervocalic position.** This concerns primarily the plural marker, which has the form -os after vowels and -jos after consonants in the standard language. In Southern texts, due to the epenthesis, the suffix -jos might be used in both cases. This variation never leads to ambiguity.

- **Dialectal variants of case markers:** -iś (-iš in standard Udmurt) for the elative and -ti instead of -tį for the prolative. Both do not lead to ambiguity.

- **Converb in -ki̮ (-ku in standard Udmurt).** Does not lead to ambiguity.

- **Converb in -sa instead of -jsa.** Both variants exist in the standard language, but, just as with the infinitive marker, -sa is restricted to the non-a-stems. In Southern texts, -sa can be used with all stems. This variant does not lead to ambiguity.

- **Plural negative verbal form in -ele (-e in standard Udmurt), used with non-a-stems.** Does not lead to ambiguity.
• Assimilated iterative suffix -ća instead of -ja, following -t. This variant should not lead to ambiguity. Since this suffix is not fully productive, it occurs in both the dictionary and the grammar components of the analyzer. The combinations of verbal stems with the -ja suffix are stored in the dictionary. However, its quite frequent combination with the causative suffix, -(e)t-ja, is stored in the grammar component. Therefore, unlike other cases on this list, this dialectal morphological feature should be handled by both adding the suffix to the grammar and adding stem variants to the dictionary.

• Colloquial verb forms. A handful of frequent verb forms have widespread colloquial versions, e.g. šuko/ško instead of šu-iško (say-PRES.1SG). We added these forms to the dictionary as separate entries with standard lemmata.

• Infinitive in -n/-i̮n instead of the standard Udmurt suffix -ni ̮/-i ̮ni ̮. The -n/-ni ̮ variant attaches to the stems ending in -a, while -i̮n/-i̮ni ̮ attaches to all other stems. Since -i ̮n is the standard Udmurt locative marker, this can lead to ambiguity in cases when there is a nominal stem homonymous with a verbal stem. There are quite few such pairs, but they include frequent words, such as ul-i ̮n (live-INF vs. UNDER-LOC), or zor-i ̮n (rain:V-INF vs. rain:N-LOC). The situation could be partly amended by the Constraint Grammar rules, since there are not so many frequent contexts where an infinitive could appear. There is, however, a bigger problem with the a-stems because -n is the standard Udmurt nominalization suffix for these stems, cf. uža-n (work-INF vs. work-NMLZ). The derivation of n-nominalizations in Udmurt is fully productive and very frequent.

• Non-standard morphophonology of -śk-. In Udmurt, -śk- is used as a present tense marker as well as a passivizing/intransitivizing suffix. Descriptively, it has been observed that this suffix can have different morphological realizations in the Udmurt dialects (Kelmakov, 1998, p. 147–150). We will explore the consequences of this dialectal variation with respect to the processing of the oral texts.

In the presence of the suffix -śk-, the preceding -d/-t is elided regardless of its morphological status. This can give rise to several problems:

1. First, we have to add stem variants for all verbs ending in -d/-t: tod+śko might be realized as to-śko (know-PRES.1SG).

2. Second, the biggest problem stems from the fact that passive can be – and frequently is – preceded by the causative suffix -(e)t-. The causative suffix might be elided, too, which leads to ambiguity. For instance, the verb form todma-śk-i-di ̮ can represent two different cases: (i) recognize-PASS-PST-2PL or (ii) recognize-CAUS-PASS-PST-2PL, in the latter of which the causative suffix has been elided. This kind of ambiguity can be partly resolved by rules if there is transitivity information in the dictionary, since intransitive verbs can only have impersonal 3SG passive forms. We have manually added transitivity information to the dictionary. However, in the case of transitive stems or 3SG forms, the ambiguity will remain. Currently, the analyzer does not annotate these transitive verb forms as containing a zero causative to avoid significant amount of ambiguity that would follow. Consequently, the form todmaskiđi, which actually contains a causative suffix in our corpus, is treated incorrectly by the analyzer.
It should be noted that the same phonological process sometimes works even in the cases where the segment -śk- is part of the stem and not a suffix, as with the dialectal verb *uški̞ni̞* (look), standard form of which is *ućki̞ni̞*. Therefore, we have to locate such verbs in the dictionary and add stem variants for them as well.

Below, we summarize our preliminary notes regarding the morphological peculiarities of the Northern texts, which we have started processing. The Northern dialects share some of the non-standard features described above (epenthetic -j, infinitive in -n, shortened verbal forms, converbs in -sa, consonant assimilation before the suffix -ja). Here we only touch upon some of the features absent in Southern texts.

- **A series of personal-local case markers**, e.g. -ńe. Personal-local suffixes are a combination of the marker -ń- with one of the spatial cases, and convey the meaning ‘at/to/from/through one’s place’ (Teplyashina, 1981). They do not lead to ambiguity.

- **Frequentative suffix** -i̞ll- instead of -i̞l-. Does not lead to ambiguity.

- **Limitative converb** in -ććoź instead of -toź. Does not lead to ambiguity.

- **Non-standard forms of -śk-**. The suffix -śk-, as it was stated above, has several dialectal variants. In the Northern texts, it often appears as -sk- and devoices the preceding consonant. Unlike its Southern counterpart, the Northern variant does not pose a problem to the analysis if the transcription is somewhat standardized, e.g. when *todsko* (know-prs.1sg) is spelled as *тодско* rather than *тотско*, cf. Section 3.

- **Non-standard forms of personal and reflexive pronouns**. Certain case forms of personal and, especially, reflexive pronouns used in the Northern texts are non-standard, such as *mil'ėmesti* (we.acc) with the standard form being *mil'ėmiz*. Since these forms of the pronouns are morphologically irregular, all of them need to be stored in the dictionary. We added the dialectal form to the dictionary as well, which did not lead to any ambiguity.

### 4.3 Orthography

Apart from lexical and grammatical challenges, there are also challenges related to orthography. The cases that involve non-standard tokenization are especially problematic. A large share of these cases is represented by compounds which consist of two nominal stems, or by complex numerals. Nominal compounds are frequent in Udmurt, and all but a relatively small number of them are written as two separate words according to the standard orthography. When we transcribed compounds, we wrote them with a hyphen regardless of their lexicalization degree and stress pattern. We took a similar approach in the case of numerals like *ki̞ž odig* (twenty-one), which are always written as separate words in standard Udmurt, but are hyphenated in the corpus. Although hyphenation of all compounds and numerals diverges from the official orthography and does not capture the difference between lexicalized and non-lexicalized compounds, it allows the users to easily find all such instances and decide for themselves.
5 User interface

Our corpus will be accessible for the linguistic community through an online web-interface.¹² We use the open source tsakorpus platform, which was developed by Timofey Arkhangelskiy and is available under an MIT license¹³. Each ELAN file is passed through morphological analyzer and Constraint Grammar disambiguator. The analyzed file is stored in JSON format, which is then uploaded to an Elasticsearch database. The functions of the web interface include: search by word, lemma, Russian translation, grammatical tags and their combinations; search with regular expressions; search for specific allomorphs of a morpheme; multi-word search; and selecting texts based on metadata values. Users are able to see or download sentences that contain the requested words, listen to the sound aligned with the sentence, get frequency lists of words, and chart word distribution e.g. by dialect. Source Cyrillic orthography and automatically transliterated Uralic Phonetic Alphabet representation are supported. The interface is available in English and Russian, but other languages can be easily added to this list. Currently, we are testing the interface. We intend to make it publicly available in 2018.

6 Conclusions

In this paper, we presented an ongoing project in the course of which we are going to develop a sound-aligned corpus of spoken texts in Udmurt dialects. Our workflow consists of transcribing and aligning the texts in ELAN using (mainly) standard orthography, automatic morphological analysis with partial rule-based disambiguation, and publishing the recordings online using a publicly available web interface. Standardization of orthography enables cross-dialectal search and facilitates automatic processing of the texts. We demonstrated that a morphological analyzer for the standard language works sufficiently well for our data, and can be relatively easily adjusted for the annotation to be comparable in quality to that of the standard Udmurt texts. We also outlined the obstacles we faced in the process. Some of them are caused by the inconsistencies of the standard orthography, while others stem from the ambiguity introduced by dialectal variants of morphemes. We believe that the same workflow can be applied by other researchers who have dialectal recordings at hand to efficiently produce valuable dialectal corpora with relatively small investments of time or resources.
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Abstract

The research presented in this paper aims to generate online content and help to revitalize the digital functions of some Finno-Ugric (FU) minority languages. The practical objective of the research was to create bilingual dictionaries for six FU minority languages (Udmurt, Komi-Permyak, Komi-Zyrian, Meadow Mari, Hill Mari and Northern Saami) paired with four major languages which are important for these communities (English, Finnish, Hungarian, Russian) and to deploy the enriched lexical material on the web in the framework of the collaborative dictionary project Wiktionary. We give an overview of the workflow in which Wiktionary entries were fully automatically generated from automatically created and manually validated translation units. We also give a thorough evaluation, whose results show that we would multiply the number of Wiktionary entries in the aforementioned FU minority languages.

Tiiivistelmä


This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://creativecommons.org/licenses/by/4.0/
A cikkben bemutatott kutatás célja, hogy kisebbségi finnugor nyelvek számára nyelvi erőforrásokat állítson elő, melyek segíthetik ezeket a veszélyeztetett nyelvi közösségeket a revitalizálási folyamatokban. A kutatás során kétnyelvű szótárakat állittottunk elő olyan nyelvpárokra, melyeknél a forrásnyelv az udmurt, komi-permják, komi-zürjén, mezei mari, hegyi mari és északi számi nyelvek egyike, míg a célnyelv az angol, finn, magyar és orosz közül kerül ki. Az automatikusan előállított, majd kézzel ellenőrzött fordítási párok kiejtési és morfológiai információkkal kiegészítve kerülnek feltöltésre a Wiktionarybe. A cikk bemutatja a teljes munkafolyamatot, amelynek során a Wiktionary-bejegyzések teljesen automatikusan előállnak. Egy alapos kiértékelésben megmutatjuk azt is, hogy az általunk létrehozott bejegyzésekkel megsokszorozható a fent említett finnugor nyelvű szavak száma a célnyelvi Wiktionary-kiadásokban.

1 Introduction

The research presented in this paper is part of a project whose general objective is to provide linguistically based support for several small Finno-Ugric (FU) digital communities to generate online content and help to revitalize the digital functions of some FU minority languages. The practical objective of the project is to create bilingual dictionaries for six FU minority languages (Udmurt, Komi-Permyak, Komi-Zyrian, Meadow Mari, Hill Mari and Northern Saami) paired with four major languages which are important for these communities (English, Finnish, Hungarian, Russian) and to deploy the enriched lexical material on the web in the framework of the collaborative dictionary project Wiktionary.

Even for widely used languages, freely available professional online multilingual lexical data are scarce; exceptions being BabelNet (Navigli and Ponzetto, 2012) and open wordnets in a variety of languages, such as Multilingual Central Repository (Atserias et al., 2004) and MultiWordNet (Pianta et al., 2002). Smaller communities are often left to their own devices, which can manifest in their affinity towards mastering other languages to be able to translate or localize information that is unavailable in their native language.

In the current global economic and information space, we interact via new types of media, applications of which are e.g. Facebook, Twitter, YouTube, Wikipedia and other Wikimedia-related initiatives. Social media, powered by Web 2.0 technology – which actively involves language technology –, are becoming extremely popular, not only in the Western world where they typically originate from, but also among virtually any speech communities with internet connection. The new concepts that are brought to the smaller language communities – such as speakers of FU minority languages – are likely impact everyday lives to a bigger extent than in the case of larger speech communities, shifting new segments of native language use towards “globalized” language use. It is an empirical question to what extent, and which dimensions of the language of these speech communities – having been heavily affected by neighboring or dominating language contacts already – will be pervaded (or even corrupted) by the usage of new media.

Wiktionary¹ is a collaborative multilingual dictionary project, a sister project of Wikipedia, available under the same license (CC-BY-SA 3.0 and GNU Free Documentation License). It aims to describe all words of all languages. It has editions in sev-

¹https://www.wiktionary.org/
eral languages using definitions and descriptions in the given language. Entries that are being maintained by a large active digital community are typically fully-fledged, whereas entries in the language domain of a small community can be very sparse, or missing. This situation can be improved by applying language technology methods and automatically creating Wiktionary entries. Using the Wiktionary infrastructure, lexical entries across FU and widely used language versions of Wiktionary can be interlinked. This will enable user communities to access rich, networked lexical material.

The aforementioned FU languages are under-resourced, hence we could not collect enough data for building parallel and comparable corpora, on which the standard dictionary building methods are based. Therefore, conducting experiments with alternative methods was needed. We made experiments with several lexicon building methods utilizing crowd-sourced language resources, such as Wikipedia and Wiktionary (see Section 2). Completely automatic generation of clean bilingual resources is not possible according to the state of the art, but it is possible to create certain lexical resources, termed proto-dictionaries, that can support lexicographic and NLP work. Proto-dictionaries contain candidate translation pairs produced by bilingual dictionary building methods.

Once the proto-dictionaries were prepared, they were merged for each language pair and repeated lines were filtered out. These files were then the object of manual validation by native speakers and linguist experts of the languages. These validated dictionaries containing translation units were the input of generating new Wiktionary entries which were created fully automatically. As the last step of the project, we upload the entries to Wiktionary.

The rest of the article is as follows. In Section 2, the workflow of generating the translation units is shortly presented. Section 3 gives an overview of the process how the Wiktionary entries are generated from the previously created translation units. In Section 4, the steps of uploading the newly created entries are described. We conducted a thorough evaluation of the coverage for proto-dictionaries created by us, which is described in Section 5. The article ends with some conclusions and plans for future work in Section 6.

2 Generating the Translation Units

For the creation of the proto-dictionaries, we applied several lexicon building methods utilizing Wikipedia and Wiktionary. For more details on the dictionary creating methods we used, see Benyeda et al. (2016) and Simon and Mittelholcz (2017) – here we only provide a short description.

Wikipedia is not only the largest publicly available database of comparable documents, but it also can be used for bilingual lexicon extraction in several ways. Following Erdmann et al. (2009), we created bilingual dictionaries from Wikipedia title pairs using the interwiki links.

Besides Wikipedia, Wiktionary is also considered as a crowd-sourced language resource which can serve as a source of bilingual dictionary extraction. Although Wiktionary is primarily for human audience, the extraction of underlying data can be automated to a certain degree. Following Ács et al. (2013) and Ács (2014), we applied the Wikt2dict tool in two modes. First, we parsed the English, Finnish, Russian and Hungarian editions of Wiktionary and extracted translations from the so-called

\(^2\)https://github.com/juditacs/wikt2dict
translation tables for the small FU languages we deal with. Second, the collection of translation pairs were expanded with a triangulation method, which is based on the assumption that two expressions are likely to be translations, if they are translations of the same word in a third language.

Besides the proto-dictionaries created by us, the large merged files for the Northern Saami–{English, Finnish, Hungarian} language pairs also contain proto-dictionaries which were not created by us but were downloaded from the Opus corpus (Tiedemann, 2009). These dictionaries contain word pairs from the automatic word alignment created with GIZA++ and the Moses toolkit.

Once the proto-dictionaries were prepared, they were merged for each language pair and repeated lines were filtered out. These raw dictionary files were then the object of manual validation by native speakers and linguist experts of the languages. The instructions for the validators were as follows. The source and the target word must be a valid word in the language concerned, they must be dictionary forms, and they must be translations of each other. If the source word is not a valid source language word, the word pair is treated as wrong. If the source word is a valid word but not a dictionary form, the correct dictionary form should be manually added. If the target word is a good translation of the source word but is not a dictionary form, similarly to the former case, the correct dictionary form should be added. If the target word is not a good translation, a new translation should be given.

The validated dictionaries, however, were not fully clean and ready-to-use, thus several checking and correcting steps were required. As a sanity check, we checked whether the dictionary contains a source and a target word, whether any cells contain suspicious characters, etc. As a consistency check, cases when the target word was provided with a dictionary form as well as a new translation and cases when the source word was treated as wrong but a new translation were added for the target word were filtered out. A cross-language consistency check was also done, in which we checked whether source words were treated consistently in all languages. At the end of this workflow, we got the validated dictionaries containing the translation units, which served then as the input of the evaluation and the newly generated Wiktionary entries.

3 Generating the Wiktionary Entries

The manually validated word pairs were used as the source material of newly created potential Wiktionary entries, which contain several obligatory elements. These elements containing morphological and phonetical information were generated fully automatically. For example, in the case of the Northern Saami–English language pair, the Northern Saami word would be an entry in the English Wiktionary: the title of the entry would be the Northern Saami word, while its English definition would be its English translation equivalent.

Each language edition of Wiktionary has its own rules that describe how to create new entries. These determine the structure of the entries and the pieces of information which must be included in each entry. From these descriptions of the four Wiktionary editions into which our entries were uploaded, a generalized description was created that contains the word itself, its language, its POS tag, and its translation equivalent. The only information missing from that list is the POS tag, which could be gathered from morphological analyzers available for these languages. Additional information can also be added to the entries, such as etymology or phonetic (IPA) transcription,
however, these are not compulsory elements. IPA transcription is also included in our entries, since these FU languages have freely available tools that provide phonetic transcription and we wanted to enrich the Wiktionary entries with as many pieces of linguistic information as possible applying only automatic tools.

3.1 Providing POS Tags

New Wiktionary entries cannot be created without applying templates, which are provided for several word categories including POS classes. Therefore, providing the correct POS tag of a word is essential for generating a Wiktionary entry for that word. POS tags can be gathered from the output of morphological analyzers available for the languages we deal with. However, these are only words without context, thus the standard morphosyntactic disambiguation techniques based on contextual information cannot be used. Therefore, we had to find alternative ways for disambiguation, see Section 3.2.

There are available morphological analyzers for all languages we deal with that we could use to get POS tags for the words. We used the morphological analyzers of Giellatekno\(^3\) for all of the source languages and for Finnish and Russian of the target languages. For Hungarian, we used the emMorph morphological analyzer (Novák et al., 2016), which is also based on the Helsinki Finite-State Technology\(^4\) infrastructure just like the Giellatekno analyzers. For English, we used the hunmorph toolkit (Trón et al., 2005) with English-specific aff and dic files created from English lexicon and grammar files of morphdb, an open source morphological database (Trón et al., 2006). Since we work with different kinds of morphological analyzers providing different output formats, a kind of normalization of tags was needed. Having the normalized tagset, there is no difference in the format of analyses, so that the tags can be used in further steps without having different notations for the same POS tag.

Due to the fact that morphological analyzers only give analysis for single words, multi-word expressions (MWEs) had to be handled differently. In these cases, the last element of the MWE was split, and the MWE was temporarily substituted by its last word. The hypothesis behind this solution is that FU languages are typically head-final languages, thus the head follows its complements, i.e. the head is at the end of the phrase. Therefore, if we get the POS tag of the last element of the phrase, we will know the POS tag of the whole phrase. However, English and Russian are said to be strongly head-initial languages, moreover, even the FU phrase is not always head-final, thus the last element of a MWE in our dictionaries is not always the head. Handling of this phenomenon is described in Section 3.2.

Some validators inserted the particle ‘to’ before the English translation of verbs. This particle was removed from the input of the morphological analyzer but was kept as a background info and was used in the disambiguating step. The English analyzer gives back many possible analyses for a single word, since most of the English words can be a noun and a verb at the same time. There are cases when the disambiguation is difficult or almost impossible without this extra information. In the English Wiktionary, the ‘to’ particle must be included in the definition before each English verb, therefore they are later pasted back before the verb.

The output of this process contains five columns that consist of the source word, its possible POS tags, the target word, its possible POS tags and a column that contains information about the ‘to’ particle.

\(^3\)http://giellatekno.uit.no

\(^4\)https://hfst.github.io/
3.2 Disambiguating the POS Tags

Disambiguating the POS tags happens in circles. First, we only consider the morphological information of the given word. The second step of the POS disambiguation is a horizontal comparison, when the POS tags of a source word and the POS tags of the corresponding target word are compared, and we get the disambiguated POS tag from this comparison. The third step is a vertical comparison, in which the sets of POS tags added to a word acting as a source word in more translation units are compared.

3.2.1 Considering the Morphological Information

Not only the POS tag of the output of the morphological analyzers are utilized, but we keep the lemma, and information on the case and the number. When a word has more than one analysis, a decision has to be made, and these pieces of morphological information can help in this process.

A kind of filtering is possible based on the assumption that the lemma and the input word are the same. Since only dictionary forms were sent to the analyzers, those tags that are the analysis of a non-dictionary form are rejected. For example, in Hungarian, the dictionary form is the nominative singular form in the case of nouns and adjectives and the present 3rd person singular indefinite form in the case of verbs. For example, if the input word is \textit{várat}, the possible analyses are \textit{vár[/N] + at\[Acc\]}, and \textit{vár[/V] + at\[Caus/V] + \[Prs . NDef . 3Sg\]}, thus the POS tag can only be \textit{V} (verb), since the other one is an accusative word form, not a dictionary form.

However, there are cases when none of the lemmas is equal to the input word. In the case of MWEs, the lemma is only the last element of the input word, and therefore they must match at the end of the string. If none of the analyses matches the conditions, the set of possible POS tags is left empty.

A filtering happens at the end of this stage, because there are cases when a word gets more than one POS tag, and yet, it can contain redundant information. We keep the POS tags that are the most precise ones, e.g. if the set of POS tags contains both \textit{N} and \textit{Prop} (proper noun), then \textit{N} is removed from the set.

3.2.2 Horizontal Comparison

In this step, the disambiguation of POS tags happen based on the comparison of the POS tag set of the source word and that of the target word. A translation pair has two sets of possible POS tags, and assuming that the words participating in a translation pair belong to the same POS, these tags can be reduced in number.

However, it is not correct in all cases. Not all source words has a one-word translation in the target language, and in such cases, the validator gave a MWE that seemed to be the most correct translation of the source word. Since MWEs may not have the head at the end of the phrase, they do not belong to the same POS as the original word.

Within the horizontal comparison, we investigate the intersection of the POS tag set of the source word and that of the target word. The following cases come from this comparison.

When the intersection of the two sets does not contain any POS tags, a decision has to be made in order to get some results for those translation units as well. Once, if the analyzer did not provide any output for the source word, it is the target word that determines the POS tag of the translation. Second, if the set of POS tags of the target word is empty, the source word is the one that determines. In those cases, when
neither of the words has a possible tag, the translation candidate has to be removed, because no correct POS tag can be provided.

Another possible difficulty is that a single POS tag cannot be determined because of the fact that English and Hungarian phrases were split up by the last space, and although in Hungarian the head of a phrase is likely to be at the end, in English it is only so in some noun phrases. If the target word is a MWE, the target language is English, and the possible POS tags do not contain the \texttt{N} tag, these candidates are removed from the list of possible Wiktionary entries.

If the intersection of the two sets contains only one element, it is treated as the correct POS tag for that translation pair. If a correct POS tag is found, the result is saved into a list with the source word, because it may be used in the vertical comparison.

When the translation pair has more than one POS tag in common, the number of common tags is tried to be reduced by some rules. One of them is based on that the verbs of the FU languages have a particular ending (e.g. Northern Saami verbs end with ‘-t’), so if the source word has this verb ending, and the \texttt{V} tag is found among the common tags, then the source word is possibly a verb and is marked as that.

The number of the common POS tags can also be reduced for verbs, if the fifth column in the input contained the word ‘TO’. It means that the validator inserted an extra ‘to’ before the English target word. Since it is a manually added information, it is assumed to be a reliable information about the POS of the word.

3.2.3 Vertical Comparison

When the sets of the POS tags of the source word and that of the target word have only one POS tag in common, the result is saved in a list with the source word, and it can be used for disambiguation. This is based on the observation that if a source word occurs in more than one translation unit, its corresponding target words are synonyms in most of the cases. Therefore, we assumed that the source word has the same POS tag in all of the translation units. When two sets have more than one POS tag in common, it is checked whether the source word has a former meaning with only one possible tag.

There are, however, cases when each translation unit with the same source word has multiple POS tags. In this case, the aforementioned method cannot be used, but those can still be disambiguated, if their sets are compared. For example, the Komi-Permyak word \texttt{ань} has three different equivalents in English: \textit{female}, \textit{mother}, and \textit{woman}. These words have different sets of POS tags, namely \textit{female} is marked as a \texttt{N} and as an \texttt{A} (adjective), while \textit{mother} and \textit{woman} have the tags \texttt{N} and \texttt{V}. The intersection of these three sets is undoubtedly \texttt{N}. A specific case of this is when the source word and the target word also have more POS tags, and all of them are correct. For example, the Meadow Mari word \texttt{нарыче} (‘yellow’) is an adjective and a noun, just like in English. In these cases, both tags are kept.

This process outputs three columns: the source word, the target word, and the correct POS tag. If a translation unit has more than one POS tag, the first two columns are repeated, thus it is treated as a new translation unit.

3.3 Adding IPA Transcription

The next step was to gather phonetic transcription to enrich the content of Wiktionary entries. We used the Mari Web Project’s automatic transcription tool (Bradley, 2017) for generating IPA transcription for Hill Mari, Meadow Mari, Komi-Permyak,
Komi-Zyrian, and Udmurt. For Northern Saami, we used an FST compiled from the text2ipa source files of the Giellatekno infrastructure.

All of the source FU languages has a transcription tool available, so every source word was sent to the tool and the result was saved so that it could be used when generating entries. The only problem occurred when the string contained digits and when proper nouns were sent to the transcription tool. Since the pronunciation of proper nouns might differ from the phonetics of the language, IPA transcription was not added to entries having only a proper noun as POS tag or entries having a digit in the source word.

3.4 Putting the Bits Together

Having all pieces of information, the next step is putting them together thus generating the final entries to be uploaded to Wiktionary in the last step. Although different editions of Wiktionary have different rules determining the structure of the articles, it was possible to create a template that covers all four editions to which the generated entries would be uploaded. (Consider that the languages called as target languages so far are now the languages of the Wiktionary editions to which the entries containing source words are to be uploaded.)

Before generating actual entries, it must be checked whether the word already exists in Wiktionary, and some further modifications concerning the existing data also had to be made. First, those words that already exist in the given edition of Wiktionary are filtered out: entries for those words which are in the last Wiktionary dump are not generated. Second, if a source word has more than one translation, the translation units can have the same POS tag, and in this case, they must be listed under the same POS header. If the translation unit has more than one POS tag, the translation must be repeated under each POS header in the entry.

After having extracted the words to be uploaded and having the list of translations for each POS tag, entries can be created. Each entry has a headword which is the source word. When uploading to Wiktionary, Pywikibot (see Section 4) will create a page that has the same name as this headword. Each entry contains one or more POS headers, and one or more translations under each header. If a source word is an existing word in more languages, then these two (or more) entries have to be merged and listed under the same headword. At the end of this step, an output file is created which meets the requirements of the input file of Pywikibot.

4 Uploading the Entries

Uploading multiple entries to Wiktionary can be automated. MediaWiki has a bot called Pywikibot⁶, that can automate work on MediaWiki sites such as Wiktionary or Wikipedia. This library has a script called pagefromfile⁷, which allows to create pages on Wiktionary (or other MediaWiki sites) from text files. That script reads the file and recognizes the template that can be configured, and it will create Wiktionary entries according to these. Each page must be separated by some characters, and each headword is used to define the name of the page. We run it with the option --safe,
which means that if a certain page already exists, the bot will not upload or refresh the existing page but skips it.

Fully automated uploading of large amounts of newly created Wiktionary entries is however not supported in the Wiktionary community. We have to ask the administrators of each Wiktionary edition to allow us to upload our entries. Unfortunately, we did not get the permission from all Wiktionary editions, therefore, now we can only provide numbers based on the last downloaded Wiktionary dumps, see Table 1.

5 Evaluation

The manual validation and correction of the automatically generated proto-dictionaries has a twofold aim. First, the performance of dictionary creating methods can be compared. For more details on the results, see Simon and Mittelholcz (2017). Second, we get the number of word pairs which can be used for upload to the Wiktionary. In this section, we provide a thorough evaluation of generating Wiktionary entries.

Measuring of the coverage of a dictionary is far from trivial. It can be measured by comparing it to a word list of a corpus, or to a frequency list generated from a corpus. Or, it can be measured by comparing the number of its entries to that of another – ideally hand-crafted – dictionary. Since our newly created word pairs are to be transformed into Wiktionary articles, for this purpose, here we used Wiktionary, which is not an expert-built lexicon but manually edited by thousands of contributors.

Table 1 contains the figures for this evaluation. We use ISO 639-3 language codes for the individual languages: koi: Komi-Permyak, kpv: Komi-Zyrian, mhr: Meadow Mari, mrj: Hill Mari, sme: Northern Saami, udm: Udmurt; eng: English, fin: Finnish, hun: Hungarian, rus: Russian. However, several Wiktionary editors do not differentiate between individual languages but use macrolanguage codes (chm for Mari languages, kom for Komi languages), therefore we had to merge the dictionaries for the two Mari and for the two Komi languages.

The first column of the table (‘all’) shows the total number of word pairs gathered with all methods for the language pair. As can be seen, hundreds or thousands of translation candidates were generated for each language pair. However, not all of these word pairs are correct translation candidates, therefore we needed to extract the useful word pairs from the merged dictionary for each language pair. The second column (‘useful’) shows the number of useful word pairs which comprise all word pairs except of the ones in which the source word is not a valid word, since correct dictionary forms and translation equivalents were manually added by human validators.

As mentioned above, our Wiktionary articles are generated fully automatically. The POS tag of an entry is a compulsory element of an article, which is gathered from the output of morphological analyzers through several disambiguating steps, as detailed in Section 3.1 and 3.2. The number of the useful word pairs drops in line with the increase of source language words for which we could not provide a POS tag. Before uploading new entries, it must be checked whether an entry with the same word already exists in Wiktionary. If yes, it also decreases the number of uploadable word pairs. Column ‘remain’ contains the decreased number of the word pairs ready to upload. We have also got the number of the source language words already existing in the target language Wiktionary (‘wikt’), along with the number of the words being in both lists (‘comm’). These numbers come from the Wiktionary dumps⁸ and are

“theoretical” numbers in the sense that they are not the numbers of actually uploaded entries, which can only be known after uploading.

From the columns ‘wikt’ and ‘comm’, the number of brand new entries (‘new’) created by us can be easily counted, along with a kind of coverage (‘cover’), which is a ratio of the number of common words to the number of words already being in Wiktionary, thus it is the degree of overlap with Wiktionary. Consider that the coverage for each language pair drops as the size of the relevant Wiktionary grows. The last column (‘improv’) contains the ratio of the number of the new Wiktionary entries to one of the already existing ones which shows the improvement in the amount of Wiktionary entries of the given source language in the given target language edition of Wiktionary.

### Table 1: Results for the language pairs.

<table>
<thead>
<tr>
<th>langs</th>
<th>all (#)</th>
<th>useful (#)</th>
<th>remain (#)</th>
<th>wikt (#)</th>
<th>comm (#)</th>
<th>new (#)</th>
<th>cover (%)</th>
<th>improv (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>kom–eng:</td>
<td>2,153</td>
<td>2,111</td>
<td>656</td>
<td>54</td>
<td>25</td>
<td>631</td>
<td>46.30</td>
<td>1,168.52</td>
</tr>
<tr>
<td>kom–fin:</td>
<td>1,169</td>
<td>1,162</td>
<td>687</td>
<td>42</td>
<td>27</td>
<td>660</td>
<td>64.29</td>
<td>1,571.43</td>
</tr>
<tr>
<td>kom–hun:</td>
<td>1,063</td>
<td>1,025</td>
<td>699</td>
<td>152</td>
<td>35</td>
<td>664</td>
<td>23.03</td>
<td>436.84</td>
</tr>
<tr>
<td>kom–rus:</td>
<td>1,155</td>
<td>1,148</td>
<td>673</td>
<td>465</td>
<td>223</td>
<td>450</td>
<td>47.96</td>
<td>96.77</td>
</tr>
<tr>
<td>chm–eng:</td>
<td>4,883</td>
<td>4,883</td>
<td>1,671</td>
<td>347</td>
<td>53</td>
<td>1,618</td>
<td>15.27</td>
<td>466.28</td>
</tr>
<tr>
<td>chm–fin:</td>
<td>3,578</td>
<td>3,578</td>
<td>1,905</td>
<td>443</td>
<td>213</td>
<td>1,692</td>
<td>48.08</td>
<td>381.94</td>
</tr>
<tr>
<td>chm–hun:</td>
<td>2,589</td>
<td>2,589</td>
<td>1,634</td>
<td>34</td>
<td>12</td>
<td>1,622</td>
<td>35.29</td>
<td>4,770.59</td>
</tr>
<tr>
<td>chm–rus:</td>
<td>2,542</td>
<td>2,542</td>
<td>1,497</td>
<td>848</td>
<td>202</td>
<td>1,295</td>
<td>23.82</td>
<td>152.71</td>
</tr>
<tr>
<td>sme–eng:</td>
<td>6,041</td>
<td>5,556</td>
<td>2,531</td>
<td>4,073</td>
<td>822</td>
<td>1,649</td>
<td>21.65</td>
<td>40.49</td>
</tr>
<tr>
<td>sme–fin:</td>
<td>7,100</td>
<td>6,463</td>
<td>2,862</td>
<td>817</td>
<td>422</td>
<td>2,440</td>
<td>51.65</td>
<td>298.65</td>
</tr>
<tr>
<td>sme–hun:</td>
<td>4,969</td>
<td>4,509</td>
<td>2,392</td>
<td>206</td>
<td>146</td>
<td>2,246</td>
<td>70.87</td>
<td>1,090.29</td>
</tr>
<tr>
<td>sme–rus:</td>
<td>4,373</td>
<td>4,172</td>
<td>2,034</td>
<td>306</td>
<td>237</td>
<td>1,797</td>
<td>77.45</td>
<td>587.25</td>
</tr>
<tr>
<td>udm–eng:</td>
<td>2,087</td>
<td>2,069</td>
<td>754</td>
<td>32</td>
<td>15</td>
<td>739</td>
<td>46.88</td>
<td>2,309.38</td>
</tr>
<tr>
<td>udm–fin:</td>
<td>1,700</td>
<td>1,694</td>
<td>828</td>
<td>55</td>
<td>45</td>
<td>783</td>
<td>81.82</td>
<td>1,423.64</td>
</tr>
<tr>
<td>udm–hun:</td>
<td>1,204</td>
<td>1,198</td>
<td>739</td>
<td>128</td>
<td>69</td>
<td>670</td>
<td>53.91</td>
<td>523.44</td>
</tr>
<tr>
<td>udm–rus:</td>
<td>1,226</td>
<td>1,211</td>
<td>578</td>
<td>644</td>
<td>247</td>
<td>331</td>
<td>38.35</td>
<td>51.40</td>
</tr>
</tbody>
</table>

### 6 Conclusion and Future Work

Wiktionary is not only used for extracting data from it, but we want to give our results back to the community, thus translation pairs enriched with obligatory pieces of linguistic information are to uploaded as new entries into Wiktionary. Before uploading new entries, it is needed to be checked whether an entry with the same word already exists in Wiktionary. From this, the number of brand new entries created by us can be easily counted, along with a kind of coverage and improvement in the number of Wiktionary entries. As can be seen from the results, the latter is very impressive, thus, with our dictionaries, we would multiply the number of Wiktionary entries in the aforementioned FU minority languages. Since automatic uploading of entries is...
not supported by the Wiktionary community, we have to ask for permission to upload our newly created entries into Wiktionary.

We provide freely available professional online multilingual lexical data for digital communities of some FU minority languages with Wiktionary entries. However, lexical data can be provided in several other ways. We plan to make them available in standard data formats (e.g. tsv, XML) which are easy to apply in further lexicographic or NLP subtasks. We also want to convert our data into the data format following the conventions of linguistic linked open data and provide them via our web site or via the repositories of dictionary families such as Giellatekno and Apertium.
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Abstract

We present an open source Python library to automatically produce syntactically correct Finnish sentences when only lemmas and their relations are provided. The tool resolves automatically morphosyntax in the sentence such as agreement and government rules and uses Omorfi to produce the correct morphological forms. In this paper, we discuss how case government can be learned automatically from a corpus and incorporated as a part of the natural language generation tool. We also present how agreement rules are modelled in the system and discuss the use cases of the tool such as its initial use as part of a computational creativity system, called Poem Machine.

1 Introduction

Natural language generation is a task that requires knowledge about the syntax and morphology of the language to be generated. Such knowledge can partially be coded...
by hand into a computational system, but part of the knowledge is better obtained automatically such as case government for verbs.

Having a computer create poetry automatically is a challenging task. Even more so in the context of a morphologically rich language such as Finnish which makes generating grammatical sentences, even when they are not creative, a challenge. Therefore having a syntactically solid system as a part of the poem generation process is extremely important.

In this paper, we present an open-source tool for producing syntactically correct Finnish sentences. This tool is used as a part of an NLG pipeline in producing Finnish poetry automatically. The poem generation part of the pipeline is out of the scope of this paper.

2 Related work

Previously in the context of poetry generation in Finnish (Toivanen et al., 2012), the problem of syntax has been solved by taking a ready-made poem, analyzing it morphologically and replacing some of the words in it, inflecting them with the morphology of the original words. This, however, does not make it possible to generate entirely new sentences, and it fails to take agreement or government rules into account, instead it expects agreement and government to be followed automatically if words with sufficient similarity are used in substitutes.

Another take on generating Finnish poetry in a human-computer co-creativity setting (Kantosalo et al., 2015) was to use sentences extracted from the Project Gutenberg’s children’s literature in Finnish. These sentences were treated as “poetry fragments” and they were used to generate poems by combining them together in a randomized fashion. This method indeed gives syntactically better results than the one described in (Toivanen et al., 2012), as it puts human-written sentences together, but it doesn’t allow any variation in the poem apart from the order of the sentences in the poem.

Reiter (1994) identifies four different steps in an NLG pipeline. Those are content determination, sentence planning, surface generation, and morphology and formatting. In the content determination step, an input is given to the NLG system, e.g. in the form of a query to obtain desired information from the system. Based on this query, a semantic representation is produced addressing the results to the query. In other words, this step decides what information is to be conveyed to the user in the final output sentence, but also how it will be communicated in the rhetorical planning of the sentence.

The sentence planner will then get the semantic representation as input and produce an abstract linguistic form which contains the words to be used in the output and their syntactic relations. This step bears no knowledge of how the syntax will actually be realized, i.e., agreement or government rules, instead it applies the chosen words and how they are related to one another.

The last two steps of the pipeline deal with the actual realization of the syntax in the sentence. It is the task of the surface generator to handle the linguistic expression of the abstract linguistic structure. It means resolving agreement, forming questions in a syntactically correct manner, negation and so on. The actual word forms required are produced in the morphology step.
3 The Finnish NLG tool

The tool, Syntax Maker, described in this paper focuses on the surface generation step of the NLG pipeline described by Reiter (1994). It is used as a part of a complete NLG pipeline for producing Finnish poetry and is currently in place in the Poem Machine\(^1\) system. This tool was made as a part of the poem generation system in order to solve the problem of creating novel, grammatical sentences not tackled by the previous Finnish poem generators. Taking an NLG point of view hasn’t been studied before in the case of Finnish poetry, which is a shame since Finnish, unlike English, has a rich morphosyntax. This rich morphosyntax must be given proper attention if the computational creativity system is to be given more freedom to produce sentences of its own, using its own choice of words in a sentence that might cause other words around them to undergo morphological change as dictated by agreement and government.

Syntax Maker only knows the morphology needed in the level of tags. For example, it knows what case to use for a noun and what person to use for a verb. Actual morphological forms are generated using Omorfi (Pirinen et al., 2017).

3.1 Syntactic representation

Syntax Maker is designed to take the abstract linguistic structure of a sentence as its input. This structure consists of part-of-speech specific phrases each of which have their head word in lemmatized form. The phrases are nested under each other so that the highest possible root of the tree is a verb phrase.

When the phrases are nested together, they need to be added in proper slots to fulfill the requirements of agreement and government. For example, a noun phrase that is to act as a direct object of a verb phrase has to be nested in the verb phrase slot \texttt{dir\_object}. In dealing with verb phrases, Syntax Maker automatically deduces the possible slots based on the verbs used as heads. In other words, Syntax Maker, determines the valency of a verb automatically and assigns values such as transitive, ditransitive or intransitive. On an abstract level, the phrases and their structures are defined manually.\(^2\)

Using phrase structures gives us an easier way to implement the needed functionalities. Since the structure of phrases is similar for different parts-of-speech, we can reuse the same code across different parts-of-speech. The division into part-of-speech specific phrases gives us more freedom in expressing their peculiarities such as agreement and government rules and what kind of phrases can be nested under them. These structures come with a predefined word order, but it's not enforced by Syntax Maker. In other words, the word order in a phrase can be shuffled at will without losing the government or agreement information. Even with an altered word order, Syntax Maker can resolve the proper morphology correctly. The phrase structures are defined in JSON outside of the source code of Syntax Maker written in Python.

3.2 Handling government

Case government rules for adpositions have been hand coded. This can be attributed to the fact that there is only a very limited number of adpositions in Finnish, and it takes little time for a native speaker to write down the case required of a noun

\(^1\)http://runokone.cs.helsinki.fi/

\(^2\)These structures are available on https://github.com/mikahama/syntaxmaker/blob/master/grammar.json
phrase when it serves as complement to a given adpositional phrase. The analogous
treatment of verbs, however, would be overly time consuming and laborious, and
hence this has been automated.

As Finnish is an accusative language, the object is marked with a specific case. The
case used depends on the verb in question and thus has to be specified for each verb
separately. We obtain the case government information together with verb transitivity
automatically from The Finnish Internet Parsebank (Kanerva et al., 2014) syntactic
bi-grams.

Each line of the automatically parsed Parsebank bi-gram data consists of two word
forms connected by a syntactic relation in the order in which they appeared in the
sentence. These word forms are accompanied by their lemma, part-of-speech, mor-
phology and syntactic annotation.

To extract the cases in which nouns have been linked to verbs, we look for lines in
which the first word form has $V$ as its part-of-speech tag and the second word form
has $N$ part-of-speech and $NUM_Sg$ in its morphology. The reason why we limit the
search to singular nouns only is that, in Finnish, a verb that takes its object in geni-
tive in singular, takes it in nominative in plural, e.g. *syön kakun and syön kakut but
not *syön kakkujen. Therefore taking plural objects into account as well would intro-
duce more undesired complexity. Furthermore, we ignore all nouns where the lemma
and word from are the same. This is done because the noun in question would then
either be in the nominative, which is not an object case, or it will have been given
an improper analysis in which case no lemmatization has been performed. Examples
of this kind of wrong analyses in the corpus are $kattella/kattella/N/NUM_Sg$ and
$kasteleen/kasteleen/N/NUM_Sg$. For each bi-gram filling these criteria, we store the
lemma of the verb and the case the related noun was in. This gives us a dictionary of verbs and frequencies for noun cases associated with each verb.

The resulting dictionary is then used to determine the transitivity of a verb and the
most frequent case for its object(s). This dictionary consists also of a plethora of non-
verbs such as $Ljubuški$ and $Dodonpa$ as a result of erroneous parsing in the Parsebank
data. This, however, causes no problems in the system because the dictionary also
contains a extensive number of real, lemmatized verbs. Given that Syntax Maker
operates on the level of surface generation, it is not actively involved in choosing the
words in the NLG task. This means that, unless Syntax Maker is specifically instructed
to use a non-verb it happens to know as a verb, it won’t. This noise in the verb noun
case dictionary, however, has no real effect on the grammaticality of the generated
sentences.

The transitivity and most frequent case of the object is determined for a given verb
by the verb noun case dictionary. The system is coded to accept the genitive, partitive,
elative and illative as possible direct object cases and the essive, translative, ablative,
allative and illative cases as indirect object cases. When the system defines whether
a verb can take a direct object, it requires the relative frequency of one of the direct
object cases to be above 23% of all the possible cases the verb has been seen with. For
ditransitivity, the threshold is 18% for an indirect object case. Ditransitivity will not
be considered if the verb is determined not to have a direct object. These threshold
values have been adjusted by hand after looking at the performance of the system
with a handful of verbs used in testing.

The genitive serves another use in Finnish syntax in addition to marking the direct

---
3 The verb-noun case dictionary is released on https://github.com/mikahama/syntaxmaker/blob/master/verb_valences_new.json
object. If the most frequent direct object case is genitive, we perform an additional check to see that it really is being used as an object function. The verb has to also have enough partitive case, over 23%, so that we can safely say that genitive indeed can be used as an object. This is because in Finnish, verbs that take their direct object in the genitive, also accept partitive in certain contexts such as in the expression of differences in aspect or negation.

3.3 Modelling agreement

Agreement, unlike government, is something that does not need to be extracted from a corpus. It is a rather straightforward thing and can be modelled with hand-written rules. In Finnish the predicate verb agrees in person and number with the subject, and adjective attributes agree in case and number with the head noun.

Since all the phrase types in our system are modelled in a similar way, it is easy to introduce agreement rules in the phrase structures. In a phrase structure, we define a key that is either parent referring to the parent phrase of the current phrase or a key to the list of component. Component lists all the possible syntactic positions for nested phrases such as subject or dir_object. Even though there aren’t many agreement relations in Finnish, by modelling them in the external grammar file, we hope to make it easier to add more languages to the system in the future.

When Syntax Maker produces a sentence, it starts to process the syntactic tree phrase by phrase. For each phrase, it looks at the defined agreement relationship and copies the morphological information from the phrase defined to be agreed with. The agreement relation in the grammar file states the morphological tags which should be copied, for example in the case of an adjective phrase, the tags are CASE and NUM.

3.4 Modifying the verb phrase

Apart from just providing basic grammaticality by resolving agreement and government, Syntax Maker also provides means to modify verb phrases to produce more complex, yet grammatical sentences.

Syntax Maker can be used to negate sentences. When a sentence is negated, a new phrase with the head ei is added to the components of the verb phrase as aux. The new phrase has an agreement relation parent->subject: PERS, NUM and the verb phrase containing the predicate verb is tagged as NEG so that it will be conjugated as such when the full sentence is produced as text. The case of the direct object is also changed to partitive if the most frequent direct object case of the verb is genitive, in compliance with Finnish grammar.

Mood and tense are also handled by Syntax Maker. In the case of the prefect, the auxiliary verb olla is set as the new head of the verb phrase and the old head is moved to a new subordinate phrase with the part-of-speech value PastParticiple and agreement parent->subject: NUM. This makes sense from the point of view of Syntax Maker since olla is the verb that is conjugated normally while the participle form only agrees with the number of the subject. Other auxiliary verbs can be added in a similar fashion, where the auxiliary verb substitutes the original head and the verb is moved to a nested phrase with the morphology required by the auxiliary verb.

Passive voice is handled by creating a dummy phrase as a subject with the morphological tags PERS = 4 and NUM = PE. This will automatically make the verb agree with the dummy phrase’s morphology and produce the correct form as output. Also,
if the verb takes its direct object in genitive, the government rule is changed so that the direct object will be in the nominative.

A sentence can also be turned into an interrogative one. This adds an additional morphological tag CLIT = KO to the head of the verb phrase and moves it to the beginning of the whole sentence. Syntax Maker does not produce punctuation, so a question mark has to be appended to the end of the sentence at a different level in the NLG pipeline.

4 Evaluation

In this part, we evaluate how accurately Syntax Maker can produce verb phrases. We limit this evaluation to the automatically extracted information used by Syntax Maker because it is more prone to errors than the hand written rules. This means that we are evaluating two things in the generated output: the predicted valency i.e. how many objects the verb can take and the predicted case for the object.

In order to do the evaluation, we take a hundred Finnish verbs at random from the Finnish Wiktionary\(^4\). These verbs are then given as input to Syntax Maker to produce verb phrases out of them. The valency and object cases are then checked by hand to conduct the evaluation phase.

<table>
<thead>
<tr>
<th>valency prediction</th>
<th>too low</th>
<th>too high</th>
<th>correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>28%</td>
<td>5%</td>
<td>67%</td>
</tr>
</tbody>
</table>

Table 1: Accuracy in predicting valency

Syntax maker predicts the number of objects correctly 67% of the time and 28% of the time too low. This is acceptable in the task of poem generation where we are interested in generating syntactically correct poems. Having too few objects in the generated output only creates an ellipsis that doesn’t result in incorrect syntax. However, in other NLG tasks outside of the scope of poem generation, the objects might be important and thus having a higher accuracy is something to work towards.

<table>
<thead>
<tr>
<th>object case prediction</th>
<th>case correct</th>
<th>case incorrect</th>
<th>no object</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50%</td>
<td>4%</td>
<td>46%</td>
</tr>
</tbody>
</table>

Table 2: Accuracy in predicting object case

In the test set, Syntax Maker produced a wrong case only 4% of the time. 46% of the verbs were either truly intransitive or didn’t take an object according to Syntax Maker. In other words, by just taking into account the transitive verbs recognized by Syntax Maker, the accuracy reached to 93%. This means that Syntax Maker is very good at coming up with the correct case but not as good at determining the valency accurately.

5 Future work

At the current state, Syntax Maker doesn’t handle all parts of the Finnish grammar. For instance, it doesn’t have the functionality to express aspectual difference by alter-

\(^4\) From a Wiktionary dump on https://dumps.wikimedia.org/fiwiktionary/
ing between genitive and partitive objects. In addition, it has only a limited knowledge of the transitivity of verbs. Novel automated ways should be studied to solve this shortcoming.

In the future, Syntax Maker should be tested as a part of the NLG pipeline in uses other than poetry generation as well. This might reveal new requirements for the system that do not appear in the task of poetry generation. This might also reveal missing functionalities both in the generation of syntax and the API provided by the library that are needed in other NLG tasks.

Including small Uralic languages in this tool is also in our interest for the future. This is because having an NLG system would be especially useful in the case of minority languages, for example in generation of news automatically in these languages.

6 Conclusions

In this paper we have presented an open source Python library called Syntax Maker. The library was made to be used as a low-level syntax producer in a new NLG pipeline for producing Finnish poetry and is currently in place in a computational creativity system known as Poem Machine. By embracing the notion of separation of concerns in the software architecture of the system, Syntax Maker can be used in a multitude of contexts outside of computational creativity applications as an all-purpose tool for producing grammatical Finnish. To achieve this goal, a method for extracting the information needed to resolve verbal agreement automatically was presented and evaluated.
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Abstract

A practical method for interactive guessing of LEXC lexicon entries is presented. The method is based on describing groups of similarly inflected words using regular expressions. The patterns are compiled into a finite-state transducer (FST) which maps any word form into the possible LEXC lexicon entries which could generate it. The same FST can be used (1) for converting conventional headword lists into LEXC entries, (2) for interactive guessing of entries, (3) for corpus-assisted interactive guessing and (4) guessing entries from corpora. A method of representing affixes as a table is presented as well how the tables can be converted into LEXC format for several different purposes including morphological analysis and entry guessing. The method has been implemented using the HFST finite-state transducer tools and its Python embedding plus a number of small Python scripts for conversions. The method is tested with a near complete implementation of Finnish verbs. An experiment of generating Finnish verb entries out of corpus data is also described as well as a creation of a full-scale analyzer for Finnish verbs using the conversion patterns.

Tiivistelmä

1 Introduction

Creating lexical entries is an important and time-consuming task for any language. For lesser resourced languages with a rich morphology the task is particularly relevant. Building a lexicon requires often not only plenty of time and labour but also specific training. Thus, there is an obvious need for automating this task.

This paper describes the process of generating entries for computational morphological analysis in the framework of finite-state morphology and it uses the concepts of the Xerox/HFST LEXC lexicons, for more information see (Beesley and Karttunen, 2003). Inflection classes (the declinations and conjugations) refer to traditional dictionaries, where the inflection of lexemes is characterized by model words and numbers or other identifiers referring to those model words. Dictionaries often list many more inflection classes than there are different types of LEXC entries. LEXC can generalize the entries by relying on TWOLC or XFST rules which take care of the regular differences in the shapes of stems.

Several topics are discussed in this paper, including:

• How to describe inflection classes with regular expression patterns, i.e. how to formalize what kinds of syllable structures and phonological alternations are characteristic to each inflection class.

• How the regular expressions can be used for converting dictionary word lists with inflection class codes into lexical entries of a LEXC lexicon.

• How to reuse the same regular expressions for guessing all possible LEXC entries for a given single inflected word form.

• How to use such a mapping for selecting the correct LEXC lexicon entry by prompting the user for further forms of the same lexeme.

• How the same data for affixes and their sequencing can be reused for building ordinary morphological analyzers, lexicon converters and entry guessing.

• How to use the mapping for guessing in order to automatically deduce entries out of a corpus.

The idea here is to build a finite-state model of inflecting unknown lexemes roughly as was proposed by Ken Beesley and Lauri Karttunen (2003). For Finnish, their model could produce the following two results for a Finnish word form puramme (‘we unpack’, ‘we disassemble’):

\[
\text{puramme } \rightarrow \text{ purkaa V+PRES+ACT+PE2 } \\
\text{puraa V+PRES+ACT+PE2 }
\]

The first result would be the correct analysis and the second analysis proposes a nonexistent lexeme. But actually both results are ambiguous because neither of them tells how the lexemes are inflected. The final a of the stem has two possibilities in both results: either it alternates with o or it disappears in past tense. Thus there are four possible entries behind the analysis. One of the hidden entries is what we want.

For the purposes of lexicon entry guessing, we need an equally general method which is prepared to accept almost any surface word but would output lexical entries instead of the base forms and morphosyntactic features. A lexical entry consists of a
lexical representation and a name of a continuation sub-lexicon. The lexical representation consists of phonemes and morphophonemes (here we always use braces for morphophonemes, e.g. \(\{aoe\}\)). The name of a continuation sub-lexicon (e.g. \(/v\)) determines the set of possible endings and possible less regular pieces of the stems. The mapping we are building could map e.g.:

\[
\text{puramme} \rightarrow \text{pur}\{k\theta\}\{aoe\} /v \\
\text{pur}\{k\theta\}\{a\tilde{O}e\} /v \\
\text{pur}\{aoe\} /v \\
\text{pur}\{a\tilde{O}e\} /v
\]

The program would then prompt the user for further inflected forms of the same lexeme. In this way the user can soon narrow down the possibilities to the desired single lexicon entry without any detailed knowledge of the codes or conventions of the lexicon.

The work is done in the finite-state two-level framework in the spirit of the original (Koskenniemi, 1983) version and in particular the so-called simplified two-level model as presented in (Koskenniemi, 2013b). Helsinki Finite-State Transducer Tools (HFST) were used for the implementations of the finite-state transducers (FST) described in this paper, for more information on HFST see (Lindén et al., 2011) and various sites in the net, e.g. http://hfst.github.io.

2 Previous and related research

The interactive method for guessing presented here was inspired by Aarne Ranta’s Grammatical Framework (GF) system where a similar functionality was implemented, see (Ranta, 2011) and (Détrez and Ranta, 2012). They presented so-called smart paradigms which have been implemented in GF. Smart paradigms perform a mapping that is similar to the mapping described in this paper but do it in a different way.

Several other approaches have been proposed for the assisting or automating entry generation. Beesley and Karttunen (2003) presented a way to recognize unknown words using regular expressions in a LEXC lexicon as was mentioned above, and in this way cover an inflection class by each expression. The present paper elaborates this approach further and explains how one can generate such expressions in an principled way and how to connect the mechanism into the LEXC lexicon of normal morphological analysis and how to use such a generator in practice.

Huldén (2014) and Ahlberg et al. (2015) discuss how paradigms or inflectional tables can be used for finding or forming entries which is a topic beyond the scope of this paper where the inflection is assumed to be already known.

A recent paper (Esplà-Gomis et al., 2017) presents methods for a task quite relevant to that of this paper. In those papers, inflection classes (i.e. declinations and conjugations) are considered to consist of a set of affixes which are directly concatenated with the single stem of the lexeme. In contrast to this, GF is prepared to have lexemes with several stems, and so does the present approach. In addition, the present approach uses morphophonemes in order to describe regular variations within stems, and therefore a very small number of distinct classes is needed. In some languages,

\[\text{This morphophoneme indicates that in that position there may be either an a or an o or an e depending on the context. Inflection classes usually determine what kinds of phoneme alternations are present in lexemes in that class and what sets of affixes can be attached to them.}\]
e.g. several Sami languages, a large portion of inflection is represented as stem alterations instead of and in addition to using suffixes. The approach presented in this paper is intended to be applicable even to languages with such characteristics. (Esplà-Gomis et al., 2017) present also methods for optimizing the yes/no queries for the user. These or similar methods could be applied on top of the solutions in this paper but that is not discussed in this paper.

3 Regular expressions for inflection classes

In order to generate lexical entries interactively or from comprehensive word lists, we construct a model which characterizes the inflection classes by describing the common features and alternations in each class. It will be shown that with a single description, one may solve two tasks: (1) converting a dictionary word list with base forms and class numbers into LEXC lexical entries and (2) guessing LEXC lexical entries out of inflected word forms as was discussed above.

The first mapping transforms dictionary headwords and their inflection class codes into LEXC entries (as sequences of symbols) e.g.:

\[ p\text{ u\text{ r\text{ k\text{ a\text{ a}} V02* \text{ \textarrow{\longrightarrow} p\text{ u\text{ r\{kØ\}} \{aØe\} /v}}}} \]

The transformation can be represented equivalently as a sequence of symbol pairs where the left symbol is transformed into the right symbol:

\[ p:p \text{ u:u r:r k:{kØ} a:{aØe} a:0 V02*:/v} \]

or in an abbreviated form where pairs (e.g. \( p:p \)) of identical symbols are represented by a single symbol (\( p \)) without the colon:

\[ p\text{ u\text{ r\text{ k\text{ a\text{ a}} V02*}} /v} \]

The inflection code \( V02* \) indicates that the entry is a verb of the second inflection class and that the stem is subject to consonant gradation. The example expresses the fact that the fourth phoneme of the dictionary word, \( k \), must be replaced with a morphophoneme \( \{kØ\} \). The morphophoneme tells that in that position \( k \) alternates with nothing (\( Ø \)). At the end of the stem of the dictionary word, the final vowel \( a \) alternates with zero \( Ø \) and \( e \). All these facts can be deduced by studying verbs with the inflection code \( V02* \), i.e. studying the shapes and what kinds of alternations occur in those verbs.

A LEXC lexicon consists of sub-lexicons containing entries for affixes and lexemes. The lexemes are in the sub-lexicon where everything starts and the guessing of such entries is the topic of this paper. Each entry typically corresponds to a morpheme. A morpheme is represented as a pair of its morphophonemic representation and a name of a sub-lexicon containing those morphemes (or entries) which may occur immediately after this morpheme. This name of the next sub-lexicon is often called the continuation class of a lexeme.

The inflection class also determines the continuation class, e.g. /\( v \) (which indicates here that all verbal endings are attached directly to the stem). The association between an inflection code (e.g. \( V02\)) and a continuation class (e.g. /\( v \)) could be included as a

---

2We use an arbitrary symbol (\( Ø \)) to denote deletion or epenthesis. In morphophonemes and within two-level rules it is always a concrete symbol, not an epsilon which would correspond to the empty string. In this way, one has a better control over epenthesis and deletions. The \( Ø \) symbols will be removed only after the rule component has been applied.
part of the regular expression but it proved to be better to represent as a separate two-column table, which is used both in building the converter and the guesser.

In order to generalize the patterns we need to define some common component expressions, e.g. vowels and consonants:

\[
V_o = \{a|e|i|o|u|y|ä|ö\};
\]

\[
C_o = \{b|c|d|f|g|h|j|k|l|m|n|p|q|r|s|t|v|w|x|z\};
\]

For Finnish words, we need an expression for the mapping of gradating consonant clusters (as they appear in the dictionary words) into the corresponding morphophonemic representations (as they will be in the LEXC entry).

\[
G_s = \{(l|r|n) k:{kØ}|(l|r) k:{kØ}|n k:{kg}|m p:{pm}|(l|r) p:{pv}|(l|r|m) p p:{pØ}|(h) t:{td}|l t:{tl}|n t:{tn}|r t:{tr}|(l|r|n) t t:{tØ}\};
\]

One might generalize the above transformation example by noticing that the initial part of the word is the same in the dictionary word and in the LEXC entry part. Near the end of the dictionary word there is a strong grade of a gradating consonant cluster but in the LEXC entry there is a corresponding morphophoneme. At the very end, there is the infinitive ending, (here) a which has to be removed, and the the code of the inflection class which has to be replaced by the corresponding continuation class. For our example, the following simple mapping could do the conversion:

\[
[Co|Vo]* G_s a:{aØe} a:0 V02*:/v
\]

Such a simple expression might work correctly when converting dictionary words but usually one wants to describe the inflection classes in more detail according to the syllable structure and other characteristics shared by all words in that class. The more precisely the expression separates lexemes in its class from those in other classes, the better the expression serves its purpose. Precise characterizations help the building of the lexicon by finding atypical entries in the dictionary and possible mistakes in the data. Accurate expressions also help the guessing process to converge faster.

A short Python script was made for reading in expressions for all verbal inflection classes and for transforming the expressions into a converter LEXC lexicon. The converter lexicon implements the mapping from dictionary entries into actual Finnish LEXC entries. Each expression forms the first part of one converter lexicon entry and this part maps dictionary entries of that class into a morphophonemic representation. The second part of the converter lexicon entry is the inflection identifier used here as a name of a sub-lexicon. A small sub-lexicon of the transformer lexicon is produced out of the separate table that was mentioned above. Each line of that table is converted into a sublexicon to which the expression entry continues. This arrangement allows one to experiment with different types of converted lexicons e.g. one which is very permissive and useful for old or dialectal texts and others which are more normative by excluding less common ending allomorphs of each inflectional class. Below is a fraction of the generated LEXC for conversion:

\[
\]

\[
LEXICON Root
< Co* Vo+ (Syl1)* Co* [o|ö|u|y] [a:0|ä:0] > V01 ;
< Co* Vo+ (Syl1)* Co* [o|ö|u|y] [a:0|ä:0] > V01* ;
< Co* Vo+ (Syl1)* Co* [a:%{aØe%} a:0|ä:%{äØe%} ä:0] > V02 ;
\]

\[
^3The curly brackets were used in the expressions as such but in LEXC they must be protected or quoted with a per cent sign (%). The Python script adds the per cent signs.
\]
The above lexicon is then compiled into a FST, stored and used by another Python script which performs the conversion. This script can be applied to a test set of representative dictionary entries or to a full scale list of all dictionary list words. In order to have full control of possible failures of the expressions, the script uses the lookup mode so that it finds not only the appropriate result but also knows when the expressions fail to give any results. So, in addition to the resulting LEXC entries, also a control list is produced for verification and debugging. Potential errors in the source data (dictionary entries) as well as in the expressions can be found in this way.

The patterns and definitions are given as a file of comma separated values (CSV) (possibly by editing with a spreadsheet and then saving in this format). The patterns and definitions are extracted from there using a short Python script which formats the data into the LEXC format and collects any multicharacter symbols needed for the definitions in the header part of the resulting LEXC file. This CSV file can then be reused for other purposes. The following are samples from a full-scale description of patterns for Finnish verbs according to the inflection class codes used in the Reverse dictionary of Modern Standard Finnish (Tuomi, 1980), see Figure 1.

4 Reusable affix data

Converters and guessers are not meaningful in isolation. In order to know into what format the dictionary entries have to be converted, one needs to have at least a small test TWOLC lexicon and the associated rules. The test lexicon defines the target for the conversion and the guessing. It ought to include example lexemes from all inflection classes and define what affixes may be attached to the stems and in which combinations. The rules, in turn, make the test lexicon operational so that the morphophonemic alternations and the combinations of stems and affixes can be validated.

The design of a LEXC lexicon and rules is beyond the scope of this paper except that parts of the test lexicon can be reused in the guesser. Thus, one would benefit from combining the writing the analyzing and the guessing lexicons.

Both the normal morphological analyzer and the guesser need a description of inflectional morphemes (affix entries), their shapes and the ways in which they may combine with each other. The structures of these two lexicon systems is rather isomorphic, i.e. the entries and the sub-lexicons correspond directly to each other, even if the entries are a bit different.

LEXC lexicons are technically a collection of sub-lexicons where each sub-lexicon has a name and a set of entries. For each lexeme (or root morpheme) and each affix (or inflectional morpheme), there is an entry in some sub-lexicon. Each entry consists formally of three components: (1) input string, (2) output string and (3) the name of the continuation sub-lexicon from which the next entry is chosen:

---

4 All Python scripts and the CSV files mentioned in this section are freely available at Github: https://github.com/kostenni/twolex. The HFST used in these Python scripts was loaded according to the instructions at https://pypi.python.org/pypi/hfst

5 In this paper, two-level rules were used and the morphophonemes were established according to the principles of the simplified two-level model. The method for conversions, guessing and the reuse of affix data is independent of the kind of rules one uses.
<table>
<thead>
<tr>
<th>ID</th>
<th>NEXT</th>
<th>MPHON</th>
<th>COMMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>V01</td>
<td>&lt;Co* Vo+ Co+ [o</td>
<td>ö</td>
<td>u</td>
</tr>
<tr>
<td>V01*</td>
<td>&lt;Co* Vo+ Gs [o</td>
<td>ö</td>
<td>u</td>
</tr>
<tr>
<td>V02</td>
<td>&lt;Co* Vo+ (Co* Vo+)* Co+ [a:äe] a:0</td>
<td>ä:0</td>
<td>e:0]</td>
</tr>
<tr>
<td>V02*</td>
<td>&lt;Co* Vo+ (Co* Vo+)* Gs [a:äe] a:0</td>
<td>ä:0</td>
<td>e:0]</td>
</tr>
<tr>
<td>V03</td>
<td>&lt;Co* Vo t:{tds} [a:äe] a:0</td>
<td>ä:0</td>
<td>e:0]</td>
</tr>
<tr>
<td>V04</td>
<td>&lt;Co* Vo t:{tds} [a:äe] a:0</td>
<td>ä:0</td>
<td>e:0]</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V09</td>
<td>&lt;(Co) [Vo</td>
<td>VV] Co+ a:{aoe} a:0 &gt;</td>
<td>KAILAA</td>
</tr>
<tr>
<td>V09*</td>
<td>&lt;(Co) [Vo</td>
<td>VV] Gs [a:{aoe} a:0 &gt;</td>
<td>KATTAA</td>
</tr>
<tr>
<td>V10</td>
<td>&lt;Co* Vo t:{tds} [a:äe] a:0</td>
<td>ä:0</td>
<td>e:0]</td>
</tr>
<tr>
<td>V10*</td>
<td>&lt;Co* Vo t:{tds} [a:äe] a:0</td>
<td>ä:0</td>
<td>e:0]</td>
</tr>
<tr>
<td>V11</td>
<td>&lt;Co a i s a:{aoe} a:0 &gt;</td>
<td>PAISTAA</td>
<td></td>
</tr>
<tr>
<td>V11*</td>
<td>&lt;Co [a</td>
<td>i</td>
<td>a a</td>
</tr>
<tr>
<td>V12</td>
<td>&lt;Co a a r t:{trs} a:{aoe} a:0 &gt;</td>
<td>SAASTA</td>
<td></td>
</tr>
<tr>
<td>V13</td>
<td>&lt;(Co) Vo+ Co+ e:{eiØ} [a:0</td>
<td>ä:0] &gt;</td>
<td>LASKEA</td>
</tr>
<tr>
<td>V13*</td>
<td>&lt;(Co) Vo+ Gs e:{eiØ} [a:0</td>
<td>ä:0] &gt;</td>
<td>KYLEPÄ</td>
</tr>
<tr>
<td>V13*</td>
<td>&lt;(Co) Vo+ Gsj e:{eiØ} [a:0</td>
<td>ä:0] &gt;</td>
<td>SULKEA</td>
</tr>
<tr>
<td>V14</td>
<td>&lt;t u n t:{tns} e:{eiØ} a:0 &gt;</td>
<td>TUNTEA</td>
<td></td>
</tr>
<tr>
<td>V15</td>
<td>&lt;p o t:{tds} e:{eiØ} a:0 &gt;</td>
<td>POTEA</td>
<td></td>
</tr>
<tr>
<td>V16</td>
<td>&lt;1 ä h:0 t:0 e:0 a:0 &gt;</td>
<td>LÄHTEÄ</td>
<td></td>
</tr>
<tr>
<td>V17</td>
<td>&lt;Co* Vo+ Co+ i:{iØ} [a:0</td>
<td>ä:0</td>
<td>e:0] &gt;</td>
</tr>
<tr>
<td>V17*</td>
<td>&lt;Co* Vo+ Co+ Gs i:{iØ} [a:0</td>
<td>ä:0</td>
<td>e:0] &gt;</td>
</tr>
<tr>
<td>V17*</td>
<td>&lt;Co* Vo+ (Sy1)* [ks</td>
<td>p s] i:{iØ} [a:0</td>
<td>ä:0</td>
</tr>
<tr>
<td>V17*</td>
<td>&lt;Co* Vo+ (Sy1)* [h t:{td}] i:{iØ} [a:0</td>
<td>ä:0</td>
<td>e:0] &gt;</td>
</tr>
<tr>
<td>V18</td>
<td>&lt;n a i:{iØ} d:0 a:0 &gt;</td>
<td>NAIIDA</td>
<td></td>
</tr>
<tr>
<td>V18</td>
<td>&lt;Co o i:{iØ} d:0 a:0 &gt;</td>
<td>VOIDA</td>
<td></td>
</tr>
<tr>
<td>V18*</td>
<td>&lt;p u i:{iØ} d:0 a:0 &gt;</td>
<td>UIDA PUIDA</td>
<td></td>
</tr>
<tr>
<td>V18*</td>
<td>&lt;Co* Vo+ (Sy1)* [Vo</td>
<td>VV] i:{iØ} d:0 a:0</td>
<td>ä:0</td>
</tr>
<tr>
<td>V19</td>
<td>&lt;s a a:{VØ} d:0 a:0 &gt;</td>
<td>SAADA</td>
<td></td>
</tr>
<tr>
<td>V19</td>
<td>&lt;j ä ä:{VØ} d:0 æ:0 &gt;</td>
<td>JÄÄDÄ</td>
<td></td>
</tr>
<tr>
<td>V20</td>
<td>&lt;m y y:{VØ} d:0 æ:0 &gt;</td>
<td>MYYDÄ</td>
<td></td>
</tr>
<tr>
<td>V21</td>
<td>&lt;Co [u:u] o d:0 a:0</td>
<td>y:ø] ø d:0 æ:0] &gt;</td>
<td>JUODA SYÖDÄ</td>
</tr>
<tr>
<td>V22</td>
<td>&lt;v i:{iØ} e d:0 a:0 &gt;</td>
<td>VIEDÄ</td>
<td></td>
</tr>
<tr>
<td>V23</td>
<td>&lt;l a y:0 t:0 e:0 a:0 &gt;</td>
<td>LÄYDÄ</td>
<td></td>
</tr>
<tr>
<td>V24</td>
<td>&lt;Co* [Vo</td>
<td>VV] Co+ (a) 0 i s:0(eG) t:0 [a:0</td>
<td>ä:0</td>
</tr>
<tr>
<td>V24*</td>
<td>&lt;Co* [Vo</td>
<td>VV] (Sy1) Co+ s:0(eG) t:0 [a:0</td>
<td>ä:0</td>
</tr>
<tr>
<td>V24*</td>
<td>&lt;Co* [Vo</td>
<td>VV] Qu (a) i s:0(eG) t:0 [a:0</td>
<td>ä:0</td>
</tr>
<tr>
<td>V25</td>
<td>&lt;Co* Vo</td>
<td>VV] 1 o:{eG} 1:0 [a:0</td>
<td>ä:0</td>
</tr>
<tr>
<td>V26</td>
<td>&lt;Co* Vo</td>
<td>VV] r o:{eG} r:0 [a:0</td>
<td>ä:0</td>
</tr>
<tr>
<td>V27</td>
<td>&lt;Co* Vo</td>
<td>VV] n o:{eG} n:0 [a:0</td>
<td>ä:0</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V32</td>
<td>&lt;j u o l p i e l y s y o &gt;</td>
<td>JUODA juo-kse/v</td>
<td></td>
</tr>
<tr>
<td>V33</td>
<td>&lt;h ä t e &gt;</td>
<td>NÄHDA nääne/v</td>
<td></td>
</tr>
<tr>
<td>V34</td>
<td>Co* Vo+ (Sy1) Co+ [a:å</td>
<td>o</td>
<td>ü</td>
</tr>
<tr>
<td>V34*</td>
<td>Co* Vo+ (Sy1) Qu [a:å</td>
<td>o</td>
<td>ü</td>
</tr>
<tr>
<td>V35</td>
<td>Co* Vo+ (Sy1) Qu [a:å</td>
<td>o</td>
<td>ü</td>
</tr>
<tr>
<td>V35*</td>
<td>Co* Vo+ (Sy1) Su [a:å</td>
<td>o</td>
<td>ü</td>
</tr>
<tr>
<td>V36</td>
<td>&lt;Co* Vo+ (Sy1)* Qu [a:å</td>
<td>o</td>
<td>ü</td>
</tr>
<tr>
<td>V38</td>
<td>&lt;Co* Vo+ (Sy1)* Qu [a:å</td>
<td>o</td>
<td>ü</td>
</tr>
<tr>
<td>V38*</td>
<td>&lt;Co* [Vo</td>
<td>VV] Qu [a:å</td>
<td>o</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1:** Regular expression patterns for Finnish verbs
Either the input or output string can be empty, and also here, only one of them needs to be given if they are identical. If both are empty strings, even the colon may be omitted.

In the framework used in Beesley and Karttunen (2003), the input string is the final base form of the lexeme or for affixes, it consists of the morphosyntactic features of each affix. The output string is the (morph)phonological shape of the affix. In order to reduce the number of entries for morphemes, morphophonemic forms are used. Then one may let the rules take care of the different shapes the affixes have when combined with different stems or other affixes.

The present approach uses the three components of an entry in different ways depending on whether an analyzer or a guesser is made. E.g. an entry for the ending for conditional mood in analysis could be:

\[ +\text{COND}+\text{ACT}: isi \text{ Person}; \]

where the INPUT consists of the morphosyntactic features \(+\text{COND}\) and \(+\text{ACT}\), the OUTPUT (or morphophonemic representation) is \(isi\) and the next morpheme is in a lexicon \text{Person}.

In affixes for guessing the components OUTPUT and CONT are the same as for the analysis but the INPUT component is an empty string, e.g.:

\[ : isi \text{ Person}; \]

Let us move to lexeme entry classes. An entry class corresponds to one or several similar inflection classes (as used in the dictionaries). For lexemes of such a class, stems are not fully related to each other via simple phonological rules. E.g. a Finnish verb \textit{salata} (‘hide’, ‘keep in secret’) belongs to a common inflection class where the stems are e.g. \textit{salaa}-, \textit{salas}-, \textit{sala}-, \textit{salat}-, \textit{salan}-. One may simplify the rule component by splitting such lexemes in two parts: (1) a truncated stem which is constant or phonologically regular for a lexeme and (2) stem endings which are common to all lexemes in this lexeme entry class. Both parts may themselves contain regular phonological alternations such as vowel harmony or consonant gradation.

For each lexeme entry class, a sub-lexicon is established and it lists the end parts of the stems in such a class. A sub-lexicon corresponding to a lexeme entry class is common to all lexeme entries of this class and the lexeme entries all continue to this sub-lexicon. The actual sub-lexicon used in the analysis of words inflected like \textit{salata} could be as follows:

LEXICON \text{salas-A/v}
- \{\text{nt}\}\{\text{dlnrt}\}\{\text{aa}\}:\{\text{V}\}\{\text{nt}\}\{\text{v}\};
- \{\text{nt}\}\{\text{dlnrt}\}\{\text{aa}\}:\{\text{s}\} \{\text{v}\};
- \{\text{nt}\}\{\text{dlnrt}\}\{\text{aa}\}:\{\text{V}\}\{\text{nt}\} \{\text{v}\};
- \{\text{nt}\}\{\text{dlnrt}\}\{\text{aa}\}:\{\text{nt}\} \{\text{v}\};

In this example, \textit{sal-A/v} is the name of this sub-lexicon, \(v0\) is the sub-lexicon for present tense forms, \(v1\) is the sub-lexicon for the past tense morpheme, \(v2\) for conditional morpheme and \(v3\) is the sub-lexicon where infinitives and participal morphemes reside. The base form for verbs is traditionally the first infinitive which is in sub-lexicon \(v3\). The INPUT component (for analysis) consists of whatever must be added to the truncated stem (i.e. \text{nt} is added) in order to form the \(v3\) stem. It is
given here followed by the common morphophonemic form of the infinitive ending \{dlnrtØ}{aä}. The OUTPUT component consists of the final parts of morphophonemic representations of the different stems.

In the guessed version, all this information is not needed. Instead, the INPUT that is needed here, consists of the name of the continuation class itself (defined as a multicharacter symbol and preceded by a space that has been quoted with a per cent sign).

LEXICON sala-A/v
  % sala-A/v:{VØ} v02;
  % sala-A/v:s v1;
  % sala-A/v:{nt} v3;

Some linguists think that complex lexicons in LEXC format are not convenient for humans to edit. Therefore, it is a practical idea to create and edit those parts of the lexicon in a simple tabular form by using e.g. some spreadsheet calculator. From the internal format of spreadsheet calculators, one may store the data as comma separated values (CSV) which are easy to process with small Python scripts. One may use slightly different scripts in order to produce either normal LEXC entries for morphological analysis or entries modified for the guesser or other purposes. Below is the source CSV data for the above examples for sal-A/v sub-lexicons:

<table>
<thead>
<tr>
<th>ID</th>
<th>NEXT</th>
<th>MPHON</th>
<th>FEAT</th>
<th>BASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>sala-A/v, v0 , {VØ}, , {nt}{dlnrtØ}{aä}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>, v1 , s , , {nt}{dlnrtØ}{aä}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>, v2 , {VØ}, , {nt}{dlnrtØ}{aa}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>, v3 , {nt}, , {nt}{dlnrtØ}{aa}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In a similar manner, the CSV entries of actual affixes can be in the same tabular format, e.g. the conditional ending:

<table>
<thead>
<tr>
<th>ID</th>
<th>NEXT , MPHON, FEAT , BASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>v2, Person neg , isi , V COND ACT,</td>
<td></td>
</tr>
</tbody>
</table>

For analysis, INPUT comes from the FEAT column, and OUTPUT from the MPHON column. There are two sub-lexicon names in the NEXT column and therefore two separate entries are produced into the LEXC lexicon. For guessing, in inflectional endings, INPUT will be empty but otherwise the entry will be similar whereas the lexicons for inflection classes will be slightly different. In them, the INPUT is the name of the sub-lexicon (and OUTPUT as in analysis). Short Python scripts perform all simple conversions that are needed.

5 Producing the FST for guessing

Now we know how to make the sub-lexicons for affixes and the special sub-lexicons for each lexeme entry class. When converting dictionary headwords into lexeme en-

---

6 The infinitive ending may be in several shapes (-a, -ä, -ta, -tä, -da, -dä, -la, -lä, -na, -na, -ra, -rä), but the forms are fully determined by the phonological properties of the preceding stem and easily handled by a rule.

7 Especially the handling of so called flag diacritics requires duplication and results in less readable LEXC source files. Moreover, there are no convenient ways to parametrize the LEXC files so that one could compile different versions out of the same source file.

8 All Python scripts and the CSV files mentioned in this section are freely available at Github: https://github.com/koskenni/twolex.
tries in Section 3, each pattern had an inflection class code and there was a separate table associating the inflection class and the lexeme entry class so that the pattern and the sub-lexicons could produce a lexeme entry with the proper continuation class. We use the same pattern data when building the regular expression entries for guessing.

In the conversion, the expressions themselves were transformations from the dictionary head word into a morphophonemic representation of the lexeme entry. For the guesser, we only need the output part of this mapping. For transforming the conversion patterns into guessing patterns, a small Python script was made. The script changed the regular expressions in the definitions and in the regular expressions patterns so that any symbol pair was replaced by the output part only, e.g.:

\[
p: \{pv\} \rightarrow \{pv\} \\
\]
\[
a: 0 \rightarrow 0 \\
\]

The result was an output projection of the initial transduction. It was formatted according to the conventions required by LEXC and compiled together with the affixes in a respective format. The compiled lexicon FST was then compose-intersected with the two-level rules. The inverse of this was then minimized and optimized for lookup so that it could be used for looking up possible entries for any verb form, e.g.:

\[
$ hfst-lookup -i guesser.fst \\
> hakkeroiden \\
\text{hakkeroiden} \quad \text{hakker} \quad \text{haravo-i/v} \quad 0.000000 \\
\text{hakkeroiden} \quad \text{hakker}{i\emptyset} /v \quad 0.000000 \\
\]

The hfst-lookup program reads a word form (hakkeroiden) at a time and looks the FST for any matches and prints them (hakker haravo-i/v and hakker{i\emptyset} /v) together with the input word. In addition, the program prints a weight of the results (which is not yet used in the guessing but probably one can find useful ways to incorporate weights into the process).

6 Selecting the correct entry interactively

In Section 5 we ended up with a FST which maps any inflected word form into a set of possible LEXC entries. Neither the XFST scripts nor the HFST command line tools lend themselves for the kind of looping and testing that one would need for interfacing the guessing FST with a human user in a natural way. Fortunately, this is quite easy when using the HFST that is embedded in Python 3.

A very simple script can read in the FST produced as above. In a loop, the program can read in a word form and search the FST for any entries which were associated with it. Searching can be done with an efficient lookup function which produces the results in a form that the script can easily test. If there still are several entries remaining, the script asks for another form of the same word. An intersection of the new and the previous set of results is calculated. If only one result remains, that is the answer. If several results remain, then the user must enter a further form.

The above procedure solves the problem in most cases but not in all. Two tentative lexical entries can overlap so that one generates all forms which the other one does but it generates some additional forms which the other does not. The user can then find the solution if the entry which she is searching has a larger set of forms. If the correct entry would have only forms also acceptable for the other entry, the problem cannot be solved by just entering more forms. In this situation, the user needs to
enter a negative example, i.e. a form which would be allowed by the wrong candidate lexeme but not by the correct. The program, then, subtracts the entries corresponding to such a word-form.

The following is an example where the user enters brassata and brassasin in order to narrow down the possible LEXC entries. The negative example brassajaa (prefixed with a minus sign) resolves the problem that the two tentative entries (sala-A/v and pala-V/v) are overlapping so that the former is included in the latter.

**ENTER FORMS OF A WORD**

**brassata**

'{brassa a*o-ne/v', 'brassa sala-A/v', 'brassa pala-V/v', 
'trassat{tø}{aøe} /v', 'brassat{aøe} /v'}

**brassasin**

'{brassa sala-A/v', 'brassa pala-V/v'}

~brassajaa

'{brassa sala-A/v'}

**RESULT:**

brassa sala-A/v ;

As the reader can readily see, the script is just a starting point which can be made more sophisticated, c.f. (Esplà-Gomis et al., 2017). Instead of just accepting correct or incorrect forms from the user the program might generate critical forms and ask the user whether they are correct or not. Forms which are valid inflected forms of one but not all tentative entries are useful in this respect. There are several possibilities in selecting which forms to ask.

One could make the guesser more helpful by restricting the inflectional forms to so called principal parts i.e. a minimum set of forms which is still sufficient for determining the correct entry. With this restriction, one can use the guesser FST together with its inverse. The given word form goes through the guessing FST and results in a set of tentative entries. Each of the entries is fed to the inverse FST. In this way one gets a set of principal forms for each entry candidate. These lists could be shown to the user who then can select one list and thus the underlying entry.

One may also process the sets of forms of each lexeme candidate and hide common word forms. One idea is that a sequence of word forms would be presented in a particular order. The sequence would only contain forms which are not common to all tentative entries. At the top of the list would be those forms which belong to the least number of entries. The user would then respond by telling which is the first acceptable form of the target entry. If all forms in front of that one are marked as negative examples then the interaction between the program and the user might converge even more rapidly.

7 Corpus-assisted guessing of entries

A list of all word forms occurring in a large corpus is quite valuable when choosing among different possible entry candidates. The correct entry is more likely to have some word forms in the corpus than the entries for non-existing lexemes. After the first step when the user has given a word form to the guesser, the program has a set of alternative entries which could generate that word form, e.g.:
Let us consider each of these entries in turn. The set of word forms occurring in the corpus which are also generated by the entry is interesting. What happens if one feeds these word forms into the algorithm described above. The algorithm may find a unique solution if the set contains enough forms. Such solutions are likely to be the correct ones we are looking for. Sometimes there may be several possible answers because the corpus contains forms of other (similar looking) lexemes and even typing errors. In case there are many (unique) solutions, one can choose the one having the largest set of word forms or the program might ask the user to choose the correct one.

The plain algorithm would require another word form in order to proceed. The corpus-assisted algorithm would find the solution right away from the first word form:

Let us consider each of these entries in turn. The set of word forms occurring in the corpus which are also generated by the entry is interesting. What happens if one feeds these word forms into the algorithm described above. The algorithm may find a unique solution if the set contains enough forms. Such solutions are likely to be the correct ones we are looking for. Sometimes there may be several possible answers because the corpus contains forms of other (similar looking) lexemes and even typing errors. In case there are many (unique) solutions, one can choose the one having the largest set of word forms or the program might ask the user to choose the correct one.

The plain algorithm would require another word form in order to proceed. The corpus-assisted algorithm would find the solution right away from the first word form:

Let us consider each of these entries in turn. The set of word forms occurring in the corpus which are also generated by the entry is interesting. What happens if one feeds these word forms into the algorithm described above. The algorithm may find a unique solution if the set contains enough forms. Such solutions are likely to be the correct ones we are looking for. Sometimes there may be several possible answers because the corpus contains forms of other (similar looking) lexemes and even typing errors. In case there are many (unique) solutions, one can choose the one having the largest set of word forms or the program might ask the user to choose the correct one.

The plain algorithm would require another word form in order to proceed. The corpus-assisted algorithm would find the solution right away from the first word form:

Let us consider each of these entries in turn. The set of word forms occurring in the corpus which are also generated by the entry is interesting. What happens if one feeds these word forms into the algorithm described above. The algorithm may find a unique solution if the set contains enough forms. Such solutions are likely to be the correct ones we are looking for. Sometimes there may be several possible answers because the corpus contains forms of other (similar looking) lexemes and even typing errors. In case there are many (unique) solutions, one can choose the one having the largest set of word forms or the program might ask the user to choose the correct one.

The plain algorithm would require another word form in order to proceed. The corpus-assisted algorithm would find the solution right away from the first word form:

Let us consider each of these entries in turn. The set of word forms occurring in the corpus which are also generated by the entry is interesting. What happens if one feeds these word forms into the algorithm described above. The algorithm may find a unique solution if the set contains enough forms. Such solutions are likely to be the correct ones we are looking for. Sometimes there may be several possible answers because the corpus contains forms of other (similar looking) lexemes and even typing errors. In case there are many (unique) solutions, one can choose the one having the largest set of word forms or the program might ask the user to choose the correct one.

The plain algorithm would require another word form in order to proceed. The corpus-assisted algorithm would find the solution right away from the first word form:

Let us consider each of these entries in turn. The set of word forms occurring in the corpus which are also generated by the entry is interesting. What happens if one feeds these word forms into the algorithm described above. The algorithm may find a unique solution if the set contains enough forms. Such solutions are likely to be the correct ones we are looking for. Sometimes there may be several possible answers because the corpus contains forms of other (similar looking) lexemes and even typing errors. In case there are many (unique) solutions, one can choose the one having the largest set of word forms or the program might ask the user to choose the correct one.

The plain algorithm would require another word form in order to proceed. The corpus-assisted algorithm would find the solution right away from the first word form:

Using the HFST finite-state tools, it is easy to implement the enhanced guesser. We already have $G$, a FST which maps a word form into the set of possible entries $\{e_1, \ldots, e_k\}$. We must prepare the corpus data in advance in order to support the interactive guessing of the entries. The distinct word forms (types) occurring in a corpus can be easily produced as a list. This list can be converted into a FSA, say $W$ using the hfst-strings2fst command line tool. The composition $C = W \circ G$ maps each word form in the corpus into the entries which could generate them. The inverse of this mapping, $H = C^{-1}$ gives us the word forms in the corpus that an entry could generate. This mapping $H$ is used in the corpus-assisted version of the entry guesser. See Appendix A for some examples of corpus-assisted for Finnish verbs guessing are given. It appears that such methods could be used for building lexicons for lesser resourced languages.

8 Guessing entries from a corpus

One can modify the computer-assisted guessing so that it works without human intervention. The input side (projection) of the transducer $H$ accepts all entries that we need to consider. It is a finite-state machine and it can easily be converted into a plain list (of strings). Once this is done, the algorithm may proceed by considering each entry at a time and test whether the entry ought to be accepted or not.

The mapping $H$ which was defined above, maps every entry $e$ into those word forms occurring in the corpus which the entry would accept. As in the previous section, we evaluate the goodness of an entry $e$ in $E$ by using the set of word forms in

---

9One could simply choose the entry with the longest list but here we wish to stress the correctness of guesses.
$H(e_i)$ and by feeding them into the algorithm and see whether the list makes the algorithm to converge into exactly one entry. If successful, we have a good candidate for an entry. If unsuccessful, we have not enough evidence to exclude the other candidate entries because some of them also generate all word forms in the list.

An experiment of this method is described in Appendix B. The results were encouraging although the guesser only covered verbs and all noun and adjective forms presented harmful noise to the procedure. For a random sample of word form types taken out from a large text corpus of Finnish, the method provided some 77\% correct results when using very simple criteria. Further research on the topic is clearly needed. One could assign weights to the affixes and use them when excluding less likely entries.\footnote{HFST-LEXC has a facility for weighted entries and these would automatically propagate to the mappings that were described above. The same applies to the FSA for word form types in the corpus whose frequencies could be utilized when assigning weights to them.}

One could easily combine the information from a corpus with the interactive guessing. A word form given by the user would first be expanded to a set of tentative entries. Then, each tentative entry would be tested against the corpus in order to see whether the corpus would give conclusive evidence for exactly one of the entries. In such cases, the entry could be directly selected and the interaction would be faster. Even partial evidence could be utilized by that would probably need some further research and testing.

## 9 Experiment with Finnish verbs

The examples presented in the preceding sections were taken from an experiment with Finnish verb morphology. There was a long term interest to deal with older Finnish texts and therefore the Reverse Dictionary of Modern Standard Finnish (RDMSF) which reflects the language in the first half of the 20th century was taken as the basis rather than Kielitöimiston sanakirja (KS) which reflects the present day use. RDMSF allows more liberal use of ending allomorphs and stem variants than the KS. The extra forms are readily understood even by present day speakers but seldom used any more although they are quite commonly found in earlier texts.

The examples in the preceding sections were made using a the RDMSF conjugation tables and example words of the dictionary and two-level rules and a lexicon with verbal ending which had been prepared earlier for other purposes. A couple days were spent in establishing 78 regular expression patterns for the 45 conjugations used in RDMSF. A Unix makefile was prepared to control the use of a number of small command line and Python scripts. In this way, it was convenient to rebuild the FSTs for conversion, analysis and guessing.

The test set of selected entries was converted using the conversion FST. The resulting entries were then combined with verbal affixes and compose-intersected with the rule FSTs. The string pairs represented by this FST was produced in a human readable form. The list consisted of pairs of base form plus features and and the corresponding surface form:

```
... iätä+V+INF1+NOM:iätä
iätä+V+INF2+ACT+INE:iätessä
iätä+V+INF2+ACT+MAN:iäten
```
The list was checked manually and some errors were detected in the affix tables and one in the rules. After modifications, the test data appeared to be clean of errors.

The conversion was tested against the full list of 16,000 verb entries in the dictionary. The test revealed some points where the patterns had to be made more general in order to accept less typical verb entries in some conjugations. The analysis was tested superficially by entering word forms randomly picked up from Nykysuomen sanakirja (Sadenniemi, 1951–1961) and verifying that the results were correct. The same kind of testing was done with the guesser.

10 Further work

There is a plan to continue the present work and produce a full scale Finnish morphological analyzer and guesser which could be used for various purposes, including the analysis of Finnish texts from the 19th century. The present approach makes such an analyzer quite flexible for extending and tuning. One could easily add and change inflectional patterns so that the historical endings and stem patterns would be better covered. The kind of a morphophonemic lexicon which is used in this approach lends itself also to applications within historical linguistics and comparing related languages with each other, cf. (Koskenniemi, 2013a). Whereas the existing open source morphological analyzer OMORFI of Pirinen (2015) is designed for a wide coverage lexicon and is normative, the proposed one OFITWOL would be permissive and descriptive. OMORFI aims at excluding old and dialectal inflections whereas OFITWOL aims at including them, cf. the arguments in Koskenniemi and Kuutti (2017).

Handling Finnish dialects by using the morphophonemic lexical representations would also be an interesting topic to study. It is not always possible to relate word forms in standard Finnish with forms in dialects because a word form alone does not contain the relevant information. Morphophonemes combine the information of the various stems of a lexeme and various forms of affixes. These morphophonemic forms might contain the sufficient information for generating old or dialectal forms of Finnish out of the morphophonological representations of OFITWOL.
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A Test of corpus-assisted guessing of entries

The assisting corpus used here was a list of word forms starting with *r* from the SKTP collection of texts\(^\text{11}\). The lists used here consists of some 115,000 word form types. Only a small portion (less than 1/10) of them was actually forms of verbs. The word forms that were tested as input were manually selected from another list, the Finnish PAROLE corpus. Some forms occurring six times in the Parole corpus were picked up and fed to the program. Nouns, nominal derivations and also verb forms with clitic particle were excluded from the selection. This unsystematic, small and biased test gave very promising results, i.e. the correct solution was found directly:

\[
\text{ryöstäen} \\
(1) << \text{ryöst}(äØe) /v >> \text{ryöstää, ryöstivät, ryöstetä, ryöstö, ryöstävät, ryöstetään, ryöstetty, ryöstätyn, ryöstään, ryöstettiin, ryöstettävä, ryöstessä, ryöstän, ryöstämme, ryöstäisi} \\
\]

\[=\]

\[
\text{rakasti} \\
(1) << \text{rakast}(aØe) /v >> \text{rakastettava, rakastettaisi, rakastaisit, rakasteta, rakastettu, rakastatte, rakastaisivat, rakastaa, rakastakaamme, rakastaisimme, rakastivat, rakastit, rakasta, rakastat, rakastin, rakastamme, rakastetaan, rakastettiiin, rakasti, rakastanut, rakastaisin, rakastakaan, rakastavat, rakastan, rakastaisi, rakastimme, rakastaa, rakastettaisiin} \\
\]

\[=\]

\[
\text{roihuaa} \\
(1) << \text{roihu halu-A/v >> roihuttiin, roihunnut, roihusivat, roihuta, roihusi, roihua, roihutessa, roihuten, roihuua, roihuavat} \\
(2) << \text{roihu halu-A/v >> roihuua, roihuakin} \\
\]

\[=\]

\[
\text{rikkoontuivat} \\
(1) << \text{rikkoon} (tn)u /v >> \text{rikkoontuessa, rikkoontau, rikkoontivat, rikkoontuisi, rikkoontu, rikkoontui, rikkoontunut, rikkoontune, rikkoontuva, rikkoontuu, rikkoonnu} \\
\]

\[=\]

\[
\text{ryhtyvät} \\
\]

---
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B Test of guessing entries from a corpus

The evaluation of the method sketched in Section 8 was based on the same word form list out of SKTP as in the Appendix A. Python scripts were written to implement the method and the corpus of word form types beginning with \( r \) was processed. The following is a list of a sample of 30 proposed lexicon entries out of that list. Not all results proposed by the algorithm were taken because there was much noise in those based on just a few word forms.\(^\text{12}\) Thus only entries which covered at least eight distinct word forms were considered here. They are taken out of a total list of some 350 proposed entries, through equal interval sampling. Seven out of the 30 appear to be incorrect (marked with \( - \)), others are OK (marked with \( + \)).

1. \(+\) RAAPUSTAA raapust(aøe) /v raapusti raapustin raapustivat raapustaaan raapustaisi raapustaisin raapustan raapustaaan naapustata raapustetavaa raapustettiin raapustettu

2. \(+\) RAAATAA raat(tø)æ /v raada raadan raamat raadatte raadetaan raadettava raadettiin raadet tu raatoo raataa raataan raataessa raatasi raataisi raataturat raatatava raatovä

\(^{12}\)The mapping proposes some entries for most word forms. Certain forms of nouns happen to be similar to some verb forms and occasionally a couple of such misleading forms uniquely determine an entry.
For results 4, 5, 8, 12 and 20 also a better solution is present in the list of all solutions. The incorrect entries passed the test because there happened to be some misspelled tokens (shown as small caps) forms of other verbs (shown in san serif) or nominals (shown as emphasized) which fitted those entries but not to the correct ones. The false results 12 and 20 would have been avoided if there were no typos in the corpus. In the absence of the misspelled words, the fase entries would have failed because the correct one also generates the same set of word forms (plus many others). The list of word forms in false results 17 and 18 are almost exclusively nouns. The false results 4, 5 and 8 contain each a set of forms from two different common verbs. The data hints that one ought to have some method of weighing the goodness of competing candidate entries. If some entry convincingly accounts a word form, that word form could be excluded from the lists of other entries.
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Abstract

Although linguistic typology has a long history, computational approaches have only recently gained popularity. The use of distributed representations in computational linguistics has also become increasingly popular. A recent development is to learn distributed representations of language, such that typologically similar languages are spatially close to one another. Although empirical successes have been shown for such language representations, they have not been subjected to much typological probing. In this paper, we first look at whether this type of language representations are empirically useful for model transfer between Uralic languages in deep neural networks. We then investigate which typological features are encoded in these representations by attempting to predict features in the World Atlas of Language Structures, at various stages of fine-tuning of the representations. We focus on Uralic languages, and find that some typological traits can be automatically inferred with accuracies well above a strong baseline.
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1 Introduction

For more than two and a half centuries, linguistic typologists have studied languages with respect to their structural and functional properties, thereby implicitly classifying languages as being more or less similar to one another, by virtue of such properties (Hanselmath, 2001; Velupillai, 2012). Although typology has a long history (Herder, 1772; Gabelentz, 1891; Greenberg, 1960, 1974; Dahl, 1985; Comrie, 1989; Hanselmath, 2001; Croft, 2002), computational approaches have only recently gained popularity (Dunn et al., 2011; Wäschli, 2014; Östling, 2015; Bjerva and Börstell, 2016; Deri and Knight, 2016; Cotterell and Eisner, 2017; Peters et al., 2017; Asgari and Schütze, 2017; Malaviya et al., 2017). One part of traditional typological research can be seen as assigning sparse explicit feature vectors to languages, for instance manually encoded in databases such as the World Atlas of Language Structures (WALS, Dryer and Hanselmath, 2013). A recent development which can be seen as analogous to this, is the process of learning distributed language representations in the form of dense real-valued vectors, often referred to as language embeddings (Tsvetkov et al., 2016; Östling and Tiedemann, 2017; Malaviya et al., 2017). These language embeddings encode typological properties of language, reminiscent of the sparse features in WALS, or even of parameters in Chomsky’s Principles and Parameters framework (Chomsky, 1993; Chomsky and Lasnik, 1993; Chomsky, 2014).

In this paper, we investigate the usefulness of explicitly modelling similarities between languages in deep neural networks using language embeddings. To do so, we view NLP tasks for multiple Uralic languages as different aspects of the same problem and model them in one model using multilingual transfer in a multi-task learning model. Multilingual models frequently follow a hard parameter sharing regime, where all hidden layers of a neural network are shared between languages, with the language either being implicitly coded in the input string (Johnson et al., 2017), given as a language ID in a one-hot encoding (Ammar et al., 2016), or as a language embedding (Östling and Tiedemann, 2017). In this paper, we both explore multilingual modelling of Uralic languages, and probe the language embeddings obtained from such modelling in order to gain novel insights about typological traits of Uralic languages. We aim to answer the following three research questions (RQs).

RQ 1 To what extent is model transfer between Uralic languages for PoS tagging mutually beneficial?

RQ 2 Are distributed language representations useful for model transfer between Uralic languages?

RQ 3 Can we observe any explicit typological properties encoded in these distributed language representations when considering Uralic languages?

2 Data

2.1 Distributed language representations

There are several methods for obtaining distributed language representations by training a recurrent neural language model (Mikolov et al., 2010) simultaneously for different languages (Tsvetkov et al., 2016; Östling and Tiedemann, 2017). In these recurrent multilingual language models with long short-term memory cells (LSTM, Hochreiter
and Schmidhuber, 1997), languages are embedded into a \( n \)-dimensional space. In order for multilingual parameter sharing to be successful in this setting, the neural network is encouraged to use the language embeddings to encode features of language. Other work has explored learning language embeddings in the context of neural machine translation (Malaviya et al., 2017). In this work, we explore the embeddings trained by Östling and Tiedemann (2017), both in their original state, and by further tuning them for PoS tagging.

### 2.2 Part-of-speech tagging

We use PoS annotations from version 2 of the Universal Dependencies (Nivre et al., 2016). We focus on the four Uralic languages present in the UD, namely Finnish (based on the Turku Dependency Treebank, Pyysalo et al., 2015), Estonian (Muischnek et al., 2016), Hungarian (based on the Hungarian Dependency Treebank, Vincze et al., 2010), and North Sámi (Sheyanova and Tyers, 2017). As we are mainly interested in observing the language embeddings, we down-sample all training sets to 1500 sentences (approximate number of sentences in the Hungarian data), so as to minimise any size-based effects.

### 2.3 Typological data

In the experiments for RQ3, we attempt to predict typological features. We extract the features we aim to predict from WALS (Dryer and Haspelmath, 2013). We consider features which are encoded for all four Uralic languages in our sample.

### 3 Method and experiments

We approach the task of PoS tagging using a fairly standard bi-directional LSTM architecture, based on Plank et al. (2016). The system is implemented using DyNet (Neubig et al., 2017). We train using the Adam optimisation algorithm (Kingma and Ba, 2014) over a maximum of 10 epochs, using early stopping. We make two modifications to the bi-LSTM architecture of Plank et al. (2016). First of all, we do not use any atomic embedded word representations, but rather use only character-based word representations. This choice was made so as to encourage the model not to rely on language-specific vocabulary. Additionally, we concatenate a pre-trained language embedding to each word representation. That is to say, in the original bi-LSTM formulation of Plank et al. (2016), each word \( w \) is represented as \( \vec{w} + LSTM_c(w) \), where \( \vec{w} \) is an embedded word representation, and \( LSTM_c(w) \) is the final states of a character bi-LSTM running over the characters in a word. In our formulation, each word \( w \) in language \( l \) is represented as \( LSTM_c(w) + \vec{l} \), where \( LSTM_c(w) \) is defined as before, and \( \vec{l} \) is an embedded language representation. We use a two-layer deep bi-LSTM, with 100 units in each layer. The character embeddings used also have 100 dimensions. We update the language representations, \( \vec{l} \), during training. The language representations are 64-dimensional, and are initialised using the language embeddings from Östling and Tiedemann (2017). All PoS tagging results reported are the average of five runs, each with different initialisation seeds, so as to minimise random effects in our results.
3.1 Model transfer between Uralic languages

The aim of these experiments is to provide insight into RQ 1 and RQ 2. We first train a monolingual model for each of the four Uralic languages. This model is then evaluated on all four languages, to investigate how successful model transfer between pairs of languages is. Results are shown in Figure 1. Comparing results within each language shows that transfer between Finnish and Estonian is the most successful. This can be expected considering that these are the two most closely related languages in the sample, as both are Finnic languages. Model transfer both to and from the more distantly related languages Hungarian and North Sámi is less successful. There is little-to-no difference in this monolingual condition with respect to whether or not language embeddings are used. As a baseline, we include transfer results when training on Spanish, which we consider a proxy of a distantly related languages. Transferring from Spanish is significantly worse ($p < 0.05$) than transferring from a Uralic language in all settings. Additionally, all transfer settings except for the Spanish setting are above a most frequent class baseline.

![Figure 1: Monolingual PoS training. The x-axes denote the training languages, and the y-axes denote the PoS tagging accuracy on the test language at hand. The black line indicates the most frequent class baseline accuracy.](image)

Next, we train a bilingual model for each Uralic language. Each model is trained on the target language in addition to one other Uralic language. Results are shown in Figure 2. Again, transfer between the two Finnic languages is the most successful. Here we can also observe a strong effect of whether or not language embeddings are incorporated in the neural architecture. Including language embeddings allows for both of the Finnic languages to benefit significantly ($p < 0.05$) from the transfer setting, as compared to the monolingual setting, indicated by the figure baseline. No
significant differences are observed for other language pairs.

Figure 2: Bilingual PoS training. The x-axes denote the added training languages (in addition to the target language), and the y-axes denote the PoS tagging accuracy on the test language at hand. The black line indicates the monolingual baseline accuracy.

3.2 Predicting typological features with language embeddings

Having observed that language embeddings are beneficial for model transfer between Uralic languages, we turn to the typological experiments probing these embeddings. The aim of these experiments is to provide insight into RQ 3. We investigate typological features from WALS (Dryer and Haspelmath, 2013), focusing on those which have been encoded for the languages included in the UD.

We first train the same neural network architecture as for the previous experiments on all languages in UD version 2. Observing the language embeddings from various epochs of training permits tracking the typological traits encoded in the distributed language representations as they are fine-tuned. In order to answer the research question, we train a simple linear classifier to predict typological traits based on the embeddings. Concretely, we train a logistic regression model, which takes as input a language embedding \( \mathbf{e} \) from a given epoch of training, \( e \), and outputs the typological class a language belongs to (as coded in WALS). We train a single model for each typological trait and each training epoch. When \( e = 0 \), this indicates the pre-trained language embeddings as obtained from Östling and Tiedemann (2017). Increasing \( e \) indicates the number of epochs of PoS tagging during which the language embedding has been updated. All results are the mean of three-fold cross-validation. We are mainly interested in observing two things: i) Which typological traits do language embeddings encode?; ii) To what extent can we track the changes in these language embeddings over the course of fine-tuning for the task of PoS tagging?.
We train the neural network model over five epochs, and investigate differences of classification accuracies of typological properties as compared to pre-trained embeddings. A baseline reference is also included, which is defined as the most frequently occurring typological trait within each category. In these experiments, we disregard typological categories which are rare in the observed sample (i.e. of which we have one or zero examples). Looking at classification accuracy of WALS features, we can see four emerging patterns:

1. The feature is pre-encoded;
2. The feature is encoded by fine-tuning;
3. The feature is not pre-encoded;
4. The feature encoding is lost by fine-tuning.

One example per category is given in Figure 3. Two features based on word-ordering can be seen as belonging in the categories of features which are either pre-encoded or which become encoded during training. The fine-tuned embeddings do not encode the feature for whether pronominal subjects are expressed, or the feature for whether a predicate nominal has a zero copula.

![Graphs showing classification accuracy for different typological features across epochs.](image)

Figure 3: Predicting typological features in WALS. The x-axes denote number of epochs the language embeddings have been fine-tuned for. The y-axes denote classification accuracy for the typological feature at hand.

### 3.2.1 Predicting Uralic typological features

Finally, we attempt to predict typological features for the four Uralic languages included in our sample, as shown in Figure 4. Similarly to the larger language sample in Figure 3, the Uralic language embeddings also both gain typological information in some respects, and lose information in other respects. For instance, the pre-trained
embeddings are not able to predict ordering of adpositions and noun phrase in the Uralic languages, whereas training on PoS tagging for two epochs adds this information.

Figure 4: Predicting typological features in Uralic languages. The x-axes denote number of epochs the language embeddings have been fine-tuned for. The y-axes denote classification accuracy for the typological feature at hand.

4 Discussion

4.1 Language embeddings for Uralic model transfer

In the monolingual transfer setting, we observed that transferring from more closely-related languages was relatively beneficial. This is expected, as the more similar two languages are, the easier it ought to be for the model to directly apply what it learns from one language to the other. Concretely, we observed that transferring between the two Finnic languages in our sample, Finnish and Estonian, worked relatively well. We further observed that including language embeddings in this setting had little-to-no effect on the results. This can be explained by the fact that the language embedding used is the same throughout the training phase, as only one language is used, hence the network likely uses this embedding to a very low extent.

In bilingual settings, omitting the language embeddings results in a severe drop in tagging accuracy in most cases. This is likely because that treating our sample of languages as being the same language introduces a large amount of confusion into the model. This is further corroborated by the fact that treating the two Finnic languages in this manner results in a relatively small drop in accuracy.

Including language embeddings allows for the model transfer setting to be beneficial for the more closely related languages. This bodes well for the low-resource case
of many Uralic languages in particular, and possibly for low-resource NLP in general. In the cases of the more distantly related language pairings, including language embeddings does not result in any significant drop in accuracy. This indicates that using language embeddings at least allows for learning a more compact model without any significant losses to performance.

4.2 Language embeddings for Uralic typology

Interestingly, the language embeddings are not only a manner for the neural network to identify which language it is dealing with, but are also used to encode language similarities and typological features. To contrast, the neural network could have learned something akin to a one-hot encoding of each language, in which case the languages could easily have been told apart, but classification of typological features would have been constantly at baseline level.

Another interesting finding is the fact that we can track the typological traits in the distributed language representations as they are fine-tuned for the task at hand. This has the potential to yield insight on two levels, of interest both to the more engineering-oriented NLP community, as well as the more linguistically oriented CL community. A more in-depth analysis of these embeddings can both show what a neural network is learning to model, in particular. Additionally, these embeddings can be used to glean novel insights and answer typological research questions for languages which, e.g., do not have certain features encoded in WALS.

In the specific case of Uralic languages, as considered in this paper, the typological insights we gained are, necessarily, ones that are already known for these languages. This is due to the fact that we simply evaluated our method on the features present for the Uralic languages in WALS. It is nonetheless encouraging for this line of research that we, e.g., could predict WALS feature 86A (Order of Genitive and Noun) based solely on these embeddings, and training a very simple classifier on a sample consisting exclusively of non-Uralic languages.

5 Conclusions and future work

We investigated model transfer between the four Uralic languages Finnish, Estonian, Hungarian and North Sámi, in PoS tagging, focussing on the effects of using language embeddings. We found that model transfer is successful between these languages, with the main benefits found between the two Finnic languages (Finnish and Estonian), when using language embeddings. We then turned to an investigation of the typological features encoded in the language embeddings, and found that certain features are encoded. Furthermore, we found that the typological features encoded change when fine-tuning the embeddings. In future work, we will look more closely at how the encoding of typological traits in distributed language representations changes depending on the task on which they are trained.
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Abstract

Automatic speech recognition has gone through many changes in recent years. Advances both in computer hardware and machine learning have made it possible to develop systems far more capable and complex than the previous state-of-the-art. However, almost all of these improvements have been tested in major well-resourced languages. In this paper, we show that these techniques are capable of yielding improvements even in a small data scenario. We experiment with different deep neural network architectures for acoustic modeling for Northern Sámi and report up to 50% relative error rate reductions. We also run experiments to compare the performance of subwords as language modeling units in Northern Sámi.

Tiivistelmä

has been active research trying to replace Gaussian mixture models (GMM) with various neural network configurations. Yet, only after 2010 the full power of neural networks started to be noticed when multiple groups started reporting huge improvements in their implementations (Hinton et al., 2012). At the same time, the computational power of modern graphics processing units (GPU) has made it feasible to utilize very large DNNs with very large training data sets. For speech recognition, this has meant that the decades-old best practices are quickly being replaced by new and more powerful methods.

In this paper, we have documented our work to build a new baseline for Northern Sámi. Using DNNs for acoustic modeling has provided large improvements for well-resourced Uralic languages, but for under-resourced languages, the applicability has yet to be tested. For broadcast news data sets, the latest improvements for applying neural networks instead of GMM-based acoustic models have been in the range of 14% smaller relative word error rate (WER) for Finnish and 6% for Estonian (Smit et al., 2017b).

In languages with a rich morphological structure it is difficult to build statistical language models using words. If using \( n \)-gram word models, the vocabulary size becomes computationally challenging, and even worse, the growing lexicon decreases out-of-vocabulary (OOV) rate rather slowly. Furthermore, the lack of data for under-resourced languages makes building a large lexicon and \( n \)-gram difficult. For Finnish, Estonian, Arabic and Turkish it is common to use subword units such as morphs (Hirsimäki et al., 2006) or syllables (Choueiter et al., 2006) instead of words. In this work we follow this tradition and apply statistical morphs as subword units for Northern Sámi.

Because the pronunciation in Northern Sámi can be rather well covered by rules, a simple grapheme-to-phoneme conversion can be applied for our lexicon. This gives Northern Sámi and other such languages a significant advantage in ASR, since building a proper lexicon is one of the most arduous data preparation tasks for speech recognition.

We will use a popular open-source toolkit for speech recognition, Kaldi, and document the building of a speech recognizer. In addition to DNN-based acoustic modeling, we test new methods of subword modeling for morphologically rich languages, originally developed for Finnish. The main focus of the paper is to demonstrate these new techniques in building a new baseline for Northern Sámi for further research and comparison. We will compare our results to the previous Northern Sámi baseline results from Smit et al. (2016).

2 Methods

Our baseline system builds on the Northern Sámi recognizer by Smit et al. (2016), but with a few important changes. In acoustic modeling, we model triphones by hidden Markov models with Gaussian mixture model emission distributions (GMM-HMM) using mel frequency cepstral coefficients (MFCCs) as input features. The lexicon is based on subword units found by a data-driven method, and a long-context \( n \)-gram model is used for language modeling. However, while Smit et al. (2016) used the token-pass decoder of the AaltoASR toolkit (Pylkkönen, 2005; Hirsimäki et al., 2009),
our system is based on the Kaldi toolkit (Povey et al., 2011) that has a decoder based on weighted finite-state transducers (WFST). Kaldi has also implemented quite a few improvements to the standard GMM-HMM methodology. To further improve the speech recognition accuracy in Northern Sámi we test recent developments on creating subword lexicon for Kaldi and acoustic modeling based on DNNs.

2.1 WFST-based speech recognition

Kaldi is an open source toolkit for speech recognition developed since the year 2009 by researchers from many different universities, lead by the John Hopkins University and Brno University of Technology (Povey et al., 2011). It is based on the use of weighted finite-state transducers (WFST) complimenting the work by Mohri et al. (2008). The advantage of WFST-based recognizers is that once the search network has been constructed and optimized effectively by the WFST methods, the decoding is very fast and accurate. Moreover, Kaldi’s GMM-HMMs are improved by subspace Gaussians, word-position-dependent phones and advanced silence models.

2.2 Subword lexicon FSTs and language models

The small amount of training data and the morphological complexity of Northern Sámi make it problematic to build language models (LM) using words as the basic units. We applied the data-driven Morfessor Baseline method (Creutz and Lagus, 2002, 2007) to segment the words into subword units. Because all words in the language can be composed from these subword units, this approach provides an unlimited vocabulary for ASR (Hirsimäki et al., 2006). While Morfessor was developed to find units of language that resemble the surface forms of linguistic morphemes, the current implementation includes a parameter for adjusting the level of segmentation that the method produces (Virpioja et al., 2013). The optimal level of segmentation for ASR varies between languages, but a wide range of lexicon seems to produce near-optimal results (Smit et al., 2017b). We did not experiment with this parameter.

Recently, Smit et al. (2017b) implemented effective subword modeling in the WFST-based ASR framework. It modifies the basic lexicon FST by introducing different models for all four different positions where a subword can appear (as prefix, infix, suffix, or complete word) and provides the appropriate word-position-dependent phones. In Figure 1 a normal word lexicon is shown where $words is replaced by a linear FST of all pronunciations in the lexicon. In Figure 2 the same basic structure is shown for a subword lexicon.

When the ASR system uses a subword lexicon, the subword units in the output need to be joined back to construct complete word forms. This can be accomplished in different ways; popular approaches are using a separate word boundary units (e.g. Hirsimäki et al., 2009) or using a special character to indicate that there is no word boundary directly preceding the subword (e.g. Arisoy et al., 2009; Tarján et al., 2014). Smit et al. (2017b) experimented on different styles of subword markings and the conclusion was that the optimal boundary marking style might depend on the language. Other work by the same authors (Smit et al., 2017a) supports this hypothesis. Therefore, in this work, we also experiment on different boundary marking styles to select the one that fits best for Northern Sámi. In Table 1 the four possible styles of marking
Figure 1: Prototype Lexicon FST for word-based lexicon. On each vertex in this graph is shown an input and output symbol. For example ‘SIL:ϵ’ indicates a SIL phone as input and a skip-token (ϵ) as output. The symbol #a is a disambiguation symbol which is required in Kaldi to make the FST determinizable. $words is a placeholder that is supposed to be replaced by a linear FST that maps all words to their appropriate word-position dependent phoneme sequences.

Figure 2: Prototype Lexicon FST for subword-based lexicon. are shown. Note that the actual realization of the boundary character (here a +-sign) does not matter, but the locations of these markers do.

<table>
<thead>
<tr>
<th>Style (abbreviation)</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary Tag (&lt;w&gt;)</td>
<td>&lt;w&gt; dan &lt;w&gt;rádje riikka t &lt;w&gt;</td>
</tr>
<tr>
<td>left-marked (+m)</td>
<td>dan rádje +riikka +t</td>
</tr>
<tr>
<td>right-marked (m+)</td>
<td>dan rádje+ riikka+ t</td>
</tr>
<tr>
<td>left+right-marked (+m+)</td>
<td>dan rádje+ +riikka+ +t</td>
</tr>
</tbody>
</table>

Table 1: Four methods to mark the subword units in the sequence "dan rádjeriikkat"

As the \(n\)-gram language models are trained on the subword units, high-order \(n\)-grams are needed to provide a context of a reasonable length. We use the Kneser-Ney growing algorithm (Siivola et al., 2007) to train high-order Kneser-Ney smoothed varigram models.

2.3 Deep neural networks

We experiment with three different neural network architectures, all of which have demonstrated the ability to model speech well with large amounts of data.

A time delay neural network (TDNN, Peddinti et al., 2015) is a type of a feedforward network. The main benefit for speech recognition is modeling the changes in duration
and varying boundaries of phonemes in the speech signal. It is constructed by having also a time delayed copy of the signal as an input. This helps the network to disregard varying start and end points of the pattern in its classification.

TDNN models can be improved by using different training criteria that match the task of speech recognition better. Regular TDNN models are trained on a frame-based cross-entropy criterion. This means that the recognizer optimizes for the recognition of phones in each separate frame. Although this sounds ideal and works well in practice, it can be further improved upon by using a criterion that actually looks to the power to predict a sequence of phones. In Povey et al. (2016) these models are introduced and named “Lattice-free maximum mutual information” or colloquially “chain models”. During the training of the network, a window of frames is not only classified, but a simple forward-backward algorithm is run to estimate the sequence that will be predicted by the real speech recognizer.

Long short-term memory (LSTM) networks are a variant of recurrent neural networks (RNN). In basic RNNs the state of the hidden layer is fed back to the next step as one of the inputs, giving the network a memory of the previous inputs. However, having many hidden layers might lead to a vanishing gradient problem, where during training the gradient “vanishes” while it propagates back in the network. To correct for this, LSTMs use a so-called memory cell, to balance which information should be carried for multiple steps in the network in "long-term memory", and when to use this information in the calculations for the current state in "short term". For a bidirectional-LSTM (BLSTM), this is happening in both directions.

3 Experiments

We start by demonstrating the improvements obtained without DNNs by Kaldi and WFST-based decoding in relation to the AaltoASR and token-passing decoding. We continue by comparing different subword boundary markings and choose the overall best for the next experiments, where we compare different types of DNN architectures for acoustic modeling. Finally, we show the effects of increasing the size of the language model training data.

3.1 Data

We use the same data sets as Smit et al. (2016) to provide a fair comparison. The data includes audio data from the UIT-SME-TTS corpus with one female and male speaker. For both speakers we train a speaker-dependent recognizer using 2.5 hours of audio. Rest of the data is divided into development and evaluation sets 3:2, roughly 1–1.5 hours total. Our initial language models are based on 10 000 randomly selected sentences from the Northern Sámi Wikipedia dump in addition to the acoustic model training sentences (TRAIN+WIKI). Further tests with a larger corpus are based on "Den samiske textbanken" (BIG).
### 3.2 Setup

We started by first building a simple monophone-based model on MFCCs extracted from the training data and used this to better align our audio data to the transcript. After this step, we trained a traditional triphone GMM-HMM model on these improved alignments.

For our TDNN we iterate the previous step by again aligning our data with the GMM-HMM model and used these alignments together with speed and volume perturbated training data for higher dimensional MFCC features. As a result, we get a five layers deep TDNN. A similar process was used to train the BLSTM and Chain model to generate networks with seven and six layers respectively.

For a word-based system, we trained a Kneser-Ney smoothed 3-gram model with the SRLM toolkit \(\textnormal{\cite{Stolcke} 2002}\). For subword language modeling, we first trained a Morfessor model based on the TRAIN+WIKI corpus. We used Morfessor 2.0 implementation \(\textnormal{\cite{Virpioja et al} 2013}\) with token-based training and the corpus weight parameter as 1.5. The words in the corpus were segmented to subword units with the aforementioned model using each of the different subword boundary markings. The subword \(n\)-gram models were then trained on the corpora using the VariKN toolkit \(\textnormal{\cite{Siivola et al} 2007}\) with maximum \(n\)-gram length as 10.

For the BIG corpus we trained both 3-gram and 10-gram models with the same tools. The smaller model was used for first pass scoring and 10-gram model used afterward to rescore the lattices. In TRAIN+WIKI all results are with a single-pass 10-gram model. Table 3 shows the size of the different language models (LM) and lexicons. The ASR lexicon size varies due to the different subword boundary markings even if the words are segmented with the same Morfessor model.

We report for all experiments both the word error rate (WER) as well as the letter error rate (LER). The former is more common in general speech recognition research, while the latter is more common in evaluating speech recognition for agglutinative languages, where minor mistakes such as selecting a wrong inflectional suffix or splitting a compound word have very strong effects on WER.

### 3.3 Results

Table 4 compares the error rates of the GMM-HMM baselines from AaltoASR and Kaldi. Since the data and language models are the same the difference is due to the
Table 3: Lexicon and language model sizes for word models and subword models with different boundary marking styles.

<table>
<thead>
<tr>
<th>Data Units</th>
<th>Lexicon (#types)</th>
<th>LM (#n-grams)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SF1</td>
<td>SM1</td>
</tr>
<tr>
<td>TRAIN+WIKI</td>
<td>words</td>
<td>23.5k</td>
</tr>
<tr>
<td></td>
<td>subwords, &lt;w&gt;</td>
<td>14.3k</td>
</tr>
<tr>
<td></td>
<td>subwords, +m+</td>
<td>19.1k</td>
</tr>
<tr>
<td></td>
<td>subwords, +m</td>
<td>16.1k</td>
</tr>
<tr>
<td></td>
<td>subwords, m+</td>
<td>17.2k</td>
</tr>
<tr>
<td>BIG</td>
<td>words</td>
<td>474.9k</td>
</tr>
<tr>
<td></td>
<td>subwords, &lt;w&gt;</td>
<td>93.9k</td>
</tr>
<tr>
<td></td>
<td>subwords, +m+</td>
<td>172.4k</td>
</tr>
<tr>
<td></td>
<td>subwords, +m</td>
<td>122.2k</td>
</tr>
<tr>
<td></td>
<td>subwords, m+</td>
<td>137.8k</td>
</tr>
</tbody>
</table>

Table 4: Comparison between AaltoASR (Smit et al., 2016) and Kaldi with 10-gram LM based on TRAIN+WIKI and 2.5h of audio for both speakers.

<table>
<thead>
<tr>
<th>Toolkit</th>
<th>SF1 WER</th>
<th>LER</th>
<th>SM1 WER</th>
<th>LER</th>
</tr>
</thead>
<tbody>
<tr>
<td>AaltoASR</td>
<td>37.5</td>
<td>8.5</td>
<td>39.5</td>
<td>9.4</td>
</tr>
<tr>
<td>Kaldi</td>
<td>32.3</td>
<td>6.9</td>
<td>34.9</td>
<td>7.4</td>
</tr>
</tbody>
</table>

Table 5 continues with the Kaldi system to compare the four subword boundary markings. The differences are small given the size of the test data, but the traditional word boundary tag <w> seems to be a good choice and was used in the further experiments. It has the smallest lexicon, but because the boundary tag consumes one position in each n-gram context longer n-grams are utilized than in the other models. However, because the subword LMs are trained with the VariKN toolkit, the increase in the LM size is minimal.

<table>
<thead>
<tr>
<th>Language Model</th>
<th>SF1 WER</th>
<th>LER</th>
<th>SM1 WER</th>
<th>LER</th>
</tr>
</thead>
<tbody>
<tr>
<td>word 3-gram</td>
<td>43.9</td>
<td>9.2</td>
<td>49.7</td>
<td>10.4</td>
</tr>
<tr>
<td>subword 10-gram, &lt;w&gt;</td>
<td>32.3</td>
<td>6.9</td>
<td>34.9</td>
<td>7.4</td>
</tr>
<tr>
<td>subword 10-gram, +m+</td>
<td>33.8</td>
<td>7.1</td>
<td>38.1</td>
<td>8.2</td>
</tr>
<tr>
<td>subword 10-gram, +m</td>
<td>32.5</td>
<td>6.9</td>
<td>36.2</td>
<td>7.5</td>
</tr>
<tr>
<td>subword 10-gram, m+</td>
<td>36.5</td>
<td>7.0</td>
<td>38.9</td>
<td>7.4</td>
</tr>
</tbody>
</table>

Table 5: Error Rates for different subword boundary markings. All models were trained with the TRAIN+WIKI corpus and 2.5h of audio.

Table 6 presents the main result of this paper, which is the comparison of GMM-HMM to various DNN architectures when the training data resources are limited. The special advantage of DNNs is their remarkable effectiveness in modeling "deep"
structures in data that the previous frameworks could not take into account. In speech recognition, this has been taken to mean that DNNs require large amounts of training data. However, it is possible that in limited applications such as speaker-dependent systems, DNNs may be able to find useful structures even from small amounts of data. Table 6 shows clear improvements in every DNN architecture compared to the GMM-HMM method. At the point of writing, our simplest network TDNN is at least as good or better than the more complex Chain model and BLSTM, but given more time to study optimal hyperparameters for small data settings, we might be able to train models surpassing the now new baseline.

Finally, Table 7 shows that the relative differences between different subword boundary markings do not change much even when the language models are trained using the larger corpus. As in Table 5, the relative differences are small given the size of the test data, but the traditional word boundary tag \(<w>\) is still unbeaten and all subword models are better than the word-based model.

<table>
<thead>
<tr>
<th>Language Model</th>
<th>SF1 WER</th>
<th>LER</th>
<th>SM1 WER</th>
<th>LER</th>
</tr>
</thead>
<tbody>
<tr>
<td>word 3-gram</td>
<td>17.6</td>
<td>3.1</td>
<td>17.0</td>
<td>2.8</td>
</tr>
<tr>
<td>subword 10-gram, (&lt;w&gt;)</td>
<td>14.7</td>
<td>2.5</td>
<td>12.5</td>
<td>2.1</td>
</tr>
<tr>
<td>subword 10-gram, +m+</td>
<td>14.9</td>
<td>2.8</td>
<td>13.4</td>
<td>2.3</td>
</tr>
<tr>
<td>subword 10-gram, +m</td>
<td>14.6</td>
<td>2.7</td>
<td>14.6</td>
<td>2.4</td>
</tr>
<tr>
<td>subword 10-gram, m+</td>
<td>16.3</td>
<td>2.6</td>
<td>13.7</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 7: Error Rates between different boundary marking styles using the BIG language model. TDNN was used in all recognizers.

4 Conclusions

In this paper, we applied the state-of-the-art ASR framework based on Kaldi and DNN acoustic models to get a new baseline for Northern Sámi. The results were quite im-

---

Table 6: Error Rates between TRAIN+WIKI and the BIG language model. Same acoustic data was used in all models. AaltoASR results are from Smit et al. (2016).
pressive with up to 50% relative error rate reduction. The only drawback in WFST-based speech recognition with large LMs is the size of the WFST search graph, which makes the memory consumption of the single pass decoding sometimes prohibitive. However, in most cases this can be compensated by a two-pass recognition where the second pass is used to rescore the existing search graph with the large LM. The single pass approach does also provide reasonable results already with a low order $n$-gram models. In addition, the modeling of position-dependent phones and other advanced acoustic modeling developments implemented in Kaldi was a clear benefit. Considering these it is recommended to apply Kaldi for the following research.

The results show clearly that at least in speaker-dependent systems, even with relatively small amounts of audio data, the DNNs were capable of finding structures in data that made them superior to the old state-of-the-art GMM-HMM models. DNNs are also very complex, and their techniques and methods are continuously advancing, so we expect to still achieve further significant improvements in near future. Also, even with the current techniques we should be able to improve the results further by more thoroughly optimizing the layer sizes and hyperparameters of the neural networks. For example, Mansikkaniemi et al. (2017) was able to improve the state-of-the art results for Finnish broadcast news results by 3% relative with such optimizations.

For the different types of subword boundary markings, our experiments resulted only small differences for Northern Sámi. Although the traditional word boundary tags gave slightly better results than the other marking styles more studies should be performed on how much the results depends on the language, data, and the length of the subword units.

The next step for improving the LMs in Northern Sámi is to apply recurrent neural networks. For RNNLMs, the whole word units have further disadvantages in morphologically rich languages, because the large vocabulary increases the dimensions of the input and output layers. For Finnish, using RNN language models with subword units has lowered the WER by 11% with a large training corpus (Smit et al., 2017a). Reducing the corpus size from 160 million tokens to 16 million tokens, which is close to our BIG data set for Northern Sámi, reduced the improvement only slightly to 9%. Smit et al. (2017a) show also promising results for Finnish and Arabic with purely character-based models.

For under-resourced languages specifically, an interesting future direction is to develop methods to better take advantage of a well-resourced related language. Even simple methods such as data pooling, acoustic model adaptation or bootstrapping with large amounts of unlabeled data have been popular. For Northern Sámi we could, for example, try to apply the data and expertise available in Finnish and Estonian. Regardless of the approach taken to improve the ASR, the system build in this paper provides a good baseline for further experiments.
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Abstract

This paper presents initial experiments in data-driven morphological analysis for Finnish using deep learning methods. Our system uses a character based bidirectional LSTM and pretrained word embeddings to predict a set of morphological analyses for an input word form. We present experiments on morphological analysis for Finnish. We learn to mimic the output of the OMorFi analyzer on the Finnish portion of the Universal Dependency treebank collection. The results of the experiments are encouraging and show that the current approach has potential to serve as an extension to existing rule-based analyzers.

1 Introduction

The task of morphological analysis consists of providing a word form with the complete set of morphological readings it can attain (see Figure 1). It is a cornerstone in the development of natural language processing (NLP) utilities for morphologically complex languages such as the Uralic languages. It is a necessary preprocessing task because of the high type-to-token ratio, which is prevalent in morphologically complex languages. Additionally, phenomena like compounding and derivation, which frequently produce previously unseen lexemes, necessitate the use of morphological analyzers.
Figure 1: A complete set of morphological readings for the Finnish word *tunne*.

Hand-crafted analyzers (Koskenniemi, 1983) are the gold standard for morphological analysis. Creation of such analyzers is, however, a labor intensive process and requires expertise in linguistics, the target language and the rule formalisms used to create these analyzers. Moreover, analyzers need to be continuously updated with new lexemes in order to maintain high coverage on running text.

In this paper, we investigate an alternative to hand-crafted analyzers, namely, data-driven morphological analyzers which are learned from annotated training data. In our case, the training data consists of words and complete sets of analyses. During test time, the system takes a Finnish word such as *kisaan* (‘into the competition’ or ‘I am competing’) as input and gives a set of analyses:

\{Noun+Sg+Ill, Verb+Act+Indv+Pres+Sg1\}

as output.

We present experiments in data-driven morphological analysis of Finnish. We learn to mimic the OMorFi analyzer (Pirinen et al., 2017) on the Finnish portion of the Universal Dependency treebank collection (Pyysalo et al., 2015). The data sets and OMorFi analyzer are further discussed in Section 3. We use a deep learning model encompassing a character-level recurrent model, which maps words onto sets of analyses as explained in Section 4. Our results, described in Section 5, show that this line of research is encouraging. We present related work in Section 2 and present concluding remarks in Section 6.

## 2 Related Work

The task of data-driven morphological analysis has received far less attention than morphological tagging and disambiguation which aim at producing exactly one analysis, which is correct in a given sentence context. Because hand-crafted morphological analyzers have been shown to improve the performance of neural taggers (Sagot and Martínez Alonso, 2017), the task of data-driven morphological analysis is, nevertheless, important.

The task explored in this paper is closely related to the construction of morphological guessers (Lindén, 2009), where the aim is to guess the inflectional type of a word. To the best of our knowledge deep learning methods have, however, not been applied to this task. In contrast, there is a growing body of work on deep learning for word form generation ( Cotterell et al., 2017, 2016). In word form generation, or morphological reinflection, the aim is to generate word forms given lemmas and morphological analyses. Therefore, it can be seen as a natural counterpart to morphological analysis. Our work is inspired by the encoder-decoder models commonly applied in morphological reinflection (for example, Kann and Schütze (2017)) but the task at hand is naturally quite different.

Several approaches have been explored for returning one analysis, or a small set of possible analyses, for a word form in context. For example, Kudo et al. (2004) apply
Conditional Random Fields for morphological analysis of Japanese but their system only returns one tokenization for a sentence and one analysis per token. This is not the same task as the one we are exploring, where the objective is to return the complete set of possible analyses. Similar in spirit is the work on Kazakh morphological analysis by Makhambetov et al. (2015). Their system, based on Hidden Markov Models, returns a subset of the analyses of a token which could plausibly occur in a given context. Sequence models are a natural choice when the aim is to generate one analysis for each word form but they are not suitable for our needs because we want to generate complete sets of analyses.

3 Data and Resources

We conduct experiments on the Finnish part of the Universal Dependency treebank collection (UD_Finnish) (Pyysalo et al., 2015). We analyze corpus tokens using the OMorFi¹ morphological analyzer (Pirinen et al., 2017) which is a high coverage Finnish open-source morphological analyzer capable of analyzing compounds and derivations.

Because we are learning to mimic the output of the OMorFi analyzer, we have to filter out tokens which are not recognized by OMorFi from the training, development and test set (approximately 3% of tokens in UD_Finnish are not recognized by OMorFi).

We slightly transform the analyses provided by OMorFi by removing lemma information since this paper does not investigate lemmatization.² Consequently, we conflate analyses which only differ with regard to the lemma.

Table 1 describes the Finnish UD treebank analyzed by OMorFi. The partition into training, development and test set follows the standard split provided by version 2.0 of the UD_Finnish treebank.

<table>
<thead>
<tr>
<th></th>
<th>Tokens</th>
<th>Tokens recognized by OMorFi</th>
<th>Avg. Ambiguity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>162,827</td>
<td>157,317 (96.6%)</td>
<td>1.82</td>
</tr>
<tr>
<td>Devel.</td>
<td>18,311</td>
<td>17,762 (97.0%)</td>
<td>1.76</td>
</tr>
<tr>
<td>Test</td>
<td>21,070</td>
<td>20,447 (97.0%)</td>
<td>1.84</td>
</tr>
</tbody>
</table>

As explained in Section 4, we use pretrained word vectors to initialize word embeddings. These were trained using the word2vec implementation in the gensim toolkit (Rehůřek and Sojka, 2010) on approximately 71M words of Finnish newsgroup data from the Suomi24 corpus³. The corpus contains texts available from the discussion forums of the Suomi24 online social networking website between years 2001 and 2015.

¹https://github.com/flammie/omorfi/releases/tag/20170515
²We did not investigate lemmatization because it can easily be treated as a reinflection task using existing methods.
The system gets a Finnish word, *kisaan* ("I am competing" or "into the competition"), as input. It then outputs the set of valid morphological analyses for the input word. For example, *kisaan* has two valid morphological analyses `Noun+Sg+Ill` and `Verb+Act+Indv+Pres+Sg1`. The input word is fed to the system as a sequence of letters $x = (k, i, s, a, a, n)$. The output $y(x)$ is a vector in $\{-1, 1\}^{|A|}$, where each index corresponds to a morphological analysis. The entry at index $i$ is 1, iff $i$ corresponds to a valid morphological analysis for the input word. Otherwise, it is $-1$.

4 Model

Morphological analysis can be formulated as a multi-label classification task, that is, the objective is to return a set of analyses for each input. We accomplish this by predicting an output vector for each input example. The vector contains one element for each morphological analysis type (for example `Noun+Sg+Nom`) and its values encode which of the analyses are active for a given input example (see Figure 2).\(^4\) We structure the task in the following way. Each input token $x = x_1 \ldots x_n \in \Sigma^*$ (where $\Sigma$ is the Finnish alphabet) is mapped into a vector $y(x) \in \{-1, 1\}^{|A|} \subset \mathbb{R}^{|A|}$, where $A$ is the set of morphological analyses found in the training data. The value $y(x)_i = 1$ if the analysis corresponding to index $i$ is a valid analysis for token $x$. Otherwise, $y(x)_i = -1$.

Our system is based on word embeddings $e(x)$ and character-based embeddings $B(x_1, \ldots, x_n)$ using a bidirectional LSTM network (Hochreiter and Schmidhuber, 1997; Schuster and Paliwal, 1997). We use the final cell state of the bidirectional LSTM as our character-based embedding (that is, we do not employ an attention mechanism). The word embedding $e(x)$ and the character-based embedding $B(x_1, \ldots, x_n)$ are summed and fed into a single-layer linear perceptron network whose output is the vector $y(x)$.\(^5\)

We initialize word embeddings using pretrained word vectors as explained in Section 5. For OOV tokens, which are not found in the training set and which additionally are not present in the pretrained word embedding, we use a special unknown word embedding. During training time we randomly replace the embeddings of training words with the unknown word embedding in order to train it.

When training the system, we optimize the L1-loss of the prediction vector $y(x)$ given the gold standard analysis vector $y \in \{-1, 1\}^{|A|}$ as shown in Equation 1. It is

\[^{103}\]In the case of Finnish, this leads to a high dimensional vector because there are thousands of possible morphological analysis types.

\[^{104}\]In addition to summing the character-based embedding and pretrained word embedding vector, we also experimented with concatenating the vectors. Unfortunately, this did not improve the accuracy of the system. However, it did increase training time. Therefore, we opted for summing vectors.
easily seen that the loss is minimized when the predicted vector exactly equals \( y \).

\[
\mathcal{L}(y(x), y) = \sum_{i=0}^{\vert A \vert} |y(x)_i - y_i|
\]  

(1)

In order to analyze a token \( x \), we first generate the vector \( y(x) \) and then return all analyses corresponding to indices \( i \) for which \( y(x)_i > 0 \). For words in the test set, which are present in the training set, we give the set of analyses found in the training set. This substantially improves performance of the system in the early stages of training but has little effect after the system is fully trained.

5 Experiments and Results

We perform experiments on the UD_Finnish treebank as explained above. We train the system on the training data and report performance on the held-out test set.

The system was implemented using the Dynet toolkit (Neubig et al., 2017). We set all hyper-parameters using the development set and optimize the network using Adam (Kingma and Ba, 2014) with learning rate 0.0001 and beta values \( \beta_1 = 0.9; \beta_2 = 0.999 \). We train the system for 50 epochs.

We use word embeddings and character-based embeddings of dimension 200. Character-based embeddings are computed in the following way: We set the hidden state dimension of the character-based LSTM to 100 and use a single layer bidirectional LSTM network. We concatenate the final 100 dimensional cell states of the forward and backward component of the bidirectional LSTM. This gives us one 200 dimensional character-based embedding vector for the input word. As explained in Section 4, the word embedding and character-based embedding are then summed.

During training, we employ 50% dropout on recurrent connections in the character-based LSTM networks. We use pretrained word vectors to initialize word embeddings. These were trained using the word2vec (Mikolov et al., 2013) implementation in the gensim toolkit (Řehůřek and Sojka, 2010). In order to train the unknown word embedding discussed in Section 4, we randomly replace word embeddings during training with the unknown word embedding with probability 2%.

The system is evaluated with regard to accuracy for full analysis sets as well as recall, precision and f-score of analyses. Full analysis accuracy defined as \( C/A \), where \( C \) is the number of test set tokens, which received exactly the correct set of analyses, and \( A \) is the count of all tokens in the test set. Recall is defined as \( r = TP/T \), where \( TP \) is the amount of correct analyses that the system recovered and \( T \) is the total amount of correct analyses in the gold standard test set. Similarly, precision is defined as \( p = TP/P \), where \( P \) is the total amount of analyses returned by the system. As familiar, f-score is defined as \( 2pr/(p + r) \).

Results of experiments are shown in Table 2. We present results separately for all tokens in the test set and OOV tokens, which were not present in the training set.

6 Discussion and Conclusions

All in all the results seem encouraging when taking into account that the proposed system is very straightforward. It is clear that performance drops drastically when the system is applied on words not occurring in the training set, however, almost half of OOV words still get the correct morphological analysis set from the system.
Roughly 27% of errors involve mix-ups between proper nouns and common nouns. At first glance, this might seem weird because Finnish proper nouns almost always start with an upper-case letter whereas common nouns do not. However, words in sentence initial position also start with an upper-case letter. Because the current system does not employ any contextual information, it can therefore not rely on capitalization when determining the distinction between common and proper nouns. It is noteworthy, that many of these erroneous analyses only differ from the gold standard with regard to part-of-speech (Noun versus Proper). The additional inflectional information, such as case and number, are frequently correct.

Another problem, which complicates the analysis of proper nouns, is that they are often missing from the pretrained word embedding which might otherwise provide good clues toward a proper noun interpretation. Word embeddings utilizing sub-word information such as fastText embeddings (Bojanowski et al., 2016) might improve accuracy for proper nouns. Incorporating sub-word information to pretrained embeddings remains future work at the present time.

Other common errors include assigning noun or adjective analyses to participles. For example, OMorFi gives taitava (skillful) both a participle and an adjective reading but it does not give an adjective reading to sanova (a participle form of ‘to say’). The distinction is mainly a matter of convention and cannot be reliably determined from the orthography or distribution of the word. In addition to these common error types, there are a substantial amount of less frequent errors but a more thorough error analysis is required to interpret these and to offer a solutions for them.

It is clear that the precision of the system is greater than its recall. When applying an analyzer to a task such as morphological disambiguation or morphological tagging, this may be problematic because the disambiguation system cannot find the correct analysis in a given context if the morphological analyzer does not suggest it. It may, however, be possible to improve the recall of the system while reducing precision. As explained in Section 4, the analyzer outputs a label corresponding to index $i$ if $y(x)_i > 0$, where $y(x)$ is the output vector for example $x$. By replacing this formulation with $y(x)_i > TH$, where $TH$ is an adjustable hyperparameter, it is possible to create a trade-off between precision and recall. This remains future work at the current time.

We proposed a simple system for data-driven morphological analysis. The system is based on a character-based bidirectional LSTM network and utilizes pretrained word embeddings. The system is directly optimized to produce complete sets of morphological analyses. We presented experiments on the Finnish Universal Dependency treebank. The experiments show that the system is clearly capable of learning to analyze unseen word forms but there is still room for substantial improvement.
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Abstract
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1 Introduction

This article describes work towards the development of a Universal Dependencies-based dependency treebank for Erzya, a Uralic language traditionally spoken in the Volga Region. Little if any computational-linguistic research has been published on syntactic parsing for Erzya. A valuable resource in the study and development of syntactic parsing is a treebank—a corpus of parsed texts containing gold-standard syntactic annotation.

Freely available treebanks exist for many languages, one particularly interesting set is the group of over 60 languages represented in UniversalDependencies (UD), where Erzya is now one of the smaller "upcoming languages"¹. This mutual presentation makes it possible to understand and utilize language-independent dependency tagging with direct analogy from other Uralic languages, such as Finnish, Estonian, North Sami and Hungarian, as well as languages sharing other morphosyntactic characteristics with Erzya. The UD environment also makes direct reference to terminology definition resources, such as those offered by SIL², and research in theWorldAtlas of Language Structures (WALS)³.

To our knowledge, however, no previous treebank exists for either of the Mordvinic languages, although there are closed annotated corpora, such asMORMULAat the University of Turku⁴, quantlang-uhlcs⁵ in Helsinki, and the semi-limitedERME⁶.

In building our treebank we take advantage of previous work done by Rueter in HelsinkiFinite-State Transducer Technology (HFST) morphological analysis and part-of-speech tagging for Erzya on the Giellatekno infrastructure, as well as ongoing disambiguation work with Constraint Grammar (VISLGC).

The remainder of the paper is organized as follows. Section 2 gives some backgroundlinguistic information on Erzya, and outlines some special challenges in parsing Erzya. In Section 3 we describe the corpus that we annotated and the methodology used in annotating it. Section 4 gives a sketch of some decisions we have made with respect to annotation guidelines, referring back to the discussion in Section 2. For reasons of space and time, these guidelines are by no means complete, but they do present a subset of guidelines which are of particular interest.

2 Background

2.1 Erzya

Erzya is one of the two Mordvinic languages traditionally spoken in scattered villages throughout the Volga Region and former Russian Empire by well over a million in the

¹http://universaldependencies.org/
²http://www.glossary.sil.org/
³http://wals.info/
⁴http://www.helsinki.fi/~kopotev/finnish_corpora_eng.pdf
⁵Quantifiers and Quantification in Finnish and Languages Spoken in the Central Volgakama Region – UHLCS http://urn.fi/urn:nbn:fi:lb-2016012202
Case | Definite | Form | Function
---|---|---|---
Nom | Def | /ś/ /tńe/ | def subject, predicative topic marker
Nom | Indef | - | ind subject, predicative ind attribute, object ind Adp complement
Nom | PsSg3 | /Ozo/ | subject, predicative
Gen | Indef | /Onő/ | Ind genitive attribute Ind object, Adp complement embedded subject, object
Gen | Def | /Onő/ | def object def adp complement
Ine | Indef | /sO/ | locative, instrumental object

Table 1: Some cases and functions. Note that with the exception of the third person singular possessive suffix, there is generally no distinctions made for number or genitive/nominative marking in the possessive declension.

beginning of the 20th century and down to approximately half a million in the 2010 census. For some, however, Erzya is only a part of the conglomerate Mordvin index, a population with the status of most numerous among the Uralic languages in Russia. Since there is no Mordvin language, as it were, but rather the closely related (adjacent yet not contiguous) Erzya and Moksha languages with their literary representation, research in syntax has often attempted to encompass the two.

Erzya, like many Uralic languages, is agglutinative with extensive morphology, agreement and constituent ordering phenomena that present a challenge to any syntactic description of the language. The most prominent of these challenges apparent from the start are case marking, definiteness, ellipsis, numerals, and copula variation between dependent and independent morphology. An open-source finite-state morphological analyzer constructed for Erzya provides ample tagging for the annotation, but there is still plenty of work to be done with disambiguation. Erzya, much like other Ural-Altaic languages (Tyers and Washington, 2015), assigns more than one function to its cases. It also attests to intricate constituent ordering and minimal conjunction/subjunction marking, which will be one topic future research.

As indicated in Table 1, the definite nominative singular might be attested with the dependency relation, nsbj, root (in certain equative predications, example (1)), and to indicate a postposed topic (see example (5.b)).
3 Methodology

3.1 Corpus

To form a corpus, we were able to utilize materials by Erzya authors previously secured for language research purposes while in the Republic of Mordovia. The number of sources utilized is extremely limited, due to the elementary state of the developing treebank.

<table>
<thead>
<tr>
<th>Document</th>
<th>Description</th>
<th>Sentences</th>
<th>Tokens</th>
<th>Av. length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valskeń gudok</td>
<td>short story by Anoshkin, V.</td>
<td>4</td>
<td>36</td>
<td>9</td>
</tr>
<tr>
<td>Kirdaž</td>
<td>Novel manuscript by Bryziński, M.I.</td>
<td>270</td>
<td>3487</td>
<td>12.9</td>
</tr>
<tr>
<td>Veleń vajgelm</td>
<td>Miniatures by Chetvergov, E.</td>
<td>105</td>
<td>957</td>
<td>9.1</td>
</tr>
<tr>
<td>Pićipalakst</td>
<td>Foreword; Dunyashin, A.</td>
<td>75</td>
<td>633</td>
<td>8.4</td>
</tr>
<tr>
<td>Lažnɨća Sura</td>
<td>Novel by Kutorkin, A.D.</td>
<td>155</td>
<td>1534</td>
<td>9.9</td>
</tr>
<tr>
<td>Separate</td>
<td>Individual phrases</td>
<td>1</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>610</td>
<td>6661</td>
<td>10.9</td>
</tr>
</tbody>
</table>

Table 2: Statistics on the composition of the corpus

The initial materials are representative of original Erzya-language materials from the late 1920s to the turn of the new millennium. The Separate Individual phrases file will serve for documenting cited materials from scientific publications, such as the most recent Erzya syntax Arafoonoa et al. (2011).

The figures in Table 3 are incomplete, but do provide an initial ball park figure. It was noted that subsequent work will need to be done with extended dependency relations, as a small number of the cases returned included the values appos and conj. Also, the high number of genitive occurrences with the oblique relation would indicate the presence of adpositions. Although the inessive had been indicated earlier as an object case, there was not a single instance where it occurred as a dependent case. The distinction of the dependency relations nmod versus nmod:poss in the statistics has been taken in following with usage in the Finnish UD projects; in subsequent contemplation, this may, in fact, be unnecessary since the genitive case already indicates a possessive relation in contrast to the inessive case with a spatial meaning as a noun modifier.

4 Annotation guidelines

When entering a group, such as UD, it is nearly imperative that all tagging conform with practices attested in the group. As such, it has been easy to compromise and
relabel/learn values for various features in order to arrive at the group norm, on the one hand, and present new features, on the other. Work centered around indication for features (number, person), relations (aux, compound) as well as the handling of ellipsis and numerals. Certain phenomena clearly require additional time for thought and development. Work has been facilitated by the use of UD ANNOTATRIX (Tyers et al., 2018), a tool for annotating treebanks in UD.

4.1 Number

The Erzya language like its closely related sibling Moksha has what is often called the object or definite conjugation. Unlike Hungarian, Nenets, Khanty and Mansi, however, the object conjugation of the Mordvinic languages morphologically indicates 1st, 2nd and 3rd person as well as singular and plural for some of the object and subject referents (Keresztes (1999); Trosterud (2006) 246–303). This means that a separates set of number and person features must be present to distinguish them from the already existent Number, Person, Number[psor] and Person[psor] features. Fortunately there were already Number[obj] and Person[obj], so only Number[subj] and Person[subj] were required as new features.

(2)

ńej-iźe

see-IND.PRT 1.SG.SG.OC.SG3

‘he/she/it saw him/her/it’

In examples (2) and (3) there is an actual non-ambiguous morphological distinction for third person singular subject in combination with third person singular object in (2) and third person plural object in (3).

(3)

ńej-ińźe

see-IND.PRT 1.SG.SG.OC.PL3

‘he/she/it saw them’

Example (4) is also unambiguous, as both arguments are singular in value. Neither argument need be present, but both are allowed.

<table>
<thead>
<tr>
<th>Case=Nom</th>
<th>Definite=Def</th>
<th>obl</th>
<th>nmod</th>
<th>nmod:poss</th>
<th>obj</th>
<th>root</th>
<th>nsubj</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 6 170</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case=Nom</td>
<td>Definite=Ind</td>
<td>37 10 _ _ _ 99 52 154</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case=Nom</td>
<td>Definite=Ind</td>
<td>Sing</td>
<td>Person[psor]=3</td>
<td>_ _ _ _ _ _ _ _ 1 41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case=Gen</td>
<td>Definite=Ind</td>
<td>23 6 106 53 2 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case=Gen</td>
<td>Definite=Def</td>
<td>65 2 24 80 _</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case=Dat</td>
<td>Definite=Ind</td>
<td>10 _ _ _ _ _ _ 1 _</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case=Dat</td>
<td>Definite=Def</td>
<td>33 _ _ _ _ _ _ _ _</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case=Ins</td>
<td>Definite=Ind</td>
<td>45 _ _ _ _ _ _ 1 _</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Syntactic functions associated with different combinations of case, possession and definiteness.
Although it is possible to use personal pronouns in subject and direct object position, their presence is not the normal situation. Context awareness is required that transcends conventional sentence boundaries, hence there is person and number disambiguation present that is not discernible from the morphology but rather the larger context.

4.2 Copula and polarity

Erzya attests to varied non-verbal predication Turunen (2010) and negation Hamari (2007) strategies. The copula is divided into locative and non-locative usage, and this dichotomy can readily be observed in the morphology of the negative copulas, i.e., where the negative locative copula is represented by /araś-/ (which is conjugated with the help of a morphologically dependent copula), whereas the presentation of equative or class membership negation is shown with the non-flective word form /avol/. Further negation is manifest in the converbal negation element /apak/ (which can also be conjugated), first preterite /ež-/ conjunctival /avol-, optative and prohibitive /ila-/ and the negative particle /a/. All of these can trigger the dependency relation aux:neg, which in the case of the polarity markers /a/ and /avol/ to all parts of speech.

<table>
<thead>
<tr>
<th>Proh/Opt</th>
<th>Ind.Prt1</th>
<th>Cnd</th>
<th>Prc.Neg</th>
<th>Part.Neg</th>
<th>Part Neg Emp</th>
</tr>
</thead>
<tbody>
<tr>
<td>/ila-/</td>
<td>/ež-/</td>
<td>/avol-/</td>
<td>/apak/</td>
<td>/a/</td>
<td>/avol/</td>
</tr>
</tbody>
</table>

The six polarity markers in Table 4. can be divided into two categories. The prohibitive/optative, indicative first preterite and conditional stems along with the polarity marker for participles and converb (elsewhere gerund) constructions are all limited to use with verbal forms.

Whereas the negative particle /a/ can occur with many parts of speech, it is the non-flective word form /avol/ or emphatic negative that is used in clausal negation. Clausal negation in combination with the imperative mood evokes a contrast in the prohibitive strategy in /ila/-. The clausal negation particle /avol/ in combination with the second person imperative produces a contrastive negative imperative, whereas the prohibitive /ila-/ (Mood-Proh) is combined in the modern literary norm with a connegative form. This has not been attested in WALS van der Auwera et al. (2013).

4.3 Dependent copula morphology

Copula morphology is dependent and independent in Erzya. While many grammarians of the past century have referred to dependent copula morphology as noun conjugation, earlier presentations, such as Wiedemann (1864) (§77), refer to it as a suffixed copula. Judging from the fact that the dependent morphology can be attached to nouns in various declensional forms, as well as adjectives, numerals, adverbs, adpositions and non-finite verb forms, the phenomenon might more readily be referred to as a clitic.
Thus we have independent copula in /uń-ı/ (prt1) and /uń-/ (prs), on the one hand, and dependent copula morphology in /-Oń/-, etc.), on the other. Both the nonpast and prt2 conjugation are virtually identical to their verbal subject conjugation counterparts; essentially the prt2 in verbs is a combination of the short nomen agentis + the prt2 used for copula function beyond the scope of finite verbs.

The dependent and independent morphologies present a challenging problem for dependency analysis in Erzya, whereas both can be in equative, class member, assertive, locative vs existential, and possessive vs belong-to predication. A dichotomy, however, is introduced where the Universal Dependency guidelines stating that the copula should be the dependent of the lexical predicate are applied only to independent copula.

The copula as dependent morphology attaches to what some scholars have considered the subject, but some scholars working with Moksha have approached this from a discourse point of view Kholodilova (2016). Instead of splitting the copula off as a separate leaf node, we have annotated the instances with dependent morphology as the head of the structure. Here constituent ordering might be an underlying factor to be considered in future work with the Erzya UD treebank.

In both sentences with and without the second person singular personal pronoun, it is obvious that the word /lomań-eś/ can only be interpreted as an extra element; more than likely a topic marker. The interrogative pronoun /ki-jat/ in the predicative takes the subject second person singular, whereas the third person singular topic marker would not have triggered second person singular agreement.

### 4.4 Further auxiliaries

In addition to the copula and negation, the definition of additional auxiliaries in Erzya take us to necessitives. Necessitives in Erzya have parallels in Finnish, Komi-Zyrian and partially in Skolt Sami, in that a non-nominative case is used to indicate the actor, which might be construed as a subject when aligned with other European, accusative languages. In Erzya, it is the Dative that is used as in mońeń in example (3).
Discussion with Erzya and Komi native scholars has also introduced the idea of adding verbs indicating future to the list of auxiliaries, this, however, would be problematic, due to the second meaning involved, namely, inchoative/inceptive albeit an aspect marker. In this initial Erzya treebank, auxiliaries have been limited to copulas, negation and necessitives.

4.5 Compound nouns

The most recent orthographic word list of the Erzya language Byaakona et al. (2012) prescribes a mathematical strategy to compounding, i.e. if the first element is a nominative singular indefinite form (also called absolute form) with no evident derivation (sometimes a rather gray definition) two nouns are written as a single unit. This solution is not entirely related to the writing practices of the last century, and there do prove to be certain problems. The most evident problems are ensemble nouns containing mensural classifiers (see Lyons (1977): p.463; cf. Rueter (2013): p.108).

In both instance we are talking about a measurement of water, whereas the idea of a bucket especially intended for water would be constructed in the telic noun /ved' vedra/.

4.6 Noun head ellipsis

An analogy of symmetric negation as described in Miestamo (2013) can be applied to the description of the Erzya nominal phrase declension. In symmetric negation the structure of the negative is identical to the structure of the affirmative, except for the presence of the negative marker(s).

In a similar way, it is the final word of the Erzya noun phrase that is symmetrically declined while modifiers (with the exception of some determinatives) appear in what is termed the absolute form. Determinatives such as /ištamo/ 'like this/that' can agree in number with the head noun. (NB. some descriptions Bartens (1999) maintain that regular adjectives might agree for number as well, but this type of apparent agreement, seems to be limited to parts of the northwestern dialect)
In an elliptical construction, where the noun head is recoverable or inferable from the context\(^{10}\), the case ending is merely joined to the final modifier of the noun phrase. In practice, the final modifier can be an adjective (such as color, size, shape, etc.), a participle or converb, a determinatives (ordinal, demonstratives, collective numerals), non-core case-form nouns (including: Ine, Abe, Cmpr, Tra, Prl, etc.). If the modifiers are genitive in form, however, they generally require an additional /śe/ element, i.e. a demonstrative type element. Finally, it should be noted that this kind of construction usually takes either definite or possessive access marking, see Rueter (2010).

(10)

\[
\text{piże-ťńe} \\
\text{green-N.SP.Gen.Indef-Pl.Nom.Def} \\
\text{‘the green ones’}
\]

(11)

\[
\text{ruzoń-śe-ťńe} \\
\text{Russian-N.SP.Gen.Indef-Det.Dem.Sg-Pl.Nom.Def} \\
\text{‘the Russian ones’}
\]

Less frequent, perhaps due to contextual presuppositions, comes the vowel-final modifier with the additional determinative. This more complex construction presupposes a contrastive context.

(12)

\[
\text{ašo-śe-ťńe} \\
\text{white-A.Sg.Nom.Indef-Det.Dem.Sg-Pl.Nom.Def} \\
\text{‘those white ones’}
\]

In elliptical constructions of the nominal phrase, the part-of-speech has been retained in column 4, whereas column 6 bares witness to a deluge of ordered zero-derivation, and column eight indicates the actual dependency relation of the noun phrase head.

\(^{10}\)http://www.glossary.sil.org/term/elliptical-construction
4.7 Numerals

The Erzya language has several types of regular counting, cardinal, collective, distributive, multiplicative. There is no problem with counting nouns, such as singular concrete items, pairs or sets (such as socks, batches, broods); these numerals can be readily connected with the nummod dependency relation to the noun they modify. Problematic are the missing dependency relations which might better be characterized as iterative numerals; they also count entities, i.e. iterations of a predication (similar to once, twice, but not twofold, double or the second time).

Associative collectives have also been an initial problem, but by following ongoing discussions involving the use of French tout the relevant dependency relations would be, perhaps, advcl and acl, even det. Associative collectives, such as ‘both of you’ are regular for numerals far beyond ten.

(13) pand-śt kolmokśt
pay-IND.PRT1.SC.PL3 three-NUM.ITER
‘they payed three times’

(14) pand-śt kolmońkirda
pay-IND.PRT1.SC.PL3 three-NUM.MULT
‘they payed triple/threefold’

(15) pand-śt kolmoń-kolmoń jeuro
pay-IND.PRT1.SC.PL3 three-NUM.DISTR Euro-NSG.NOM.INDEF
‘they payed three Euros each’

(16) pand-śt kolmočeđe
pay-IND.PRT1.SC.PL3 three-NUM.ORD.PAR
‘they payed for the third time’

5 Future work

Since treebank work with Erzya is barely off the ground, there is still plenty of work to do with guidelines for further and consistent annotation. In the time since this paper was originally submitted much experience has been obtained with regard to consistent annotation. One primary undertaking in the guidelines, however, is to render them workable for the closely related Moksha language. When more treebanks have been added, there should be more opportunity to apply the Erzya model since the morphological analyzers for both languages have been designed using parallel tagging strategies where ever possible. The automation of dependency relation assignment will require further work in constituency ordering documentation, as Erzya is a so called pro-drop language attesting to low frequency for conjunctions and other syntactic structural markers.
6 In conclusion

This has been a description of the first steps to building Erzya treebanks in accordance with Universal Dependencies. Much space has been dedicated to extensive morphological contemplation, where the matters requiring in-depth consideration are actually the minimalized set of dependency relations in tandem with morphological information, i.e., minimal use of language-dependent subfeatures. Hopefully, this work will provide a means for pivoting and sharing in what has been achieved for larger languages.
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Abstract

According to the wide-spread belief, although Nganasan has vowel harmony, the harmonic class of a given stem is unpredictable, completely lexicalized. The research made on two different digital sources of Nganasan (a lexicon of a morphological analyzer with harmonic class of the stems tagged and a morphologically annotated corpus) shows that in most of the cases the harmonic class of stems is well predictable based on the vowels in it. Nganasan vowels belong to two harmonic classes except for one neutral vowel.

Kivonat

A széles körben elterjedt felfogás szerint a nganaszanban ugyan van magánhangzó-harmónia, de a tövek harmóniaosztálya megjósolhatatlan, teljes mértékben lexikalizálódott. Két különösző nganaszan digitális forráson (egy morfológiai elemző tótárán, illetve egy morfológiaiag annotált korpuszon) elvégzett elemzés azonban azt mutatja, hogy hogy az esetek többségében a tövek harmóniaosztálya megbizhatóan megjósolható a töben szereplő magánhangzók alapján. A nganaszan magánhangzók – egy semleges magánhangzó kivételével – két harmóniaosztályba sorolhatóak.

In the past decade, we have observed an intensive growth of computational linguistic projects on Uralic languages. Some researchers build annotated corpora for their own research, some others develop morphological analyzers for practical tasks (spellchecking etc.). Since these instruments (analyzers, annotated corpora) give a
basic analysis of linguistic structure, even linguists who are not experts of the given language are able to do research based on the annotation. However, although many of these sources are open or at least accessible in some way, it is very rare that someone makes use of the sources built by others for their own research.

I would like to present how I utilized two different Nganasan digital resources to solve a problem of Nganasan vowel harmony. Neither of these projects had been intended to analyze phenomena connected to Nganasan vowel harmony. Furthermore, I am not an expert on Nganasan. However, thanks to digital resources, I could discover regularities of Nganasan morphophonology unknown even for experts.

1 Nganasan vowel harmony: completely lexicalized harmonic class?

The Nganasan vowel inventory contains eight vowels and two diphthongs (see Table 1, based on Helimski 1998, 483 and Várnai 2002, 33).

<table>
<thead>
<tr>
<th></th>
<th>Palatal</th>
<th>Velar</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>illabial</td>
<td>labial</td>
</tr>
<tr>
<td>high</td>
<td>i</td>
<td>ü</td>
</tr>
<tr>
<td>mid</td>
<td>e</td>
<td>ə</td>
</tr>
<tr>
<td>low</td>
<td>a</td>
<td></td>
</tr>
<tr>
<td>diphthongs</td>
<td>ʰa</td>
<td>ʰa</td>
</tr>
</tbody>
</table>

Table 1: The vowel system of Nganasan

Nganasan has two kinds of vowel harmony (Helimski 1998, 492-493; Várnai 2002, 55-60). One of these is a palatovelar harmony with alternating pairs i : i and ü : u. The palatal variant is used when we find high palatal vowels (i or ü) in the preceding syllable, the velar variant is used in any other case. Since palatovelar harmony works only in cases when the other kind of vowel harmony (see below) also works, there is always an i : i : ü : u alternation. Palatovelar harmony is very regular; therefore, it is not interesting for us.

The other kind of harmony is much more complex. The alternating pairs we find in this kind of harmony are presented in Table 2 (the variants given in parentheses are the results of palatovelar harmony described above).

¹This vowel is represented in different ways in different publications: i (Helimski 1998), j (Várnai 2002; Wagner-Nagy 2002a), i (Brykina et al.) etc.
In this alternation, the alternating pairs differ in a different property in each of the three subtypes. In the first case, it seems to be a roundness harmony. In the second case, the main difference is in vowel height. In the third case, the first component of the diphthong differs in height and palatality from the alternating vowel, while the second component is exactly the same. In the following, I call this type of harmony U/I harmony, while I call the first type of harmony discussed above palatovelar harmony.

Whereas palatovelar harmony in Nganasan is obviously a new phenomenon, U/I harmony is a relict of the Uralic palatovelar harmony. Helimski (Helimski 1998, 490) states that as a result of changes in the vowel system, the patterns of vowel harmony have also changed. Following Helimski (Helimski 1998, 490–491), literature on Nganasan morphophonology states that today it is unpredictable whether a given stem belongs to U stems or I stems (Vármai 2002, 56, Vármai and Wagner-Nagy 2003, 322, Katzschmann 2008, 333–334).

Nonetheless, I supposed that the vowels of the stem may determine which harmonic class a specific stem belongs to. I decided to check this hypothesis in digital resources by statistical methods, using simple Perl scripts to see whether there is a connection between the quality of the vowels and the harmonic class of the stem.

2 Vowel statistics based on a lexicon

The first resource I used for my research was the lexicon of the Nganasan morphological analyzer (http://www.morphologic.hu/urali/). This program was developed between 2001 and 2009 by Beáta Wagner-Nagy, Zsuzsa Vármai, Sándor Szeverényi and Attila Novák. Although the development of the analyzer also served as a test field of the morphophonological rules described earlier, U/I harmony was not involved. The lexicon was based on *Chrestomathia Nganasanica* (Wagner-Nagy 2002b) and on a Russian–Nganasan–Russian dictionary (Kosterkina et al. 2001).

Attila Novák was kind to send me the lexicon file, so I was able to compare the vowel skeleton of the stems to their harmonic class. In the lexicon file, verbs are listed in their infinitive forms. Since the suffix of the infinitive alternates according

<table>
<thead>
<tr>
<th>after U stems</th>
<th>after I stems</th>
</tr>
</thead>
<tbody>
<tr>
<td>u (ü)</td>
<td>i (i)</td>
</tr>
<tr>
<td>a</td>
<td>i (i)</td>
</tr>
<tr>
<td>a</td>
<td>’a</td>
</tr>
</tbody>
</table>

Table 2: Suffix internal vowel alternation according to vowel harmony
to U/I harmony, it was easy to determine which harmonic class the given verb stem belongs to. About the 7% of the 3359 suffixable (verb, noun, adjective and numeral) stems were not tagged to belong to any of the harmonic classes, 19 stems were tagged I/U or U/I, both meaning that the stem can be suffixed with suffixes belonging both to the U and the I class: all these 19 stems were ignored. In the case of nouns, adjectives and numerals, most of the stems were explicitly tagged as U stems or I stems. Some stems belonging to some other parts of speech (adverbs, postpositions etc.) were also suffixable and tagged as belonging to one of the harmonic classes. All stems assigned to a certain harmonic class were taken into account, independently of the fact to which part of speech they belonged to.

2.1 Method

For statistics, I wrote a Perl script. First of all, I took the lexical items, I removed unnecessary information, so that only the stem form, the stem type and the meaning remained. I also modified transcription to make it more readable, but here I will not go into the details. The only thing I note is that I used á instead of ñ and ä instead of ³a to make pattern matching easier.

For every lexical item I generated a type, which contained only the harmonic class of the stem and the vowel skeleton (consonants were removed from the word form). I used two hashes, and the generated type served as a key in both of them. In the first one, the value was always a string, which contained the stems belonging to the given type. In the second one, the value was a number, and it contained the number of the lexical items belonging to the given type.

For example, the lexicon contained the word *kiriba* ‘bread’ in the form presented in Figure 1.

```
kiribaU[N:kenyêr];en;;
```

Figure 1: Example line from the lexicon of the morphological analyzer

In this row, *kiriba* is the stem form, U indicates that this is a U stem, N is for noun, *kenyêr* is the meaning in Hungarian, en: should stand for the meaning in English, but in most of the cases it is missing. The type of *kiriba* was *iia* indicating this is a U stem and it contains three vowels in the given order. There were two more words among U words with the same vowel skeleton: *kiríša(n-)* ’knife, scissors, razor’ and *tiída-’ to hide’. Therefore, the value associated with the key U: *iia* in the first hash was what is presented in Figure 2 below and 3 in the second hash.
When I needed the number of stems matching a given pattern, I took all the keys from the second hash, and the sum of the values associated to the keys matching the required pattern was the number I needed. E.g. when I needed U stems with an a in the last syllable, I used the regular expression `/U: .*a$/`. However, if I needed specific examples, I used the first hash, and listed the values associated with the keys matching the pattern.

### 2.2 Results

First of all, I took all the monosyllabic stems. If vowel quality is connected to the stem class in any way, it is supposed to be clear when there is only one vowel in the stem. The results presented in Table 3 showed that most of the monosyllabic stems containing a rounded vowel, a or the diphthong ´ua´ belong to U stems.

<table>
<thead>
<tr>
<th></th>
<th>U stems</th>
<th>I stems</th>
</tr>
</thead>
<tbody>
<tr>
<td>o</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>ü</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>a</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>.ua</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3: Vowels tending to occur in U stems in monosyllabic words

The only rounded vowel that did not fit in this picture was u: although 5 monosyllabic stems with u belong to U stems and only 4 to I stems, the difference was not enough to prove connection between u and the U class. However, it seemed to be clear that most of the unrounded vowels are connected to the I class, as it is demonstrated in Table 4.

Nonetheless, monosyllabic stems with ə showed no significant difference: 3 of them belonged to the U class and 5 of them to the I class.

---

As a rough approach, I considered that data are significant if one of the two options has at least a two-thirds majority.
As a next step, I also examined polysyllabic stems containing the same vowel. The picture did not radically change: the results showed that rounded vowels (including the diphthong əa) and a are connected to U stems, and unrounded vowels are connected to I stems: even stems with u showed the preference of U stems. The monosyllabic and polysyllabic stems together show a clear preference in the cases presented in Table 5.

Since non-first syllable e and o are rare, usually occurring in fresh loanwords, I could not find any polysyllabic words with just e. However, there was one (native) word with two os: doot 'ember, firebrand', and it was an I stem. Despite that fact I considered o to be connected to U stems: maybe it is not the best solution, but data show that non-first syllable o occurs mostly in U stems, irrespective of other vowels in the stem: rabotij 'worker', kresto 'cross', temodana 'suitcase', kilogramma 'kilogram', kilomatra 'kilometer', honu'o 'plait, braid' etc. Non-first syllable diphthongs are not so rare as non-first syllable e or o, but I could find just one stem containing more than one diphthong: m'aiðə 'to be married, to have a husband' (an I stem, as we expect).

However, it seemed that ə is not connected to any of the stem types: I found altogether 49 mono- and polysyllabic U stems containing no other vowel but ə, while 38 such stems were I stems. My conclusion was that Nganasan U/I harmony is basically a roundness harmony. I found two exceptions: the vowel a, although phonetically unrounded, occurred in U-stems almost without exceptions. Therefore I decided to take
it as a phonologically rounded vowel. So, in the following when I write “rounded vowel”, the set also includes a and diphthong \textipa{\text{"a}}. The vowel ə was ambiguous, it did not trigger either of the stem classes. All other unrounded vowels were connected with I stems.

If we have a look at Table 2 again, we can see that after U stems we find vowels which occur mostly in U stems, while after I stems we find vowels which usually occur in I stems. That is exactly what we are expecting when speaking about vowel harmony. Nonetheless, we expect that it will work even with stems containing different vowels. I distinguished the following types of stems:

- U: containing exclusively rounded vowels (u, o, ü, a or diphthong \textipa{\text{"a}});
- Ux: containing exclusively rounded vowels (u, o, ü, a or diphthong \textipa{\text{"a}}) and neutral ə;
- I: containing exclusively unrounded vowels (i, e, ı or diphthong \textipa{\text{"a}});
- Ix: containing exclusively unrounded vowels (i, e, ı or diphthong \textipa{\text{"a}}) and neutral ə;
- UI: containing both rounded (u, o, ü, a or diphthong \textipa{\text{"a}}) and unrounded vowels (i, e, ı or diphthong \textipa{\text{"a}}), but not neutral ə;
- UIx: containing both rounded (u, o, ü, a or diphthong \textipa{\text{"a}}) and unrounded vowels (i, e, ı or diphthong \textipa{\text{"a}}) and also ə;

The results justified my supposition (Table 6).

<table>
<thead>
<tr>
<th></th>
<th>U stems</th>
<th>I stems</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>562 (96%)</td>
<td>24 (4%)</td>
</tr>
<tr>
<td>Ux</td>
<td>895 (90%)</td>
<td>94 (10%)</td>
</tr>
<tr>
<td>I</td>
<td>12 (5%)</td>
<td>230 (95%)</td>
</tr>
<tr>
<td>Ix</td>
<td>81 (16%)</td>
<td>417 (84%)</td>
</tr>
<tr>
<td>UI</td>
<td>276 (52%)</td>
<td>252 (48%)</td>
</tr>
<tr>
<td>UIx</td>
<td>213 (48%)</td>
<td>228 (52%)</td>
</tr>
</tbody>
</table>

Table 6: Correlations between the vowel skeleton and harmonic class of stems

These numbers show that if a stem contains exclusively rounded or exclusively unrounded vowels, the stem type is highly predictable: just every twentieth bet will be wrong. However, the presence of a neutral vowel will spoil our chances. If the stem
contains rounded and neutral vowels, every tenth bet will be wrong; if it contains unrounded and neutral vowels, we lose every sixth bet. Nonetheless, even these chances can be considered very good; it shows a high predictability of stem type based on the vowels the stem contains. Moreover, when the stem contains both rounded and unrounded (and possibly neutral) vowels, it seems to be completely unpredictable whether the stem belongs to the U class or the I class.

If we look at the composition of the stems, we can see that 2315 stems (70%) are (internally) harmonic (that is they belong to the U, Ux, I or Ix category), and just 969 stems (30%) are disharmonic. (The 87 stems containing just ə are ignored here.) That shows that also inside stems, rounded vowels prefer to occur with other rounded vowels and unrounded vowels with other unrounded vowels.

Bisyllabic words with both rounded and unrounded vowels showed that the stem type is more closely related to the last than to the first syllable (Table 7, first two rows).

<table>
<thead>
<tr>
<th>bisyllabic stems</th>
<th>U stems</th>
<th>I stems</th>
</tr>
</thead>
<tbody>
<tr>
<td>{u, o, a, ü, ə} + {i, e, ı, ı̄}</td>
<td>43 (31%)</td>
<td>94 (69%)</td>
</tr>
<tr>
<td>{i, e, ı, ı̄} + {u, o, a, ü, ə}</td>
<td>66 (79%)</td>
<td>18 (21%)</td>
</tr>
<tr>
<td>{u, o, a, ü, ə} + ə</td>
<td>93 (87%)</td>
<td>14 (13%)</td>
</tr>
<tr>
<td>ə + {u, o, a, ü, ə}</td>
<td>70 (85%)</td>
<td>12 (15%)</td>
</tr>
<tr>
<td>{i, e, ı, ı̄} + ə</td>
<td>13 (18%)</td>
<td>59 (82%)</td>
</tr>
<tr>
<td>ə + {i, e, ı, ı̄}</td>
<td>12 (25%)</td>
<td>36 (75%)</td>
</tr>
</tbody>
</table>

Table 7: Harmonic classes of bisyllabic disharmonic stems

Although in polysyllabic words (words of three or more syllables) overall statistics did not show any evident correlation with the first, penultimate or last syllable, it became clear that the final syllables have a key role in deciding the stem type. If we examine bisyllabic stems with a rounded vowel and a neutral vowel, we find no striking difference between the penultimate and last position (Table 7, third and fourth rows). However, when we find an unrounded and a neutral vowel in a bisyllabic word, the penultimate syllable seems to be more relevant (Table 7, last two rows).

In polysyllabic disharmonic stems, when the final two vowels are both rounded or both unrounded, the stem type is highly predictable. Nonetheless, if we find a rounded and an unrounded vowel in the final two syllables, their order does not help to predict the stem type (Table 8).

When we find a neutral and a round vowel in the last two syllables of a polysyllabic disharmonic stem, it helps to predict the stem type, especially when the rounded vowel is in the last syllable. However, when we find a neutral and an unrounded vowel in the last two syllables of a polysyllabic disharmonic stem, although it helps
two final syllables | U stems | I stems
---|---|---
\{u, o, a, ū, ū\} | 91 (91%) | 9 (9%)
\{i, e, i, ū\} | 14 (16%) | 71 (84%)
\{u, o, a, ū, ū\} + \{i, e, i, ū\} | 39 (53%) | 35 (47%)
\{i, e, i, ū\} + \{u, o, a, ū, ū\} | 72 (48%) | 77 (52%)

Table 8: Harmonic classes of polysyllabic stems with harmonic and disharmonic vowels in the last syllables

to predict the stem type, our prediction will be wrong more often than in the case of rounded vowels. Moreover, the stem type is more predictable if the unrounded vowel is in the penultimate syllable than when it is in the last one (Table 9).

two neutral final syllables | U stems | I stems
---|---|---
\{u, o, a, ū, ū\} + ŋ + ŋ | 78 (66%) | 41 (34%)
ŋ + \{u, o, a, ū, ū\} | 21 (87%) | 3 (13%)
\{i, e, i, ū\} + ŋ | 24 (27%) | 66 (73%)
ŋ + \{i, e, i, ū\} | 35 (38%) | 56 (62%)

Table 9: Harmonic classes of polysyllabic stems with a harmonic and a neutral vowel in the last syllables

It seems that the roundedness of the vowels in the first part of the word counts even when the last two vowels are neutral. The order of the rounded and unrounded vowels makes a difference even when the two last syllables are neutral. Note, however, that the number of examples is very low here. Therefore, the reliability of statistics is disputable (Table 10).

two neutral final syllables | U stems | I stems
---|---|---
\{u, o, a, ū, ū\} + ŋ + ŋ | 125 (79%) | 34 (21%)
ŋ + \{i, e, i, ū\} + ŋ + ŋ | 33 (35%) | 61 (64%)
\{u, o, a, ū, ū\} + \{i, e, i, ū\} + ŋ + ŋ | 2 (20%) | 8 (80%)
\{i, e, i, ū\} + \{u, o, a, ū, ū\} + ŋ + ŋ | 4 (57%) | 3 (43%)

Table 10: Harmonic classes of polysyllabic stems with a rounded and a neutral vowel in the last syllables

We can conclude that in Nganasan we have two harmonic classes of vowels and a
neutral vowel. The vowels in the stem play a great role in the decision which variant of an alternating suffix will be attached to the stem: the variant which contains the vowel belonging to the same harmonic class as the vowels of the stem. When the stem contains vowels belonging to both classes, vowels closer to the suffix (i.e. closer to the end of the stem) play a more significant role. In most of the cases the stem category is well predictable, in other cases (when it contains exclusively neutral vowels or vowels belonging to both harmonic classes) we can predict that the stem category is unpredictable.

It is clear that Nganasan vowel harmony works in a very different way from Finnish or Hungarian vowel harmony, or vowel harmony known from any other Uralic (or Turkic) language.³ However, since the main principle of the examined phenomenon is that the vowels of the suffix must belong to the same group as the vowels of the stem, it must be considered a type of vowel harmony.

3 Vowel statistics based on a corpus

When I started to spread news on my findings, Beáta Wagner-Nagy suggested checking my results against different sources on Nganasan, namely on the Nganasan Spoken Language Corpus or NLSC (Brykina et al.). While the Nganasan Morphological Analyzer was tested on a text collection of one fieldworker from one informant (or NLSCLabanauskas 2001), NLSC contains texts collected by different fieldworkers, from different informants at different times.

3.1 Method

I downloaded 54 xml files, each containing an annotated text. First, using a Perl script, I removed xml tags and other irrelevant information. I got a file which contained different annotation tiers in different lines. With the help of another Perl script, I merged every word in one line with its annotation. In the new files, every line contained a word segmented to morphs, then a tab character followed by the meaning of the stem in English and Russian, separated by a pipe (vertical line) from each other, and separated by a hash mark form the morpheme tags following it. Annotation was followed by a tab character and the reference number in parentheses. (Reference numbers were kept to help debugging.) Consequently, the example above was converted to the string presented in Figure 3.

The hashtag was necessary since sometimes the gloss for meaning also contained a hyphen like in Figure 4.

³The analysis of these differences are out of scope of the current study.
In some marginal cases, the glosses in Russian and in English were different or the annotation was missing. I gave a feedback on these cases to the developers of the corpus, and I ignored these instances. It was not a considerable loss, because most of the ignored word forms did not contain any suffixes.

My next step was merging all the word forms occurring in the text into one text file. In this file, word forms were presented similarly to the previous one, but reference numbers were omitted and the frequency of the form (e.g. the total number of occurrences in the 54 texts) stood at the end of the line. Since our example word form occurred only once, the line containing it will look like in Figure 5.

In this file word forms were listed in a quasi-alphabetic order. It makes it easy to notice that the same stems are sometimes glossed in a different way. For example, above the line presented in Figure 5, we find the line presented in Figure 6.

We can also find the stem kontu- glossed with the meaning 'lead/отнести' nearby. We can also find the stem kondu- most of the times glossed as 'take.away/увезти', but as 'kill/убить', too. This is important because the next step was the identification of the stems. Every stem allomorph with a given meaning was considered to be a separate stem. Therefore, although both kontu- and kondu- in all of their meanings belong to the same verb, they counted as five different stems (see Figure 7; numbers at the end of the lines indicate the number of word forms in which the given stem allomorph occurs with the given meaning – it is ignored how many times the given word forms occur).

This is important because this method inavoidably modifies the results of statistics.
Figure 7: Word form and analysis with its frequency

However, the probability that a stem which proves our expectations will be overrepresented is the same that a stem which contradicts our hypothesis will be overrepresented. Therefore, we can hope this result will reflect roughly the same as a more precise approach, namely, if we tried to associate all the allomorphs of a lexeme with all glossed meanings to a single stem.

To get the stems organized as presented above, I used another Perl script. This segmented the word forms and made two files: the list of stems (as presented above) and a list of suffixes (as presented in Figure 8).

From this file, I generated another list in which allomorphs are ordered according to their functions (Figure 9).⁴

The next step was to define which morphs undergo vowel harmony and which harmonic class they belong to. Since Nganasan morphophonology is very complex, I categorized allomorphs manually. Allomorphs containing no vowels undergoing harmony (such as [1SG.O] or [IMP] ŋəə) were simply left out of the list. Only those allomorphs were taken as undergoing harmony which had at least one pair belonging to the other harmonic class. For example, -gu-, -gü-, -ku- and -kü- undergo palatal harmony, and according to the literature (e.g. Helimski 1998, 493, Várnaí 2002, 57–59) this happens only when it also undergoes rounding harmony. However, (despite the relatively high number of the above mentioned allomorphs, especially with u), none of the allomorphs -gu-, -gü-, -ku- and -kü- as allomorphs not undergoing rounding harmony. Because of the same reason, -ŋəi- was also taken as a suffix not undergoing vowel harmony. However, other allomorphs beginning with ň were regarded as belonging to one or other harmonic class (see Figure 10).⁵

⁴The Nganasan Spoken Language Corpus uses the character ň to indicate velar illabial high vowel. For technical reasons, these are substituted by ň in the presented codes. For the same reason, ? is replaced by ? and ‘ is replaced by a vertical straight apostrophe.

⁵In fact, not all these allomorphs are the allomorphs of the same morpheme. The allomorphs beginning with k or g are always used in first person forms, therefore a tag something like [1IMP] or [IMP1] would be more appropriate for them. The allomorph -ŋəi- is used for third persons in the subjective and
Allomorphs tagged in a slightly different way but clearly belonging to the same morpheme were also included in the list (see Figure 11). Allomorphs clearly belonging together but containing different zero allomorphs were also taken into account, see Figure 12.

Allomorphs undergoing alternation but containing vowels belonging to different harmonic classes were indicated with an exclamation mark (see Figure 13). Later these allomorphs were not taken into account, but they were collected to another list for further studies. They may be a result of an annotation mistake, a slip of the tongue, signs of disintegration of vowel harmony (maybe not independently of language loss) etc.

Objective conjugation, -ŋə/i- occurs in third person reflexive conjugation: these are two distinct morphemes again. The allomorphs -ŋu- and -ŋü- are used in second person subjective and objective conjugation, -ŋa- in second person reflexive conjugation, while -ŋi- and -ŋı- occur in second person forms of all the three conjugations: two additional morphemes with some overlapping allomorphs again. So we have to speak about six different morphemes, tagged in different ways (c.f. Helimski 1998, 505, Wagner-Nagy 2002a, 110). Nonetheless, this problem does not influence my statistics.
Figure 9: List of suffixes ordered by tags (segments)

U[IMP] ŋa 5
I[IMP] ŋi 2
I[IMP] ŋu 21
U[IMP] ŋü 3
I[IMP] ŋai 5
I[IMP] ŋae 25
I[IMP] ŋi 24
I[IMP..] ŋu 1

Figure 10: Suffixes having allomorphs with vowels belonging to both harmonic classes were taken as morphemes undergoing vowel harmony

U[IMP..] ŋu 1

Figure 11: Harmonizing suffix with a uniquely formed tag with its harmony class tagged

U[LOCN.[ACC.SG]] rəmu 1
I[LOCN.[GEN.SG]] d'əmï 1
U[LOCN.[NOM.SG]] rəmu 1

Figure 12: List of suffixes with zero allomorphs with their harmony class tagged
Based on this definition of harmonic classes of suffixes, all the suffixes were replaced by their harmonic classes in our file. E.g. our example in Figure 5 was first reassigned into a form presented in the first line of Figure 14 and then the suffixes were changed into their harmonic classes, as it is presented in the second line. NB, although at first sight -gu- may seem to belong to the U harmonic class, it is neutral (see above). However, the form presented in the third line contains two harmonic suffixes, therefore it is changed into the form presented in the fourth line of the same figure.

\begin{verbatim}
kontu[take.away|увезти]-gu[IMP]-mə[1SG.O]
kontu[carry|отнести]-N-N
kontu-ra-?a take.away|увезти#-PASS-PF.[3SG.S]
kontu[take.away|увезти]-U-U
\end{verbatim}

Figure 14: Annotations realigned to the morphs they belong to and changed to their harmonic classes

Interestingly, I have found about 200 word forms in which I could identify suffixes belonging to both of the harmonic classes, e.g. see Figure 15. In this case, my classification contradicts the literature (e.g. Wagner-Nagy 2002a, 78), according to which the plural lative suffix always contains i, therefore it is not a harmonic suffix. However, I took it as an alternating suffix because I could find forms -tü- and -ntü- as in the word forms shown in Figure 16.

\begin{verbatim}
ma-ti-tü tent|чум#-LAT.PL-3SG
ma[tent|чум]-I-U
\end{verbatim}

Figure 15: Stem with two suffixes belonging to different harmonic classes

It is worth noting that the word form meaning ‘to his tents’ has two different forms here: matittü and matittu and the suffix is never attested with vowels i or u. A similar case is attested with the coaffix of perfect verbs, which should also contain i all the
time (Wagner-Nagy 2002a, 101). But it also occurs with a, ü and i and several kinds of diphthongs (see below) in the annotated corpus.

In any case, I ignored word forms with suffixes (seemingly) belonging to different harmonic classes and used just the forms in which all the suffixes belonged to the same harmonic class (or were neutral).

3.2 Results

I made two kinds of statistics on these forms. The first shows the composition (vowel skeleton) of the stems before the suffixes of the two harmonic classes. I used harmonic categories based on the previous study. However, the corpus contained two diphthongs, unknown by the literature (Helimski 1998, 483, Vármai 2002, 33) and not used by the morphological analyzer: ‘a and ‘a (for pattern matching, substituted by i and ü, respectively). As a hypothesis, I treated ‘a as unrounded (as ‘a is) and ‘a as rounded (as ‘a is). The distribution shown by the statistics is presented in Table 11.

<table>
<thead>
<tr>
<th></th>
<th>U class</th>
<th>I class</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>395 (87%)</td>
<td>59 (13%)</td>
</tr>
<tr>
<td>Ux</td>
<td>305 (78%)</td>
<td>85 (22%)</td>
</tr>
<tr>
<td>I</td>
<td>26 (11%)</td>
<td>205 (89%)</td>
</tr>
<tr>
<td>lx</td>
<td>52 (25%)</td>
<td>153 (75%)</td>
</tr>
<tr>
<td>UI</td>
<td>148 (51%)</td>
<td>142 (49%)</td>
</tr>
<tr>
<td>Ulx</td>
<td>42 (49%)</td>
<td>44 (51%)</td>
</tr>
<tr>
<td>only ø</td>
<td>39 (59%)</td>
<td>27 (41%)</td>
</tr>
</tbody>
</table>

Table 11: Number of stems with a given vowels skeleton type before suffixes belonging to different harmonic classes

The results show again that harmonizing suffixes with rounded vowels tend to occur after stems with rounded vowels and harmonizing suffixes with unrounded vowels tend to occur after stems with unrounded vowels. The presence of a neutral vowel weakens this tendency. After stems containing vowels belonging to both or none of the harmonic classes the harmonic class of the suffix is unpredictable.
To check whether the categorization of each vowel is proper, I also made statistics for the separate vowels. I counted how many times they occur in stems suffixed by the rounded and unrounded variants of harmonizing suffixes. (If the same vowel occurs twice or three times in the same stem, it is counted as two or three occurrences, respectively.)

<table>
<thead>
<tr>
<th></th>
<th>U class</th>
<th>I class</th>
</tr>
</thead>
<tbody>
<tr>
<td>u</td>
<td>360 (73%)</td>
<td>135 (27%)</td>
</tr>
<tr>
<td>o</td>
<td>204 (76%)</td>
<td>64 (24%)</td>
</tr>
<tr>
<td>a</td>
<td>570 (80%)</td>
<td>135 (20%)</td>
</tr>
<tr>
<td>ü</td>
<td>314 (82%)</td>
<td>71 (18%)</td>
</tr>
<tr>
<td>û</td>
<td>53 (91%)</td>
<td>5 (9%)</td>
</tr>
<tr>
<td>üa</td>
<td>6 (86%)</td>
<td>1 (14%)</td>
</tr>
<tr>
<td>i</td>
<td>218 (33%)</td>
<td>417 (67%)</td>
</tr>
<tr>
<td>e</td>
<td>42 (24%)</td>
<td>135 (76%)</td>
</tr>
<tr>
<td>i</td>
<td>44 (17%)</td>
<td>222 (83%)</td>
</tr>
<tr>
<td>ûa</td>
<td>28 (35%)</td>
<td>51 (65%)</td>
</tr>
<tr>
<td>ûa</td>
<td>–</td>
<td>2 (100%)</td>
</tr>
<tr>
<td>ø</td>
<td>540 (58%)</td>
<td>383 (42%)</td>
</tr>
</tbody>
</table>

Table 12: Number of different vowels before suffixes belonging to different harmonic classes

The data presented in Table 12 show that at least two thirds of any vowel occurs in stems before a suffix belonging to the same harmonic class as I classified them. Although neutral ø also occurs more times before U class suffixes, the range here is considerably lower than the lowest value for vowels classified as belonging to a harmonic class (seven twelfth instead of eight).

3.3 Some problems

There were almost 250 stems which occurred with suffixes belonging to both of the harmonic classes. In the statistics above, they were presented as two different stems belonging to different harmonic classes. E.g. the word *basa* 'iron, money' was tagged as an U stem in the morphonological analyzer. In the corpus, in most of the cases it is followed by suffixes belonging to the U class (or neutral), but in some cases it is followed by the I class variant of the destinitive suffix (Figure 17).

However, similarly to the case of the plural lative suffix and the perfect coaffix seen above, the destinitive suffix is attested only with vowels i, ü and i, therefore it is
Figure 17: Suffixed forms of *basa* 'iron, money'

Figure 18: The same form with suffixes belonging to different harmonic classes

In this case, the suffix occurs with all the four harmonizing vowels and I have found no explanation for the lack of vowel harmony in the second case. All such cases need a detailed analysis.

Moreover, to evaluate the results, it will be necessary to check the distribution of seemingly irregular forms among the different informants. If we find that many of these forms come from a smaller group of informants, we have to suggest that they are further on the way of language loss (cf. Helimski 1998, 493) and therefore data from them are not reliable for researching Nganasan vowel harmony in its intact form. However, data from these people are a useful source for the research of language loss.

4 Conclusion

Contrary to what we find in the literature on Nganasan morphophonology, Nganasan U/I vowel harmony proved to be quite well predictable by a statistical analysis of Nganasan data. It is basically a rounding harmony, although phonetically unrounded _a_ belongs to rounded vowels and _a_ does not belong to either of the classes. The two very different digital sources of Nganasan show basically the same tendency: stems
containing rounded vowels tend to be suffixed with harmonizing suffixes containing rounded vowels and stems containing unrounded vowels tend to be suffixed with harmonizing suffixes containing unrounded vowels.
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Abstract

Parallel forms are two or more synonymous forms that convey an identical set of morpho-syntactic categories in a paradigm cell of a word. They deserve attention from a theoretical linguistic, as well as from a computational point of view. How do humans know which form to choose, and how should this preference be modelled computationally? The paper gives an overview of parallel forms in Estonian and discusses reasons for surface form variation. A considerable part of the article is dedicated to a simplified, but still technically detailed example of handling parallel plural partitive forms, one of which is more common, and the other a rarer form. An example is used to explicate the proposed method of handling parallel forms in finite state morphology, coupled with considerations of their preferencial choice. The method involves using a combination of two-level rules as a way of controlling the combinatorial explosion of continuation lexicons. The design has been implemented to fully cover the inflectional morphology of Estonian.
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1 Introduction

It is possible that a word paradigm cell is filled by two or more synonymous forms that realise the same set of morpho-syntactic categories. These alternative realizations are called doublets in the German linguistic tradition (Mörth and Dressler, 2014), parallel forms (Raadik, 2013) in the Estonian tradition (which will be followed in the current paper), and overabundant forms (Thornton, 2012).

Computationally, parallel forms pose no problem for analysis, as different surface forms are mapped to the same bundle of morpho-syntactic categories. However, per synthesis the situation is reversed, as one must decide which form to generate, and how does one choose in the case of one-to-many mapping? Traditionally, analysis has been the main application, be it in the context of spell-checking or information retrieval, thus instances when one surface form maps to several lemmas and/or morpho-syntactic categories have received much attention as the problem of ambiguity. This tradition may explain why parallel forms have received less attention, despite them posing a challenge in terms of explaining human language and the generation of rule-based machine translation.

2 Reasons for surface form variation

Parallel forms may occur due to different dialects than the written norm is based upon, or due to language change that is currently happening.

The first scenario implies that some speakers have different intuitions regarding word inflection, because they have different dialectal backgrounds, e.g. the Standard German Park-s and the Swiss-German Pärke (parks). The parallel forms are the result of defining the norm in a liberal manner, thus allowing the inflectional systems of different dialects to co-exist under a common normative umbrella.

The second scenario implies that the speakers have different intuitions regarding word inflections, because although they all share a language variety (dialect), it changes over time. The existence of parallel forms in this case is at odds with the
principles of communication: the speaker can only choose one of the parallel forms at a given time, and one would expect the other forms to eventually fall into disuse. The existence of parallel forms in this scenario would indicate that the language has not finished its particular process of change.

It is not easy to decide which scenario is applicable to a given language: coexistence of dialects or language change. The question may be answered by investigating how new and rare words are inflected.

In the case of vigorous dialects, when speakers see a new word, they will first designate it to several inflectional classes (based on their dialect-specific intuition), and later, after mutual communication, may arrive at an agreement on a single acceptable, norm-adhering inflectional class.

In the case of language change, the speakers’ initial intuitions about inflecting a new word are uniform. It is also expected that speakers abandon the previous inflectional classes of old words so that they join new ones.

In Estonia, the influence of dialects on morphology has become marginal. When confronted with a rare or previously unseen word, speakers of Estonian immediately exhibit a remarkable consensus about what is the generally accepted (i.e. normal, correct) way of forming its inflectional forms. Their lack of disagreement is noteworthy, because in terms of an unseen word, the speakers could not have discussed its inflectional class beforehand.

Moreover, instances of actual negotiations about the inflectional class of a rare or new word (e.g. a foreign name) are virtually absent in everyday communication.

Evidence from a 270 million token corpus collected in 2013 from the internet called etTenTen \(^1\) shows that there is actually no need for such negotiations: there is almost no variety in the choice of the inflectional class of a new word; typing errors account for a much larger amount of variation in word forms than misclassifications into alternative inflectional classes.

The vocabulary used in the corpus comprises 7.5 million wordforms. An Estonian morphological analyser \(^2\), relying only on its lexicon and algorithm of productive derivation and compounding (thus using no guessing) classified 2.7 million of these wordforms as unknown. Manual check of 2,700 (0.1%) of the unknowns revealed that only 10 wordforms were inflected incorrectly (resulting from inflectional misclassification by the writer), while 300 contained a typing error. The rest of the unknown words were actually instances of incorrect punctuation (typically resulting in concatenating several words), proper names, foreign language words, and true neologisms, not showing variation in inflectional classes.

\(^1\)http://downloads.sketchengine.co.uk/ettenten13.processed.prevert.xz, searchable at http://www.keeleveeb.ee
\(^2\)https://github.com/Filosoft/vabamorf
However, at closer inspection one may observe a few telling instances when Estonians do have problems in deciding what the correct inflectional class of a word is. Those instances fall into two scenarios. In the first scenario, the choice is between an exceptional, old, unproductive inflectional class versus a regular, productive one, and involves cases when an old word has become rare and thus its exceptional inflectional behaviour cannot be remembered by everyone, or when an Estonian family name coincides with a common noun belonging to an exceptional inflectional class (e.g. in English the plural of the family name Foreman is Foremans, not Foremen). In the second scenario, the choice is between two productive classes, and happens when a new word or proper noun has extra-morphological properties that belong to orthogonal categories (e.g. phonetic properties and wordiness) that incidentally predict different productive class memberships. For example, Breivik is a foreign name that appeared in Estonian texts only in 2011. Being disyllabic and ending in -ik, it should phonetically belong to the class of u-ending singular genitives (Breiviku). Being a new and foreign word, it is an out-of-vocabulary word w.r.t. conventional Estonian, and thus should belong to the class of i-ending singular genitives (Breiviki). According to et-TenTen, 75% of the 400 mentions are Breiviki, and 25% Breiviku. The other possible stem vowels, a and e, are never used.

3 Parallel forms and finite state morphology

(Beesley and Karttunen, 2003, p. 300–310) used English plurals as a convenient example of parallel forms and showed elegant ways of dealing with them. They differentiated overriding plurals, i.e. situations when an irregular form substitutes the regular one, and extra plurals, i.e. situations when the regular forms also remain in use, without attempting to differentiate the forms according to their usage preference. Indeed, adding an extra lexical tag (e.g. Use/Rare) to the lexical string via an appropriate continuation lexicon would be very simple. The sole formal issue would be the multiplication of continuation lexicons, as this extra tag would effectively make otherwise similar inflectional classes formally different.

In the case of many continuation lexicons (each embodying an inflectional class), and some slots in the paradigm having multiple realisations, independent of the inflectional class, the number of lexicons explodes, as noted by (Beesley and Karttunen, 2003, p. 302–304).

Nevertheless, it is this approach that has been adopted when describing Finnish and Sami 3, in both cases it was assumed that parallel forms are due to dialects. In each language, non-preferred forms are marked with +Use/NG (“no generation”). The

---

3See /fin and /sme in https://victorio.uit.no/langtech/trunk/langs/
motivation came from rule-based machine translation, where one needs to synthesise
only one wordform per one paradigm cell of a word (Antonsen et al., 2016).

By default, an inflectional type (represented via a cascade of continuation lexicons) is such that every paradigm slot has exactly one surface realisation. If a slot has possibly two realisations, then this inflectional type bifurcates: in addition to the old one with a unique realisation, there will be a new one with one parallel form. Upon adding preference information, this new inflectional type will bifurcate again: one version will be with form A preferred, the other with form B preferred. One inflectional type became three. If there happens to be one more paradigm cell that can have two realisations, then each of the previous inflectional types will have three more variants: thus a single inflectional type has become nine.

This attempt to make the description more informative has resulted in an inflated and less general description, and this is not a desirable result.

An alternative method would be to use a filtering mechanism that first defines a separate list of individual word forms and then use Priority union, following (Beesley and Karttunen, 2003, p. 306-309), or (Pruulmann-Vengerfeldt, 2010) for Estonian. The downside of this is that some surface forms of a word become decoupled from the dictionary headword in the stem lexicon, which in turn creates description difficulties when the headwords are homographs with different inflection patterns; there are more than 400 homographic words of this type in the Estonian lexicon in the Giellatekno repository.

4 Estonian

Estonian is a Fenno-Ugric language. It is closely related to Finnish, although a speaker of only Estonian and one of only Finnish are unlikely to understand each other. Finnish has retained its original nature more than Estonian, which has lost vowel harmony and moved from an agglutinative language towards a flective one. A specific regular difference is that Estonian has lost the last phone from many words it shares with Finnish, which has resulted in it losing some of the regularities of the Finnish inflectional system, and in the adding of innovations as a substitute.

Estonian has 14 cases, both in the singular and plural. Table 1 lists the possible affix variants and stem vowels that must be concatenated to a consonant-ending stem of the declinable word paradigm (stem gradation patterns are not presented). Note that the vowels a, e, i, and u are traditionally classified as theme vowels, associated with the stem, and thus not counted as affixes.

4https://victorio.uit.no/langtech/trunk/experiment-langs/est/
There are two general implicational patterns (or rules of referral) in the paradigm. The singular genitive stem serves as the base for forming singular semantic cases (except illative ending in ∅ or -de), plus the plural nominative; and the plural genitive stem serves as the base for all plural semantic cases (this even applies to otherwise very exceptional words).

### 5 Parallel forms in Estonian

Normative Estonian linguists favour parallel forms, accepting various realisations of the number and case category in declinable words. According to a normative dictionary (Raadik, 2013) that categorizes all declinations into 26 inflectional types, there is not a single type that does not contain words with several possible realisations per some categories, with two paradigm slots especially likely to have two parallel forms: the singular illative (Sg Ill) and plural partitive (Pl Par). Thirteen types exhibit type-internal parallelism per all plural semantic cases, and seven types exhibit the same parallelism per some words. Eight inflectional types have parallel forms per Pl Par, seven types exhibit total and exhaustive parallelism per Sg Ill, and twelve types exhibit the same parallelism per at least some of their words. Two more types have parallel

<table>
<thead>
<tr>
<th>grammatical cases</th>
<th>singular</th>
<th>plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>nominative</td>
<td>∅</td>
<td>[∅ a e i u] d</td>
</tr>
<tr>
<td>genitive</td>
<td>∅, a, e, i, u</td>
<td>e, [∅ a e i u] te, [∅ a e i u] de</td>
</tr>
<tr>
<td>partitive</td>
<td>∅, d, [∅ a e i u] t</td>
<td>id, [∅ a e i u] sid, e, i, u</td>
</tr>
<tr>
<td>semantic cases</td>
<td></td>
<td></td>
</tr>
<tr>
<td>illative</td>
<td>∅, a, e, i, u, de, [∅ a e i u] sse</td>
<td>[te de e i u] sse</td>
</tr>
<tr>
<td>inessive</td>
<td>[∅ a e i u] s</td>
<td>[te de e i u] s</td>
</tr>
<tr>
<td>elative</td>
<td>[∅ a e i u] st</td>
<td>[te de e i u] st</td>
</tr>
<tr>
<td>allative</td>
<td>[∅ a e i u] le</td>
<td>[te de e i u] le</td>
</tr>
<tr>
<td>adessive</td>
<td>[∅ a e i u] l</td>
<td>[te de e i u] l</td>
</tr>
<tr>
<td>ablative</td>
<td>[∅ a e i u] lt</td>
<td>[te de e i u] lt</td>
</tr>
<tr>
<td>translative</td>
<td>[∅ a e i u] ks</td>
<td>[te de e i u] ks</td>
</tr>
<tr>
<td>terminative</td>
<td>[∅ a e i u] ni</td>
<td>[te de e i u] ni</td>
</tr>
<tr>
<td>essive</td>
<td>[∅ a e i u] na</td>
<td>[te de e i u] na</td>
</tr>
<tr>
<td>abessive</td>
<td>[∅ a e i u] ta</td>
<td>[te de e i u] ta</td>
</tr>
<tr>
<td>comitative</td>
<td>[∅ a e i u] ga</td>
<td>[te de e i u] ga</td>
</tr>
</tbody>
</table>

Table 1: Declinable word affixes and added stem vowels
haplology forms per Sg III. In addition, a word may simultaneously belong to more than one inflectional class, which results in another set of slots with parallel forms. Of the 26, only seven inflectional types (six of them, with a total of 300 words, may be characterized as unproductive inflectional classes) contain no words that also belong to some other inflectional type.

Thus, the language norm assumes that it is very common for a word to have multiple ways of forming a surface form per some morpho-syntactic category bundle.

Usage-wise, the distribution of such forms is very skewed, though. For example, consider the frequency counts of words and their Pl Par forms in etTenTen per taim (plant), luu (bone) and kamp (gang): taim 42665, Pl Par taimi/taimesid 6868/9, luu 7060, Pl Par luid/luusid 699/13, kamp 6271, Pl Par kampu/kampasid 7/22. This example shows a universal trend in languages: if a case form is infrequent, its forming tends to be regular (kampasid in this example).

At a very rough approximation, Finnish could be regarded as a previous form of Estonian: some morphological features of Finnish have disappeared from Estonian. There are many words that are similar in both languages (save for the final lost phones in Estonian), and some of these are partly inflected in a way that resembles Finnish. For example, consider the Estonian taim (Finnish taimi (plant)). The Finnish Pl Par is taimia, while the Estonian irregular form is taimi (the regular form being taimesid).

Or consider luu (Finnish luu (bone)). The Finnish Pl Par is luita, while the Estonian irregular form is luid (the regular form being luusid). Both these words have rather frequent Pl Par forms, which are lagging behind in their journey from the past, not yet caught up by the change. It is these types of words — otherwise regular, but having some exceptional frequent form that is a remnant from the past — that the following treatment addresses.

6 Parallel forms in Estonian FSM

When a word form is analysed or generated, usage info is written out with the grammatical categories of an inflectional form (Figure 1).

Conceptually, usage information is unrelated to the morphological description (morphotactics and morphonology). However, if one wishes to encode it in the lexicon, then — being a characteristic of individual words — it should be attached to the stem entries, and must be propagated from the stem entry to the final wordform.

For inflectional classes where alternative affixes are common, but still applicable only to a subset of individual words, one needs rules for selecting:

1. the inflectional affix (the traditional task of morphology)
2. a tag that indicates whether the word form is rare or common (not a traditional
The affixes concerned are:
1. Per Pl Par: 1.1. -sid or ∅ with stem vowel change; 1.2. -sid or -id
2. Per Sg Ill: -sse or ∅ with stem grade strengthening.

The task is to generate forms. We know that per Pl Par, -sid is always possible, and per Sg Ill, -sse is always possible, and that the alternative form is possible only if a tag indicates so in the stem lexicon. If an alternative form exists, it is also the more common one, unless it has some tag in the stem lexicon indicating otherwise.

The full implementation covering Estonian inflection is available in the Giellatekno repository.

In the Giellatekno infrastructure, the standard way of building a transducer begins with modelling morphotactics by concatenating stems and continuation lexicons. The next step is modelling morphophonology by applying two-level rules (Koskenniemi, 1983) to the output of the previous transducer. This step substitutes and removes some symbols, typically abstract phonemes and functional symbols that were previously introduced to provide meaningful context to the rules.

Incidentally, a two-level rule can be used as a filter to prune some paths from a transducer. Every two-level rule says what output side symbol corresponds to which input side symbol, given a certain context. Imagine that the input symbol has only one potential corresponding output symbol. Now if the context does not match, then it is impossible to have this symbol correspondence in the path, and a path cannot be built. In a similar vein, one can define pruning contexts for input symbols that have more than one corresponding output symbol.

The following sections show how lexicons and two-level rules interact to arrive at the results on Figure 1. The exemplary alternation of -sid vs ∅ per Pl Par is used to explain the process.

https://victorio.uit.no/langtech/trunk/experiment-langs/est/
LEXICON NOUNS
  taim+N:taim%>%{pl.i%} EIT ; ! plant
  kamp+N:kamp%>%{pl.u%}%{rare%} PIIM ; ! gang

LEXICON EIT ! 1C with stem vowel e
  :%{sg.e%} 1C ;

LEXICON PIIM ! 1C with stem vowel a
  :%{sg.a%} 1C ;

LEXICON 1C ! monosyllabic consonant-ending word
  :%>{s%}{i%}{d%} PL_PAR_VARIANT ;

LEXICON PL_PAR_VARIANT ! pl partitive may have parallel forms
  +Use/Rare:%{rare%} PL_PARTITIVE ; ! less used form
  : PL_PARTITIVE ; ! default form

LEXICON PL_PARTITIVE
  +Pl: PARTITIVE ;

LEXICON PARTITIVE
  +Par: # ;

Figure 2: Relevant extracts from lexicon to build pre-twol representations per Pl Par of taim and kamp

taim+N +Pl+Par:taim>{pl.i} {sg.e}>{s}{i}{d}
taim+N+Use/Rare+Pl+Par:taim>{pl.i} {sg.e}>{s}{i}{d}{rare}
kamp+N +Pl+Par:kamp>{pl.u}{}{rare}{sg.a}>{s}{i}{d}
kamp+N+Use/Rare+Pl+Par:kamp>{pl.u}{}{rare}{sg.a}>{s}{i}{d}{rare}

Figure 3: Pre-twol representations per the plural partitive of taim and kamp
7 Lexicons for parallel forms

Figure 2 gives example lexical and surface strings per the parallel forms of these words; the outcome from the lexicons is on Figure 3.

If a word has an exceptional ∅-ending short form in addition to the default sid-ending Pl Par, i.e. one that is formed by substituting the stem vowel with a different one, then the vowel is explicitly given at the stem entry as {pl.i} or {pl.u} (see Figure 2).

The symbol > denotes a morpheme border; {s}{i}{d} constitute -sid and the ∅ alternation (see Figure 4).

A speaker of Estonian knows that they can often choose between alternative ways of generating a Pl Par wordform. This knowledge is expressed by the continuation lexicon PL_PAR_VARIANT with two entries: one is the default, and the other the less used form. Which is which, depends on the word and is marked in the stem lexicon: if the parallel form is actually less used that the default one, then the lexicon entry contains the tag {rare}. Note that the less used form has +Use/Rare on the lexical side, and a corresponding tag {rare} (which will not be visible in the final form) on the surface side.

The lexical and surface sides of the transducer path of a single wordform are assembled piece-wise when compiling the lexicon, starting from a stem lexicon and proceeding via a cascade of continuation classes. PL_PAR_VARIANT bifurcates the path, one of them containing {rare}. If this path contains {rare} somewhere upstream (originating from the stem lexicon), then this is the less preferred wordform and thus should contain +Use/Rare on its lexical side. In essence, one should check for the parity of {rare} tags.

8 Two-level rules for affixes

Figure 3 shows the input side of the two-level rules. The strings are underspecified and redundant at the same time, so the rules must specify the output symbols, as well as prune some paths.

The input symbols with curly braces have the following possible output (surface) realisations: {s}:s {s}:0 {i}:i {i}:0 {d}:d {d}:0 {rare}:0, Pl Par stem vowels {pl.i}:i {pl.i}:0 {pl.u}:u {pl.u}:0, stem vowels {sg.e}:e {sg.e}:0 {sg.a}:a {sg.a}:0. PlSV per two-level rules is a set of plural stem vowels {pl.i} {pl.u}, and stemV stands for all stem vowels a e i u. Notice singular and plural stem vowels

pdf
Figure 4: Rules for alternating -sid with ∅

%{i%}:i \leftrightarrow :s \_ :d ; ! sid
%{d%}:d \leftrightarrow :s :i \_ ; ! sid
%{s%}:s \Rightarrow \_ :i :d ; ! sid

Figure 5: Rules per affixes -sid and ∅
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Figure 4: Rules for alternating -sid with ∅

Conceptually, it is not only individual symbols that may be underspecified at this stage, but whole multi-character units such as -sid vs ∅. One may view these parallel affixes as different values of a single variable that depend on some context factors, and one can also treat an affix as a trigger to filter some context; in reality, it is enough to use only {s} (which happens to occur in all the relevant contexts) as a trigger. The affixes -sid and ∅ must be described symbol-by-symbol via the rules on Figure 4.

The first rule on Figure 5 states that the ∅-affix form may occur only if there is an appropriate tag in the stem lexicon entry.

The second rule says that a singular stem vowel cannot surface (i.e. it must be realized as 0), if there is already a plural stem vowel and a ∅-affix.

The third rule says that a plural stem vowel must surface, if the form has a ∅-affix.
9 Two-level rules for usage tags

Two-level formalism is (mis)used to prune spurious paths that emerge from continuation lexicons. The key is to remember that an allowed path may contain either zero or two \{rare\} tags: the first \{rare\} originates from the stem lexicon, the second from a continuation class lexicon. Remember also that the path contains the surface symbols that define the alternative forms and which can also be used as context conditions.

The first rule on Figure 6 (with multiple contexts) defines all the contexts where the \{rare\} tag may occur. First, it may occur immediately after the parallel form tag in the stem lexicon (\{pl.i\} or \{pl.u\}); this is where the lexicon writer has put it. Second, it may occur immediately after an inflectional ending, but only in a certain context (if it gets there via the continuation lexicon that pairs the lexical side +Use/Rare with the surface side \{rare\}). Note that although the parallel form tag indicates that the word has an alternative form, its existence in this pre-final surface form alone is not sufficient to determine the final form. The correct way of reading the rule contexts should be backwards from the end: a rare Pl Par form ends with \emptyset, if the path contains \{rare\} after the plural stem vowel \{pl.i\} or \{pl.u\}, which gets realised as the surface vowel (defined here via sets \text{PlSV} and \text{stemV}); a rare Pl Par ends with -sid, if there is no \{rare\} after the plural stem vowel (\text{PlSV}). Notice that in this context this vowel must surface as \emptyset, because it is the singular stem vowel that goes with -sid; this choice of the correct vowel is achieved by the two-level rules on Figure 5.

The first rule on Figure 6 connects \{rare\} with lexicon tags and spelled-out inflectional affixes. The affixes, in turn, should also be connected to the \{rare\} and lexicon tags (embodied by the set \{PlSV\}). This is what the second and third rules do. Notice that \{s\} is used as the crucial symbol to define the rest of the affix, thus these rules really relate affixes to context, not just the symbol itself.

The second rule states that the Pl Par surface form with -sid cannot be common (i.e. not rare, \textbackslash \{rare\}) if the word already has a common short Pl Par form.

The third rule on Figure 6 states that a short Pl Par cannot be common if the lexicon tag says it is rare.

Figure 7 shows the result of pruning two-level strings of the Pl Par forms \textit{taimi} / \textit{taimesid} (plant), where \textit{taimesid} is the less-used form. Pairing the non-failed surface side strings with the lexical side from Figure 3, and removing the morpheme border symbol >, will yield the desired result of Figure 1.
Figure 6: Rules to prune paths with the tag \{rare\}

\begin{verbatim}
%{rare%}:0 => PlSV: _ ;
PlSV:stemV %{rare%}: :* %{s%}:0 %{i%}:0 %{d%}:0 _ ;
PlSV:0 }%{rare%}: :* %{s%}:s %{i%}:i %{d%}:d _ ;
%{s%}:s /<= PlSV:0 }%{rare%}: :* _ %{i%}:i %{d%}:d %{rare%}: ;
%{s%}:0 /<= PlSV:stemV }%{rare%}: :* _ %{i%}:0 %{d%}:0 \%{rare%}: ;
\end{verbatim}

Figure 7: Surface strings after applying the two-level rules

\begin{verbatim}
lexical: t a i m > \{pl.i\} \{sg.e\} > \{s\} \{i\} \{d\} .#
surface: t a i m > i 0 > 0 0 0 0 OK
surface: t a i m > 0 e > s i d FAIL

lexical: t a i m > \{pl.i\} \{sg.e\} > \{s\} \{i\} \{d\} \{rare\}
surface: t a i m > i 0 > 0 0 0 0 0 FAIL
surface: t a i m > 0 e > s i d 0 OK
\end{verbatim}
Conclusion

Parallel forms, i.e. two or more synonymous forms that realise the same set of morpho-syntactic categories in a paradigm cell of a word, deserve attention from a linguistic theory, as well as from a computational point of view. The paper presented examples of technical solutions for handling parallel forms in Estonian. The proposed method involves using two-level rules as a way of controlling the combinatorial explosion of continuation lexicons. The simplified, but still technically detailed example consisted of only one paradigm slot and a single usage tag. In a full description of a language, there are likely more paradigm slots with parallel forms and/or more usage tags. Currently, the full treatment of Estonian also includes Sg I–III and +Use/NotNorm per word forms that are “incorrect” according to normative dictionaries.
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Abstract

The main goal of this paper is to describe to what extent the three main open word classes in Pite Saami (nouns, verbs and adjectives) can be automatically assigned to inflectional classes in language technology, specifically for a Finite State Transducer. For each of these word classes, the relevant structural features necessary for determining inflectional class membership are described. In this, a clear difference between the behavior of nouns and verbs, on the one hand, and that of adjectives, on the other hand, is ascertained. While morphophonology, as seen in the paradigmatic behavior of all three word classes, is complex and features a number of types of stem alternations, nouns and verbs are predictable, while adjectives are not. With this in mind, a basic algorithm for extracting inflectional class assignment for nouns and verbs is presented for use in a LEXC framework. In contrast to this, adjectives must be assigned to inflectional classes manually. The main TWOLC rules used to trigger morphophonological alternations are also outlined. The Pite Saami lexicographic database that forms the backbone for the LEXC stem files is managed using FileMaker Pro database software, and the workflow used to extract and update LEXC files from that database is described, focussing on the differences between nouns and verbs, and adjectives. In this, light is shed on how, on the one hand, nominal and verbal inflectional patterns are highly complex yet reliably systematic, while adjective morphophonology is complex and unpredictable.

Kokkuvõte

Selle artikli peamine eesmärk on kirjeldada, mil määral saab kolme põhilist avatud sõnaklassi (substantiivi, verbe ja adjektiive) pite saami keeles automaatsesti flekteerida kasutades keeletehnoloogia FST-d. Artiklis kirjeldatakse iga sõnaligi muuttüübi määramiseks vajalikke struktuuralseid omadusi ning näidatakse, et adjektiivid on substantiivist ja verbidest selgelt erinevad. Samal ajal kui kõigi kolme sõnaklassi paradigmaatilist käitumist iseloomustab kompleksne paljusid tüvevahelduse tüüpe hõlmav morfonomologia, saab substantiivide ja verbide muutumist ennustada, kuid adjektiivide oma mitte. Seega kirjeldatakse artiklis

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://creativecommons.org/licenses/by/4.0/
1 Introduction

Pite Saami is a critically endangered Saami language spoken in Swedish Lapland, mainly in and around the municipality of Arjeplog.¹ No pedagogical materials have been published for Pite Saami, although a few speakers have put together some basic teaching resources for their own use. No digital resources exist from before the turn of the millennium, and, until recently, no standard orthography existed either. However, starting in 2008, a local lexicographic project and language documentation project created a foundation for digital language technology resources for Pite Saami, as outlined below. Specifically, a group of Pite Saami language activists carried out a wordlist project titled Insamling av pitesamiska ord ‘Collection of Pite Saami words’ (Bengtsson et al. 2008-2012), which ultimately resulted in the publication of the first Pite Saami dictionary (Bengtsson et al. 2016) and orthographic standard (Wilbur, 2016b), together in a single volume (Wilbur, 2016a). As a further result of this collaboration, additional digital linguistic resources are now available for Pite Saami. A searchable version of the ever-growing wordlist is available on-line at http://saami.uni-freiburg.de/psdp/pite-lex/. Language technology tools are under development for Pite Saami in cooperation with Giellatekno at the University of Tromsø; specifically, these consist of a Finite State Transducer (FST) and a Constraint Grammar.

In mid-2016, the project Syntactic patterns in Pite Saami: A corpus-based exploration of 130 years of variation and change² began compiling a thorough corpus of both spoken and written Pite Saami texts, the oldest of which were published in the late 19th century in Halász (1893). Using the combination of the electronic lexicography resources and language technology tools mentioned above, corpus creation for this syntax project is completed as automatically as possible. This idea is presented in detail in Gerstenberger et al. (2017), but a brief overview is provided here. The corpus consists of Pite Saami texts (in both spoken and written mode) transcribed in current orthographic standard and collected in the ELAN format³ and following the common structure stipulated by projects carried out by the Freiburg Research Group in Saami Studies.⁴ A python script runs each token through the FST processor, and then automatically creates annotations for lemma, morphological categories and part of speech based on this. Simultaneously, an implementation of constraint grammar is used in order to reduce the number of and, ideally, completely rule out, ambiguities

¹Cf. Valijärvi and Wilbur (2011) and Wilbur (2014, 1-7) for more on the sociolinguistic situation of Pite Saami.
²Cf. saami.uni-freiburg.de/psdp/syntax/.
³ELAN is free software used to annotate multimedia recordings; cf. https://tla.mpi.nl/tools/tla-tools/elan/.
⁴This common ELAN structure can be found at https://github.com/langdoc/FRechdoc/wiki/ELAN-tiers.
that occur during FST processing; however, as this project is still at an early stage in
describing syntactic structures in Pite Saami, the constraint grammar implementation
for Pite Saami is also only in an initial stage.

The LEXC files that provide the lexical input to FST are a sort of lexicon them-
selves, since they present a collection of stems assigned to inflectional classes (based
on their morphophonological behavior), as well as a TWOLC file providing ortho-
graphic (phonological) rules for generating and analyzing wordforms. However, the
information contained in the LEXC files for stems is mainly limited to the base form,
the underlying representation and an inflectional class assignment; on the other hand,
the current Pite Saami lexical database contains significantly more information for
each entry, including e.g. translations, gradation patterns and stem extension pat-
terns, just to name a few categories. Because this extensive database exists and is
continually being corrected and supplemented, it is clearly preferable to extract the
relevant LEXC stem files from it, rather than adding these by hand on an individual
basis. The Pite Saami lexical database is managed using the database software File-
Maker Pro.⁵ While FileMaker Pro is hardly ideal from the point of view of likely all
computational linguists,⁶ FileMaker Pro databases can be highly complex, and this is
currently the structure the Pite Saami data is in. Although a better, open-source so-
lution is desired in the medium-term, for the time being, this is the tool used in the
project.

2 Pite Saami morphophonology and FST

While Pite Saami language structures may be represented in the corpus using various
transcription methods, every text in the corpus is at least transcribed using the current
standard orthography (as presented in Wilbur (2016b)).⁷ Entries in the lexicographic
database also use this standard. For this reason, this is also the transcription standard
which provides the character strings used for processing with FST.

As is true for all the Saami languages, paradigmatic stem alternations can be used
to define inflectional classes, and these are prevalent throughout the language’s in-
flected words.⁸ In addition to outlining the LEXC rules for the main open word classes
of nouns, verbs and adjectives, the main TWOLC rules intended for dealing with
the Pite Saami stem alternations in both consonants and vowels (including effects
of vowel harmony) will be presented briefly.

Aside from being stored and run locally, the resources presented in the following
sections are hosted by Giellatekno⁹ at the University of Tromso. The source doc-
uments (LEXC and TWOLC, among others) can be accessed at https://gtsvn.uit.no/
lantech/trunk/langs/sje/. Language technology tools for analyzing and generating
Pite Saami wordforms can be found online at http://giellatekno.uit.no/cgi/index.sje.
eng.html.

⁶Cf. Wilbur (2017) for both a description and a critique of FileMaker Pro as a lexical database.
⁷Note that there is no officially recognized orthography for Pite Saami. By the fall of 2017, both the
Norwegian and Swedish Saami parliaments indicated they intend to officially recognize a Pite Saami or-
thography in the near future. It remains to be seen to what extent any official Pite Saami orthography
will adhere to the orthography presented in Wilbur (2016b) (and the accompanying website at saami.uni-
freiburg.de/pdpl/savningregler/).
⁸An initial approach like this is presented for nouns, verbs and adjectives in the relevant chapters in
Wilbur (2014), but the present analysis goes beyond this, and is informed by continuing research that has
taken place since that publication.
⁹http://giellatekno.uit.no.
### Table 1: The main criteria for determining FST-Inflectional classes for Pite Saami nouns, including representative examples

<table>
<thead>
<tr>
<th>Noun class</th>
<th>Stem-final-C</th>
<th>Name</th>
<th>Syll.</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_EVEN</td>
<td></td>
<td>juällge</td>
<td>2</td>
<td>juolge</td>
</tr>
<tr>
<td>N_CONTR</td>
<td>✓</td>
<td>båtsoj</td>
<td>2</td>
<td>buhtsu</td>
</tr>
<tr>
<td>N_ODD</td>
<td>✓ ✓</td>
<td>árran</td>
<td>2</td>
<td>árrana</td>
</tr>
<tr>
<td>N_ODD_OPEN</td>
<td>✓ ✓</td>
<td>biena</td>
<td>2</td>
<td>biednaga</td>
</tr>
<tr>
<td>N_EVEN4</td>
<td>✓ ✓</td>
<td>mãođodak</td>
<td>3</td>
<td>mãođodaga</td>
</tr>
</tbody>
</table>

Table 2: An example noun paradigm, showing *juällge* 'leg/foot'.

<table>
<thead>
<tr>
<th>Case</th>
<th>Singular</th>
<th>Plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOM</td>
<td>juällge</td>
<td>juolge</td>
</tr>
<tr>
<td>GEN</td>
<td>juolge</td>
<td>julgij</td>
</tr>
<tr>
<td>ACC</td>
<td>juolgev</td>
<td>julgijd</td>
</tr>
<tr>
<td>ILL</td>
<td>juallgáj</td>
<td>julgijd</td>
</tr>
<tr>
<td>INESS</td>
<td>juolgen</td>
<td>julgijn</td>
</tr>
<tr>
<td>ELAT</td>
<td>juolgest</td>
<td>julgijst</td>
</tr>
<tr>
<td>COM</td>
<td>julgijn</td>
<td>julgij</td>
</tr>
<tr>
<td>ABESS</td>
<td>juolgedak</td>
<td>juolgedaga</td>
</tr>
<tr>
<td>ESS</td>
<td>juällgen</td>
<td></td>
</tr>
</tbody>
</table>

#### 2.1 LEXC inflectional classes for nouns

Noun lemmata are named using the nominative singular wordform, and thus entered in the database using this form. Example nouns and the information required to calculate the inflectional class for each class are presented in table 1, and an entire nominal inflectional paradigm for *juällge* 'leg/foot' is provided in table 2. The naming system for inflectional classes for nouns is based roughly on Saami linguistic tradition, and uses the terms *even* and *odd* (referring to the syllable count of the nominative plural form\(^\text{10}\)) and *contr* (for 'contracted' stems). Subdividing nouns into inflectional classes is done based on the syllable count of the base form (under ‘Syll.’ in table 2), and the behavior of a stem final consonant, if there is one at all (under ‘stem-final-C’). For lemmata with a stem final consonant, noun classes are further determined by whether the stem final consonant occurs in the nominal singular form and/or in the other paradigm slots. These features are sufficient to unambiguously assign any given noun lemma to the correct general inflectional class, and this is done using pattern recognition in the FileMaker Pro database (see §3). In fact, further subclasses arising due to morphophonemic alternations (such as consonant gradation and umlaut) and variation within Pite Saami also exist, but this somewhat simplified version fully illustrates the main functionality of the algorithm.

Some recent loan words with three or more syllables and with principle stress on the penultimate syllable (such as *antänna* ‘antenna’ or *universitähtta* ‘university’) initially may appear to deviate from this system. However, by simply treating the

\(^\text{10}\)In Pite Saami, the nominative plural form and the genitive singular forms are syncretic.
Table 3: The main criteria for determining FST-Inflectional classes for Pite Saami verbs, including representative examples

<table>
<thead>
<tr>
<th>Verb class</th>
<th>Syll.</th>
<th>j-ext</th>
<th>Lemma</th>
<th>3sg.prs</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>V_EVEN</td>
<td>2</td>
<td></td>
<td>båhtet</td>
<td>båhtá</td>
<td>'come'</td>
</tr>
<tr>
<td>V_CONTR</td>
<td>2 ✓</td>
<td></td>
<td>gullit</td>
<td>gullija</td>
<td>'fish'</td>
</tr>
<tr>
<td>V_ODD</td>
<td>3</td>
<td></td>
<td>ságastit</td>
<td>ságasta</td>
<td>'speak'</td>
</tr>
</tbody>
</table>

Table 4: An example verb paradigm, showing buälldet ‘ignite’. penultimate and final syllables as the stem, these behave in the same fully predictable manner as native lemmata.

2.2 LEXC inflectional classes for verbs

Verb lemmata are named using the infinitive wordform, and thus entered in the database using this form. Example verbs and the information required to calculate the inflectional class for each class are presented in table 3, and an entire verbal inflectional paradigm for buälldet ‘ignite’ is provided in table 4. As with the noun classes, the naming system for inflectional classes for verbs is based roughly on Saami linguistic tradition, and uses the terms even and odd (referring to the syllable count of the infinitive form) and contr (for ‘contracted’ stems). Subdividing verbs into inflectional classes is done based on the syllable count of the infinitive form (under ‘Syll.’ in table 3), and whether a stem extension is present in finite forms. These features are sufficient to unambiguously assign any given verb lemma to the correct general inflectional class, and this is done using pattern recognition in the FileMaker Pro database (see § 3).

Some recent loan words with three or more syllables and with principle stress on the penultimate syllable (such as adopterit ‘adopt’) initially may appear to deviate from this system. However, by simply treating the penultimate and final syllables as the stem, these behave in the same fully predictable manner as native lemmata. With this in mind, the only actual exceptions to the above classes are the copula verb (árrot in the infinitive, but with most inflectional forms based on an l- stem) and the negation verb (which lacks non-finite forms). As a result, the latter two verb lemmata are each in an inflectional class of their own.

¹¹Lemmata in the V_EVEN class are further subdivided based on the vowel of the second syllable, but these supplementary details are not shown here for reasons of simplicity.
Table 5: Morphophonological criteria used to determine assignment to adjective inflectional classes.

<table>
<thead>
<tr>
<th>Adjective class</th>
<th>Name</th>
<th>Predicative SINGULAR</th>
<th>Predicative PLURAL</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_BIVVAL</td>
<td>-is</td>
<td>ø</td>
<td>-a</td>
<td>bivvala</td>
</tr>
<tr>
<td></td>
<td>bivvalis</td>
<td>bivval</td>
<td></td>
<td>‘warm’</td>
</tr>
<tr>
<td>A_AMAS</td>
<td>wk</td>
<td>wk</td>
<td>str/-a</td>
<td>abmasa</td>
</tr>
<tr>
<td></td>
<td>amas</td>
<td>amas</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A_AAJDNA</td>
<td>ø</td>
<td>ø</td>
<td>ø</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ájdna</td>
<td>ájdna</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A_UNNE</td>
<td>-a</td>
<td>-e</td>
<td>-e</td>
<td>unne</td>
</tr>
<tr>
<td></td>
<td>unna</td>
<td>unne</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A_FIEROK</td>
<td>ø</td>
<td>ø</td>
<td>-a</td>
<td>fieroga</td>
</tr>
<tr>
<td></td>
<td>fierok</td>
<td>fierok</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A_GALMAS</td>
<td>str</td>
<td>wk/-s</td>
<td>str/-sa</td>
<td>galbma</td>
</tr>
<tr>
<td></td>
<td>galbma</td>
<td>galbmasa</td>
<td></td>
<td>‘cold’</td>
</tr>
</tbody>
</table>

Table 6: Selection of six inflectional classes for adjectives and the morphophonological features that distinguish them, including the representative examples.

2.3 LEXC inflectional classes for adjectives

The descriptions for noun and verb inflectional classes in the previous two sections show that assignment to inflectional classes in those cases are quite straightforward. While the morphophonology is rather complex, especially for nouns, the system is very consistent, and thus predictable. Indeed, the total number of classes is reasonable and clearly limited.

On the other hand, the morphophonological behavior of Pite Saami adjectives is quite the opposite, despite the fact that the basic adjective inflectional paradigm implemented in the current Pite Saami FST only consists of three slots: attributive, predicative singular and predicative plural (as opposed to 17 slots for nouns and at least 21 for verbs). As is the case with assigning inflectional classes to nouns and verbs, the morphophonemic behavior (as reflected in the orthographic representation) of a given adjective lemma throughout a paradigm is extracted; this includes stem alternations in the initial vowel slot and the consonant center (stem gradation), stem extensions, as well as the form of any discernible suffixes present. The possible values of the relevant morphophonological criteria are presented in table 5.

Table 6 provides a few examples of differing adjective paradigms in order to provide an impression for the variation in patterning. Wilbur (2014) sets forth nine adjec-

¹² Whether comparative and superlative forms are types of morphological derivation or inflection, and whether case-marked adjective forms which occur in elliptical constructions should be included in the core adjetival paradigm, are theoretical discussions well beyond the scope of the current paper.
tive inflectional classes,¹³ but the current analyses is well beyond that, and currently
has 28 inflectional classes, with new classes added on a fairly regular basis as new
adjectives are added to the database.¹⁴

To provide still another impression of how inconsistent adjectives are, the follow-
ing figures are provided anecdotally. At the time of writing, 99 adjective paradigms
have been deduced as part of ongoing analyses of the Pite Saami lexical database,¹⁵
and, based on this set, 28 different inflectional classes have been found.¹⁶ This number
is likely to increase since more adjective entries in the database have yet to be scruti-
nized, but even if it does not, the ratio of adjective inflectional classes to lemmata is
significantly higher than for nouns or verbs.

While historically, a -s-suffix may be posited as a marker for attributive forms
(Rießler, 2016, 215-228), this is clearly not a productive rule in Pite Saami.¹⁷ Not only
are there plenty of instances for attributive forms without such a suffix, but there are
examples for predicative forms with such a suffix. Any attempts to link stem mutation
patterns such as umlaut or consonant gradation to marking attributive forms is also
fruitless, since there are numerous counter examples.

In addition, variation in adjective wordforms is also more common and seemingly
random compared to noun and verb lemmata, and this makes it even more difficult
to assign adjectives to a specific inflectional class, as they often can belong to more
than one class. For instance, guhkke 'long' is the predicative form, while two different
attributive forms are found, in seemingly free variation: guhka and guhkes. Currently,
not enough is known about which adjectives are subject to such variation, so it is too
early to decide whether such lemmata should be considered belonging to a single
inflectional class with variation in its forms, or to two different lemmata, each in its
own inflectional class. For the time being, the latter analysis is preferred.

Ultimately, due to the lack of correlation between the 'basic' form of any given ad-
jective lemma (whether this is considered the predicative singular form, as is typically
the case in Saami lexicography, or the attributive form) and the inflectional class it
belongs to, each adjective lemma has to be assigned to an inflectional class manually.
Or, at a very minimum, the attributive form and the predicative form must be paired
manually, and the inflectional class extracted from these forms. This is a significant

¹³Wilbur (2014) uses the phrase 'correspondence patterns' (131) in a seeming attempt to avoid the term
inflectional class for adjectives altogether. Indeed, he claims that 'there is no clear or consistent mor-
phological relationship synchronically between attributive adjectives and the corresponding predicative
adjectives' (134).

¹⁴Note that this seeming lack of any consistency and higher frequency in variation for adjectives com-
pared to other open word classes is nothing specific to Pite Saami, but true for other Saami languages as
well; cf. e.g., the 25 inflectional classes posited for North Saami attributive adjective forms alone in Sammal-
lahti (1998, 71-73), the 12 inflectional classes posited for North Saami attributive adjective forms in Svonni
(2009, 75-76) (who also points out that "[D]en attributiva formen ... bildas (delvis) oregelmässigt" (74)), or
the claim by Rießler (2016, 201) that "the system of attributive and predicative marking is highly irregular
in the Saamic languages".

¹⁵This dataset formed the basis for the Pite Saami dictionary published as Bengtsson et al. (2016),
but is continually being revised, improved and expanded. It can be accessed at http://saami.uni-
freiburg.de/psdp/pite-lex/.

¹⁶Just as a comparison, the database contains 2437 noun lemmata in five inflectional classes, and 1642
verb lemmata in three inflectional classes.

¹⁷It is common in Saami linguistics to posit the predicative singular form as the base form; however, I
choose not to follow this tradition because of a complete lack of any consistent evidence in the synchronic
system to indicate that the attributive form can be predicted based on the predicative form. Indeed, both
predicative and attributive forms should be included as lexical entries in any lexicographic data collection,
as Svonni (2009, 74) points out for North Saami: "Den attributiva formen böjs alltså inte och bildas (delvis)
oregmässigt och brukar därför anges i ordböcker".
2.4 Morphophonological processes in TWOLC

As evidenced by the inflectional classes for nouns, verbs and adjectives described above, Pite Saami features complex morphophonology (as is typical for all Saami languages). In addition to marking certain morphological categories using suffixes, almost every wordform also features non-concatenative morphology in the form of stem alternations, both in the word-initial vowel slot and in the “consonant center” (the consonant slot between the first and second vowels of a Pite Saami foot\(^{18}\)). These two main morphophonological processes occur together, but operate on the initial vowel and the consonant center independently, and are referred to here as umlaut and consonant gradation; these are described here briefly. Umlaut is seen in the paradigmatic alternation of two vowel sets. In the one set, \(ua\) (and its allophone \(u\)) alternate with \(uo\), and in the other, \(\ddot{a}\) alternates with \(ie\), with the former set of each pair limited to wordforms in grade III. Consonant gradation is a similar alternation in principle, but concerns paradigmatic alternations in the segments in the consonant center. Here, a number of patterns are evident, all of which alternate at least in quantity, and sometimes in quality as well. For instance, a geminate can alternate with a singleton (\(rr\sim r\)), a preaspirated segment can alternate with its unaspirated equivalent (\(hp\sim b\)), or a tripartite consonant cluster can alternate with a bipartite cluster, thereby losing its middle member (\(jbm\sim jm\)).\(^{19}\) For more details on Pite Saami morphophonology, see Wilbur (2014, 74–79).

In addition, there is one phonological feature significant enough to mention here, partly because it is reflected in orthographic forms: regressive phonological assimilation. It is referred to as vowel harmony, and only applies within a prosodic foot. In this, a closed back vowel (\(i\) or \(u\)) in the second vowel slot triggers raising of the initial vowel. The choice of the resulting vowel depends on the base vowel affected by the harmony; the possibilities are presented in figure 1.

To analyze and generate these morphophonological alternations and the phonological rule as represented by orthographic character strings in FST, a Two-Level

---


\(^{19}\)In the actual phonetic realization of this third type, the second member is always pronounced as an unreleased plosive homorganic with the third consonant in the cluster, e.g. [jpm] for <jbm>.

\(^{20}\)Note however that the description of vowel harmony on pages 79–81 in Wilbur (2014) is correct in its essence, but does not accurately reflect the status of this phenomenon as being truly phonological.
Tag | Function
--- | ---
ˆWG | require weak grade
ˆG3 | require grade III
ˆUAUML | trigger ua diphthong
ˆIJ | V2-e becomes i
ˆV2O2U | V2-o becomes u
ˆV2E2AA | V2-e becomes á
ˆCDEL | delete stem final consonant

Table 7: Pite Saami TWOLC morphophonological triggers and their functions.

Compiler (TWOLC) is used (Beesley and Karttunen, 2003). Triggers are defined which cause these alternations, and are assigned to morphological slots in the definition files of the various inflectional classes (the LEXC affix files). For instance, weak grade is represented in the input by the tag ˆWG, and since specific choices for an umlaut vowel or a consonant set align with weak grade, this tag is introduced in the relevant slots in the inflectional class definitions. For example, for the nominal inflectional class N_EVEN, this means that nom.pl, gen, acc, ill.pl, iness, elat, com and abess slots include the tag ˆWG. A list of the triggers and their functions is found in table 7. A more thorough example is provided below in §2.5.

In summary, the Pite Saami TWOLC file contains 13 rules for implementing the various consonant gradation patterns, 5 rules for umlaut, and one for vowel harmony. In addition, there are supplementary rules for deleting a final consonant, selecting the voiceless variant of a final plosive, and triggering slot-specific vowel alternations in the second vowel slot.

2.5 Implementation example

In this section, a selection of TWOLC and LEXC code examples are provided to illustrate how morphophonology is implemented in the Pite Saami FST. Specifically, the generation of an accusative plural form jävrijd for the noun lemma jávvre 'lake' is presented.

To begin with, the code presented in figure 2 is the entry in the LEXC noun stem file. This provides the upper and lower forms for the lemma,21 the assignment to the nominal inflectional class N_EVEN, and an English translation (just as a reference).

jávvre:jávvre N_EVEN "lake" ;

Figure 2: Code snippet for an example noun stem entry in the LEXC lexicon

From here, the LEXC nominal affix file adds inflectional tags and suffixes to the upper and lower forms, respectively, as shown in the code presented in figure 3. Here, the continuation classes mark the form to be generated as being a noun (+N) in plural accusative (+Pl+Acc) with a suffix -jd (added in two steps). Furthermore, it is morphophonologically characterized by weak grade using the tag ˆWG, and as subject to a raising of the second vowel slot’s vowel using the tag ˆIJ.

---

21In this example, the entry is redundant because both the upper and lower sides are identical. However, since many Pite Saami lemmata do not have identical upper and lower representations (cf. e.g. the examples in 1, 2 and 3 below), all entries contain both sides explicitly, even when redundant.
LEXICON N_EVEN
+N:^WG N_EVEN_WK ;
LEXICON N_EVEN_WK
:^IJ%>j N_EVEN_J ;
LEXICON N_EVEN_J
+Pl+Acc:d ENDLEX ;

Figure 3: Code snippet for continuation classes adding accusative plural morphology to N_EVEN nouns in the LEXC lexicon

For this example, three morphophonological rules stored in the TWOLC file are relevant; these are presented here. The rule named "Consonant Gradation for xxy:xy" in figure 4 deals with the alternation in the stem’s consonant center. Here, when

"Consonant Gradation for xxy:xy"
Cx:0 <= Vow:+ Cx _ Cy Vow:+ Cns:* %^WG: ;
   where Cx in ( ŋ ŋ ŋ v v v v v v v )
   Cy in ( g k n d j k l r g s )
   matched ;

Figure 4: Code snippet for a consonant gradation rule for the pattern xxy:xy

matched pairs of characters for which the first character is doubled, the second instance of the doubled character is deleted when preceded by a vowel as well as followed by a vowel, an optional consonant, and, crucially, a "WG tag. In the example, the antepenultimate set is present: v and r in the lemma játvre, so the second r is deleted, resulting in a consonant center rv.

The treatment of vowel characters requires two steps in this example. Initially, the vowel in the second vowel slot is altered from e to i²³ by the rule named "V2 E to I before j-suffixes" and presented in figure 5. This occurs when preceded by at least

"V2 E to I before j-suffixes"
e:i <= Vow:+ Cns:+ _ %^IJ:0 ;

Figure 5: Code snippet for the raising of the second vowel triggered by certain suffixes featuring a -j-segment

one consonant and at least one vowel character, and, crucially, when followed by a "IJ tag. As a result, the e in the example játvre becomes i.

The resulting i in the second vowel slot then provides the input for the general vowel harmony rule, which is called "Default VH" and is presented in figure 6. For this rule to take effect, a vowel character from a subset represented by the tag VHtrig and defined in the TWOLC file to consist of [e:i | i | o:u | u ] in a word’s second vowel slot must be present.²⁴ This then triggers an alternation in the initial vowel

²²Note that the set of character pairs in this rule is in fact much longer, but for reasons of space, it has been shortened significantly in figure 4.
²³Phonologically speaking, the vowel is raised.
²⁴In the rule in figure 6, the tags # and .#, require a word or compound boundary at the left edge, thus restricting the affected slot to the initial vowel position.
"Default VH"
Vx:Vy <=> [#|.#.] Cns:* _ Cns:+ VHtrig Cns:* Vow:* %>:0 ;
where Vx in ( á a ä å )
Vy in ( ä i e u )
matched ;

Figure 6: Code snippet for the vowel harmony rule (regressive vowel height assimilation in the initial vowel slot with i/u in the second vowel slot)

The Pite Saami lexical database, which is the source of the LEXC files, is currently a FileMaker Pro database. While this GUI-based software is far from the ideal choice for programmers or coders, in it essence, it successfully allows one to keep complex relational data sets.²⁵ The program has its own powerful but cumbersome GUI-based scripting methodology, and this is used to extrapolate inflectional class assignments for nouns, verbs and adjectives. The ability to export the database into XML format makes it possible to then use XSLT to transform the data into the desired plain-text output structure, which, in this case, is a LEXC stem file.²⁶

3 Determining inflectional classes with FileMaker Pro

The Pite Saami lexical database, which is the source of the LEXC files, is currently a FileMaker Pro database. While this GUI-based software is far from the ideal choice for programmers or coders, it is essentially, it successfully allows one to keep complex relational data sets.²⁵ The program has its own powerful but cumbersome GUI-based scripting methodology, and this is used to extrapolate inflectional class assignments for nouns, verbs and adjectives. The ability to export the database into XML format makes it possible to then use XSLT to transform the data into the desired plain-text output structure, which, in this case, is a LEXC stem file.²⁶

3.1 Automatic inflectional classes for nouns and verbs

While stem alternations in word forms within inflectional classes for nouns and verbs are complex, they are also surprisingly systematic, as indicated in §2.1 and §2.2 above. In almost every case, membership in a specific inflectional class can be derived exclusively from the shape of the citation form. As a result, it is possible to set up algorithms which automatically assign lemmata to the correct inflectional class.

Here, the basic process is explained. While the lexical database contains more than just citation forms,²⁷ only entries corresponding to the citation form of a lemma (in other words, nominative singular for nouns and infinitive for verbs) are subject to evaluation to begin with. In an initial script, nouns and verbs are identified based on the value in the part-of-speech field. The syllable count of each entry is determined automatically with a script that counts vowel grapheme and grapheme combinations.

²⁵Cf. Wilbur (2017, 305-307) for a discussion of advantages and, crucially, disadvantages to using FileMaker Pro as a lexical database, or indeed for any data set.
²⁶Note that, while an XLT stylesheet can be applied automatically during export from FileMaker Pro, it is only possible using the outdated version 1.0 of XSLT.
²⁷Because the source of the majority of the entries in the database is a group of native speakers without any training in linguistics or lexicography, a not insignificant number of entries consist of inflected forms or sometimes entire phrases.
Then, lemmata are further divided into groups based on the syllable count (groups of bisyllabic and trisyllabic lemmata).

Then, for nouns, the existence of a stem-final consonant is determined, and whether this is present in the nominative singular form (the entry itself) and/or in oblique case-number paradigm slots. This is sufficient to allot the main nominal inflectional classes (as portrayed in table 1), but sub-classes for inflectional patterns reflecting more specific morphophonological alternations (such as stem final -e- alternating with stem final -á-) are assigned based on unicode string values of stem-final segments.

For verbs the process is even more straightforward. Trisyllabic verbs are assigned to class V_ODD, bisyllabic verbs with a stem extension are in class V_CONTR and all others are in V_EVEN, as illustrated in table 3. Membership in the further sub-classes can be determined unambiguously based on the vowel immediately preceding the -t infinitive suffix.

Compounds are marked by hand in the database, and the resulting inflectional classes are determined based only on the final compound element. A compound boundary is inserted which prevents phonological rules (TWOLC) from applying before it.

With the above process in mind, a noun or verb lexical entry can clearly be assigned to the correct inflectional class. Then, a few other smaller FileMaker Pro scrips extract the appropriate form for the LEXC database files in preparation for exporting. Thus a noun entry such as biena 'dog', which has a bisyllabic stem and lacks a stem-final consonant, is correctly identified as belonging to N_ODD. The right and left sides of the LEXC entry are thus calculated in FileMaker Pro as biena and biednag. Similarly, the verb gullit 'fish', which has a bisyllabic stem in the infinitive but a -j-extent for the stem in a number of paradigm slots, is assigned to the V_CONTR class. These data and the English translation are then exported from FileMaker Pro into XML. In the export process, an XSLT style sheet is applied so that the lines in (1) and (2) are included in the appropriate LEXC stem files:

(1) biena:biednag N_ODD "dog" ;

(2) gullit:gul'li V_CONTR "fish" ;

3.2 Semi-automatic inflectional classes for adjectives

As described in detail in §2.3, the morphophonology of Pite Saami adjectives is, on a lexeme-by-lexeme basis, equally complex with that of nouns and verbs, but the assignment of adjectives to inflectional classes is significantly less transparent. This is due not only to common variation among speakers, but also to the vast number of classes, despite the fact that adjective paradigms only have three slots in their most basic form. Partly because of this variation and mainly due the lack of any consistent correspondence of morphophonological behavior across paradigms, it is not possible to automatically assign inflectional classes to adjective lemmata based on the form of the lexeme itself.²⁸

Note that it is possible to separate adjectives into a (seemingly) limited set of inflectional classes (currently 28), but, crucially, membership in a specific class cannot

²⁸As mentioned above, the question as to whether the attributive form or the predicative form should be considered representative for a given adjective lemma is in fact impossible to answer in a satisfactory way (at least synchronically) due to the lack of any consistent correspondence between the two forms; this will therefore not be further addressed here.
be derived from the representative lemma form, syllable count and another data category. While the citation form of nouns and verbs is sufficient for inflectional class assignment in those cases, both the predicative singular and the attributive forms of a given adjective have their own entry in the Pite Saami lexical database (although in cases where these forms are the same, there is only one entry, and this is marked as being valid for both paradigmatic slots). Once the assignment to a specific class is set, then other wordforms (such as the predicative plural) can be derived (in a computational sense, not morphologically) using the LEXC adjective affix file. For purely practical purposes, the predicative singular form is used as the base for calculating the entry in the LEXC adjective stem file.

To deal with the lack of derivable assignability, the current solution in the File-Maker Pro lexical database consists of two steps. First, inflectional classes are defined in a related database table. Second, attributive and predicative singular forms are assigned to the correct inflectional class on an individual basis. Once inflectional classes are assigned, then the LEXC stem file can be updated automatically by exporting to XML and applying an XSLT style sheet, just as for noun and verb lemmata. Due to the unpredictable nature of adjectives, processing them requires more manual work. But ultimately, an adjective entry such as årâs ‘new’, which has an attributive form årrâ (strong grade, without a stem-final consonant), a predicative singular form årâs (weak grade, with a stem-final consonant) and a predicative plural form årrâsâ (strong grade, with a stem-final consonant and plural-marking -a suffix), is classified as belonging to A_GALMAS, even though this is done manually. The right and left sides of the LEXC entry are thus calculated in FileMaker Pro as gałmas and gałbma, and the result is a line in the LEXC adjective stem file, as shown in (3).

\[
\begin{align*}
\text{(3) } & \text{ galmas:galbma A_GALMAS "cold" ;}
\end{align*}
\]

While the LEXC file is created automatically, the actual assignment to the correct inflectional class is a manual process, and thus the process is semi-automatic.

## 4 Summary and implications

In this paper, I have outlined how inflectional classes can be determined for the main open word classes in Pite Saami (nouns, verbs and adjectives), and how class assignment can be computed using a FileMaker Pro lexical database. Noun and verb morphophonology is quite complex, but is easily predictable based on the representative lemma form, syllable count and stem-final consonant behavior. Adjectives, on the other hand, are equally complex, but not reliably assignable to a specific adjective inflectional class, and thus require manual assignment. Furthermore, I have covered the basic phonological rules as implemented in TWOLC for Pite Saami. Regardless of how inflectional class assignment occurs, LEXC files can be extracted on an ongoing basis from the lexical database in expanding and supplementing the potency of the Pite Saami FST generator and analyzer.

While the FST backbone is certainly nothing new, its successful implementation for Pite Saami is an important step towards not only recognition of Pite Saami as an official Saami language in Norway and Sweden, but also for other revitalization efforts that are based on language technology (such as spell checkers and pedagogical tools). The language technology infrastructure is not entirely complete at this stage; for instance, closed word class LEXC files need updating and expanding, and a
constraint grammar implementation for reliably avoiding unnecessary wordform ambiguities in Pite Saami texts is only in its embryonic stages. Nonetheless, the current set of tools is already being used successfully to automatically annotate tokens in the Pite Saami corpus of both spoken and written texts by adding lemma, part of speech, morphophonological categories and English glosses. While using FileMaker Pro is hardly an ideal solution, it is clearly an effective one in this particular case. Continued improvement and refinement of the Pite Saami language technology infrastructure should prove to be useful for both the language community and linguistics research in the future.

Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABESS</td>
<td>abessive case</td>
</tr>
<tr>
<td>ACC</td>
<td>accusative case</td>
</tr>
<tr>
<td>COM</td>
<td>comitative case</td>
</tr>
<tr>
<td>ELAT</td>
<td>elative case</td>
</tr>
<tr>
<td>ESS</td>
<td>essive case</td>
</tr>
<tr>
<td>FST</td>
<td>Finite State Transducer</td>
</tr>
<tr>
<td>GEN</td>
<td>genitive case</td>
</tr>
<tr>
<td>ILL</td>
<td>illative case</td>
</tr>
<tr>
<td>IMP</td>
<td>imperative mood</td>
</tr>
<tr>
<td>IND</td>
<td>indicative mood</td>
</tr>
<tr>
<td>INESS</td>
<td>inessive case</td>
</tr>
<tr>
<td>-j-ext</td>
<td>-j- stem extension</td>
</tr>
<tr>
<td>NOM</td>
<td>nominative case</td>
</tr>
<tr>
<td>ø</td>
<td>no overt marker (zero morpheme)</td>
</tr>
<tr>
<td>PL</td>
<td>plural</td>
</tr>
<tr>
<td>PRS</td>
<td>present tense</td>
</tr>
<tr>
<td>PRT</td>
<td>past tense (preteritum)</td>
</tr>
<tr>
<td>SG</td>
<td>singular</td>
</tr>
<tr>
<td>str</td>
<td>strong grade</td>
</tr>
<tr>
<td>syll.</td>
<td>syllable count</td>
</tr>
<tr>
<td>V</td>
<td>vowel segment</td>
</tr>
<tr>
<td>wk</td>
<td>weak grade</td>
</tr>
</tbody>
</table>

References


Ciprian Gerstenberger, Niko Partanen, Michael Rießler, and Joshua Wilbur. 2017. In-


Analysing Finnish with word lists: The DDI approach to morphology revisited

Atro Voutilainen
FIN-CLARIN
University of Helsinki
atro.voutilainen@helsinki.fi

Maria Palolahti
FIN-CLARIN
University of Helsinki
maria.palolahti@helsinki.fi

Abstract

Morphological lexicons for morphologically complex languages provide good text coverage at the cost of overgeneration, difficulty of modification, and sometimes performance issues. Use of simple, manageable lexicon forms – especially lists – for morphologically complex languages may appear unviable because the number of possible word-forms in a morphologically complex language can be prohibitively high. We created and experimented with a list-based lexicon for a morphologically complex language (Finnish), and compared its coverage with that of a mature morphological analyser on new text in two experimental settings. The observed smallish difference in coverage suggests the viability of using simple and easy-to-modify list-based lexicons as an initial part of morphological analysis, to increase developer control on the vast majority of input tokens.

Tiivistelmä

1 Introduction

In NLP, a text analysis pipeline usually contains a basic component for lexical analysis: provision of a lexical analysis (or several, in case of lexical ambiguity) to tokens (word-like units). The knowledge base used by a lexical analyser can consist of a long (but simple) list of tuples (e.g. word-form, lemma, tags for POS and inflection) or of a complex morphological lexicon (lexical entries, inflectional or derivational morphemes, rules for combining these to account for correspondences between surface forms and lexical forms and rules for adding appropriate grammatical tags to the lexical analyses).

In a festschrift to a notable researcher in finite state morphology, Ken Church (2005) somewhat provocatively argues for a DDI (“don’t-do-it”) approach to morphology: though traditionally a practical memory-sparing necessity for morphologically complex languages, lexical analysis with rule-based morphological lexicons tends to produce, as a side effect, spurious analyses that compromise the utility of the NLP pipeline in practical applications. Church gives examples from text-to-speech synthesis, information retrieval, part-of-speech tagging and spelling correction as support for his argument for a simple list-based lexical analysis. In the absence of a list-based lexicon, the application designer may skip the use of a linguistic lexical component altogether in favour of a more simplistic technique, as Kettunen (2013) has shown in the case of an IR system.

The authors of this paper have worked with linguistic models for Finnish NLP (morphology, tagging, syntax) in the symbolic/linguistic (rather than statistical/ML) paradigm. Though we are sceptical about adopting the DDI approach as such to morphology or other levels of linguistic analysis, we accept that there is a grain of truth in Church’s argument about morphology: use of a full-fledged morphological lexicon for analysing a morphologically complex language can compromise developer control over the resulting analysis. Modifying a complex morphological lexicon for satisfactory analysis from the application point of view may be unrewarding even for an experienced linguist; for those inexperienced in morphology (i.e. most of the application builders) the only options may be either using the morphological lexicon as such (with all its undesirable side effects) or looking for other solutions to replace linguistic components entirely.

Methods to increase control over lexical analysis to facilitate successful integration in practical applications should be of interest to computational linguists, too. A list-based lexicon is arguably simple and easy to manipulate without the risk of unwelcome side effects. Should a list-based lexicon work on a morphologically complex language (in this case, Finnish) with a reasonable coverage, inclusion of a list-based, easy-to-manage lexicon (e.g. as a first part of morphological analysis) might be a user-friendly option to increase usability of an NLP pipeline in an application.

We are not aware of studies on attempting to generate and evaluate extensive list-based lexicons for morphologically complex languages. In this paper, we report generation of a large list-based lexicon for Finnish, and compare its performance to that of a mature linguistic morphological analyser in the analysis of new text. We also report a part-of-speech tagging experiment with the two alternative lexical analysers to get some data on how the use of a list-based lexicon affects tagging accuracy.

Next, we review some data on Finnish morphology and lexicons and consider options to generate a list-based lexicon.
2 Issues with a morphological lexicon

A full-scale morphological lexicon for a morphologically complex language has the desirable property for the application developer in that it enables recognition and analysis of a high percentage of the word-forms of the language, though the language has a very large number of potential word-forms. Unfortunately, there are also some features related to morphological lexicons and their development or maintenance that make morphological lexicons less desirable for application developers.

- **Overgeneration.** Even though a mature morphological analyser provides a correct and useful analysis to most of its input, full account for inflection, derivation and compounding in the morphological grammar also tends to result in semantically/ontologically spurious analyses, use of which is likely to compromise application performance. As an example, here is a morphological analysis for the Finnish sentence *Lisäaineisiin kuuluu niin askoriinihappo kuin myös beetakaroteenikin*. (Additive substances include not only ascorbine acid but also beta-carotene):

```plaintext
"<Lisäaineisiin>"
  "lisäaine" N Pl Ill #2
  "lisäaineinen" A Pl Ill #2
  "lisäaineisi" N Sg Ill #3
  "lisäaineisä" N Pl Ill #3

"<kuuluu>"
  "kuulua" V Act Ind Pres Sg3 #1
  "kuuluu" Adv #1
  "kuuluu" N Sg Nom #2

"<niin>"
  "ne" Pron Dem Pl Ins #1
  "niin" Adv Dem #1
  "niin" Adv #1
  "niin" CCM #1

"<askoriinihappo>"
  "askoriinihappo" N Sg Nom #2

"<kuin>"
  "kui" N Pl Ins #1
  "kui" N Sg Gen #1
  "kuin" Adv #1
  "kuin" CC #1
  "kuin" CS #1
  "kuu" N Pl Ins #1

"<myös>"
  "myödä" V Act Imprt Sg2 S #1
  "myös" Adv #1
  "myös" CC #1

"<beetakaroteenikin>"
  "beetakaroteeni" N Sg Nom Kin #2

"<.>"
  "." Pun
```
Along with conventional analyses, the Omorf analyser (Pirinen, 2015) also provides rather implausible alternatives that challenge downstream processing, such as:

- side effects of compounding: "lisäaineisi" (additive substance daddy), "lisäaineisä" (additive substance father), "kuuluu" (moon bone)
- side effects of inflection: "ne" (by means of those), "kuu" (by means of moons).
- inclusion of non-standard Finnish in the lexicon, e.g. spoken and archaic varieties: "kui" (how), "myödä" (sell)

• Complexity. Developers of morphological lexicons usually are fully aware of the problems of overgeneration, and make efforts to keep overgeneration in control without too heavily sacrificing the recognition rates. As morphological lexicons for languages like Finnish tend to be complex in any case, fixing encountered problems in the morphological lexicon is probably not an option for the casual application developer: uninformed changes to the organisation of the lexical classes are likely to produce undesired side effects in other parts of morphological analysis.

• Performance issues. Though morphological lexicons are typically run with machines that use finite-state technology known for its efficiency, the resulting morphological analysers are not necessarily particularly competitive in terms of analysis speed. The performance cuts may result from the excessive size of the finite-state automata as well as from use of external processing to circumvent morphology-internal management limitations.

• Lack of standard. If the morphological lexicon is developed or maintained (in an open-source environment) without a strict adherence to a well-documented standard, there is also the risk that an update to the morphological lexicon contains undocumented changes to some mid- or high-frequency lexical classes or morphology that silently change subsequent processing results for the worse. Given that there is a management/control problem with complex morphological lexicons, there is a need for a simple, manageable solution, such as the lexicon as an enumeration of word-forms with their lemmas and morphology. With improvements in computing resources, the list-form lexicon – even for a morphologically complex language – may be an option, as Church (2005) actually suggests.

How should a list-form lexicon for a language like Finnish be used? Church argues for lists as a stand-alone component for lexical analysis (no morphology is needed). Our view is less extreme: also morphological lexicons are useful and needed, e.g. to support creation of an initial (unedited) list-based lexicon, and to provide an analysis to tokens not recognised by the list lexicon.

The main question so far is, whether it is an option in the first place to generate a useful list-based lexicon for a morphologically complex language like Finnish. Koskenniemi (2013) provides some well-known statistics about Finnish:

• The inflectional system in Finnish morphology is complex. Each Finnish noun has about 2,000 inflections; each adjective, 6,000; each verb, close to 20,000.
• A rich derivational morphology as well as a fairly liberal compounding mechanism takes the complexity to much higher levels.
Given a lexicon with a moderate number of basic lexical entries (a few hundred thousands rather than millions) and an artificial limitation to four-part compounds, the number of legitimate word-forms in Finnish is already a septillion ($10^{24}$).

Technically, a list-based lexicon this long could perhaps be generated using a morphological lexicon as a word-form generator, but this is not a practical option. Our contribution is to show:

- that a raw (unedited) list-based lexicon for a morphologically complex language (Finnish) focusing on actually-occurring word-forms in text corpora can be made with a mature morphological analyser;
- and that the resulting list-based lexicon can be used to provide a high text coverage, if not quite as high as that available from use of a full morphological analyser.

Next, we report compilation of a list-based lexicon for Finnish by using text corpora and the Omorfi morphological analyser. We can view this automatically generated list as a "raw" list lexicon that could serve as a starting-point for modifications (addition of new information, deletion of unwanted analyses, etc.) needed for adapting lexical analysis to further uses. Then, we report comparison of the recognition rate of the resulting raw list-based lexicon with that of the Omorfi analyser itself on new text (including a comparison from a POS tagging perspective).

Finally, we discuss whether this kind of corpus-oriented list-based lexicon reaches an interesting recognition rate to serve as a basis for further work. Our aim in this paper is not to go into the kinds of modification potentially needed for adapting lexical analysis to an application or another; instead, the raw list lexicon is made publicly available with the publication of the IWCLUL proceedings in ACL Anthology.

3 Generation of list-based lexicon

3.1 Method

Freely available collections of Finnish text were downloaded from the Web; sentence extraction and tokenisation was performed; a word list was generated from the tokenised sentences (even tokens that occurred only once in the corpus were included). The word-list was analysed with the Omorfi morphological analyser; the analysed tokens were submitted to non-contextual disambiguation for pruning out analyses with more compound boundaries ("#1" for non-compounds, "#2" for two-part compounds, etc.) than an alternative analysis for the token in question has. The tokens with the compound-wise simplest analyses were converted into a list.

For example, the word-form *edustavien* is analysed by Omorfi as three-ways ambiguous (the first two are non-compounds - a participle and an adjective for "representative"; the last one is a compound noun *edus* (frontside) *tavi* (common teal)):

```
edustavien
"edustaa" V Act PcpVa Pl Gen #1
"edustava" A Pl Gen #1
"edustavi" N Pl Gen #2
```

*five- and six-part compounds are not very uncommon either*
In this case, a spurious reading can be safely discarded with this heuristic (assuming most lexicographers would reject an entry for the Finnish equivalent of frontside common teal). The first two readings are then converted into entries for inclusion in the list lexicon, e.g:

edustavien~ "edustaa" V Act PcpVa Pl Gen
edustavien~ "edustava" A Pl Gen

3.2 Corpus data

The downloaded corpora from which the tokens were extracted were the following:

- Finnish Wikipedia (fiwiki*pages-articles.xml.bz2)
- EUBookshop corpus for Finnish, from the Opus corpus (Tiedemann, 2012)
- Europarl corpus (Koehn, 2005)
- Suomi24 corpus (unmoderated Finnish-language discussion forum, containing a large amount of informal Finnish and typos)
- FiWaC corpus (Ljubešić et al. 2016)

In all, the extracted sentences contain close to 3 billion tokens.

3.3 List lexicon

The resulting raw list lexicon contains 9.74 million entries for all parts of speech (file size: 443MB). Compared with the number of entries in a morphological lexicon, a list lexicon of ten million entries is very large. Compared with the estimated number of potential word-forms in Finnish (a septillion, see above) ten million is almost non-existent.

4 Evaluation 1: coverage of lexical analysers

4.1 Method

The test texts were tokenised by a tokeniser for Finnish before submitting them to the lexical analysers used in the comparison. This enables identical tokenisation and easier comparison of the lexical analysers without compromising performance of either analyser. The tokenised texts were then submitted to lexical analysis. Coverage rates (percentage of tokens analysed for each lexical analyser) were calculated. The tokens that received an analysis only from the morphological analyser (but not from the list-based analyser) were extracted, counted and classified into compounds and non-compounds (most of the tokens without analysis were compound nouns).

4.2 Analysers

As morphological analyser, we used the freely available Omorfi morphological lexicon (Pirinen, 2015) in connection with the HFST package (Lindén et al. 2009). Omorfi is a wide-coverage mature lexicon and morphological grammar that has been developed and refined for several years. The morphological description for Finnish closely
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follows the state-of-the-art descriptive grammar *Iso suomen kielioppi* (Hakulinen et al. 2004).

The list-based Finnish lexicon was run with a simple Perl program. It takes about 19 seconds for the Perl program to parse the large list-based lexicon; lexical analysis itself is reasonably fast, based on the data structure used.

4.3 Test data

The test data consist of news articles and columns from YLE (Finland’s national public service broadcasting company) and OKM (Ministry of education and culture). In all, the test data contain 25,503 tokens. The data were shuffled at the sentence level for copyright reasons.

4.4 Results from evaluation 1

- **Recognition rates.** The Omorfi analyser gave an analysis to 98.8% of the tokens (25,193 tokens out of 25,503). The list-based analyser gave an analysis to 97.1% of the tokens (24,772 tokens out of 25,503).

- **Differences.** There were 421 tokens in the test data that received an analysis from Omorfi but not from the list-based analyser. Of these 421 tokens, 359 (85.3%) are compounds (compound nouns for the most part). As a point of comparison, only 4.5% (1150) of the tokens in the whole test corpus were compounds. The compounding mechanism seems to be the most important source of gaps in the coverage of the list-based lexicon, relative to the morphological lexicon.

- **Speed of lexical analysis** on a HP Elitebook laptop (Intel Core i5-4300U CPU @ 1.90GHz × 4, with 15.3 GiB of memory) with Ubuntu Linux. Omorfi: about three thousand tokens per second. List analyser: about 1.5 million tokens per second.

5 Evaluation 2: morphological disambiguation with lexical analysers

In this second evaluation, we looked at how the use of a list-based lexicon affects performance of a linguistics-based constraint tagger on the test text used in the previous evaluation.

5.1 Grammars

The grammars run on the morphologically analysed sentences were written by Maria Palolahti as a part of an ongoing project, the documentation and results of which will be published later. The grammars are based on the Constraint Grammar framework (Karlsson et al. 1995); the parsing software used is vislcg3 (Bick and Didriksen, 2015).

Before ambiguity resolution proper, a local heuristic CG was applied for adding morphological analyses to tokens not analysed by the lexical analyser. In the CG

available at http://visl.sdu.dk/~eckhard/analyzer.pl
formalism, a typical APPEND rule adds a lemma and a morphological analysis to a token based on the form of the token itself and/or its local syntactic context. For instance, a token with an apparent genitive ending that is followed by a postposition may be analysed as a noun in the genitive. Specific APPEND rules are followed by default APPEND rules to ensure that all tokens get an analysis before disambiguation starts.

Morphological disambiguation is based on constraints that operate on a combination of lexical and morphological information. Constraints are grouped as subgrammars ordered on the basis of the linguistic phenomenon to be resolved and on the basis of their reliability. A mature CG typically contains a few thousand constraint rules that resolve a large majority of the ambiguity in the input with a low error rate, to make further levels of analysis and use feasible. The grammars used in the present experiment contain several thousand constraints.

5.2 Method

The two CGs were run in sequence on the outputs of the two lexical analysers. The disambiguated text versions were compared to each other using the Linux "sdiff" program. The differences were examined one by one by the first author. Those cases where only one of the systems produced a correct analysis were marked to indicate, which pipeline produced the correct analysis. The symbol "O|" indicates the pipeline with the Omorfi morphological analyser produced the correct analysis; "L|" indicates that the correct analysis was produced by the pipeline with the list-based lexical analyser.

<table>
<thead>
<tr>
<th>List-based analyser</th>
<th>Morphological analyser (Omorfi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaipaan V_Act_Ind_Pres_Sg1</td>
<td>Kaipaan V_Act_Ind_Pres_Sg1</td>
</tr>
<tr>
<td>valoa N_Sg_Par</td>
<td>valoa N_Sg_Par</td>
</tr>
<tr>
<td>, Pun</td>
<td>, Pun</td>
</tr>
<tr>
<td>kevyitä A_Pl_Par</td>
<td>kevyitä A_Pl_Par</td>
</tr>
<tr>
<td>vaatteita N_Pl_Par</td>
<td>vaatteita N_Pl_Par</td>
</tr>
<tr>
<td>, Pun</td>
<td>, Pun</td>
</tr>
<tr>
<td>torikahveja N_Sg_Nom</td>
<td>O</td>
</tr>
<tr>
<td>ja CC</td>
<td>ja CC</td>
</tr>
<tr>
<td>pehmeiden A_Pl_Gen</td>
<td>pehmeiden A_Pl_Gen</td>
</tr>
<tr>
<td>iltojen N_Pl_Gen</td>
<td>iltojen N_Pl_Gen</td>
</tr>
<tr>
<td>vaivattomuutta N_Sg_Par</td>
<td>vaivattomuutta N_Sg_Par</td>
</tr>
<tr>
<td>. Pun</td>
<td>. Pun</td>
</tr>
</tbody>
</table>

For instance, in the above example sentence Kaipaan valoa, kevyitä vaatteita, torikahveja ja pehmeiden iltojen vaivattomuutta (I miss light, light clothes, coffee in the market place and the ease of soft evenings) the compound torikahveja (market coffees) was analysed differently by the two pipelines. The analysis by the Omorfi pipeline (Noun Plural Partitive) was marked as correct with the "O|" tag. The differences were then counted and analysed.

5.3 Results from evaluation 2

In the 25,503 tokens in the test data, there were 254 tokens that received a correct analysis from one tagging pipeline but not from the other. As can be expected, the differences were unequally divided:
• Of the differences, 220 were such that the pipeline with the Omorfi morphological analyser has the correct reading and the other pipeline with the list-based lexicon has not (i.e. the local CG that adds new lemmas and analyses to out-of-vocabulary words made a misprediction).

• Of the differences, 34 were such that the pipeline with the list-based analyser has the correct reading and the other pipeline with the Omorfi analyser has not.

In terms of analysis correctness, the pipeline with the Omorfi analyser thus has 186 (220 minus 34) fewer misanalyses than does the pipeline with the list-based lexical analyser (difference between the two pipelines: 0.7%).

The majority of the misanalyses resulted from an incorrect analysis by the local heuristic grammar. To a much smaller extent, there were also at least two other types of error:

• **Domino effect:** a token analysed correctly by both lexical analysers was disambiguated incorrectly due to misanalysis of a word in the context by the heuristic APPEND grammar

• **Rule order:** the two lexical analysers sometimes provide the alternative analyses to a token in a different order, which can affect the application order of CG disambiguation rules and result in different analyses (especially when there is a mispredicting disambiguation rule in the grammar).

6 Discussion and future work

We have shown that a simple operable list-based lexicon with a text coverage nearly equal to that of a morphological lexicon can be generated with a mature morphological analyser by focusing on actual tokens found in large text corpora (instead of attempting to enumerate all possible word-forms in the language). Given that modification of a morphological lexicon can be prohibitively difficult for an application developer, access to a list-based lexical component may provide substantial additional control over lexical analysis (and downstream NLP) to the application developer. We also observed a substantial analysis speed improvement when using the list-based lexicon.

Heuristic grammar-based analysis of word-forms in a morphologically complex language is a difficult task, which suggests that a morphological lexicon should be used on forms not represented in the list-based lexicon. In any case, generation of a high-quality list-based lexicon without a solid morphological lexicon and analyser would probably require a prohibitive amount of manual work. Bypassing linguistic morphology altogether (the DDI approach) does not seem justified by our experiments.

We have not addressed the question, what kinds of modifications could be made to a raw list-based lexicon to enable successful integration of a NLP pipeline in an application. Release of the raw list-based lexicon itself hopefully facilitates future experimentation.
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