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ABSTRACT 

In this tutorial presentation, we will first consider the characteristics of the typical 
“second generation” rule-based architecture for MT, and suggest some of the 
drawbacks of this approach, including development effort, robustness, scalability, 
and translation quality. There will be some discussion of the second-generation 
architecture and comparison with the architecture it was supposed to replace, with 
particular reference to currently available commercial systems. 

The main focus of the tutorial will however be on a recently emerged new 
paradigm in MT, namely example-based MT (also known as analogy-based or 
memory-based MT). 

The basic ideas behind example-based MT (EBMT) will be explained and 
exemplified. Various approaches will be discussed, ranging from the use of a 
corpus of translation examples within a more traditional architecture and in 
commercial systems (“Translation memory”), via so-called hybrid systems, through 
to recent attempts at wholly corpus-based MT system design. 
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