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Message from the General Chair and the Program Chairs

Welcome to *SEM 2021, the Joint Conference on Lexical and Computational Semantics! The conference
celebrates a small jubilee, with its 10th edition, and we are pleased to present this volume containing the
accepted long and short papers.

*SEM 2021 was held as a virtual conference following ACL-IJCNLP 2021, on August 5-6, 2021, due to
the exceptional circumstances imposed by the COVID-19 pandemic.

Since its first edition in 2012, *SEM has become a major venue to present recent advances in all
areas of lexical and computational semantics, including semantic representations, semantic processing,
multilingual semantics, and others. *SEM is sponsored by SIGLEX, the ACL Special Interest Group on
the Lexicon.

*SEM 2021 received 78 submissions in 10 areas:

• Theoretical and formal semantics

• Sentiment analysis and argument mining

• Semantics in NLP applications

• Semantic composition and sentence-level semantics

• Resources and evaluation

• Psycholinguistics, cognitive linguistics and semantic processing

• Multilinguality

• Lexical semantics and word representations

• Commonsense reasoning and natural language understanding

We compiled an exciting program across all these areas. This year saw a particularly strong batch of
submissions; finally, 30 papers were accepted – 21 long papers and 9 short papers.

The submitted papers were carefully evaluated by a program committee led by 20 area chairs, who
coordinated a panel of 174 reviewers. Each submission was reviewed by three reviewers, who were
encouraged to discuss any divergence in evaluations. The papers in each area were subsequently assessed
by the area chairs, who added meta-reviews to explain their accept/reject suggestions. The final selection
was made by the program co-chairs after an independent check of all the reviews, meta-reviews, and
discussions with the area chairs. The reviewers’ recommendations were also used to shortlist a set of
papers nominated for the Best Paper Award.

We are also very excited to have two excellent keynote speakers: Diyi Yang (Georgia Institute of
Technology) discussing the inclusion of social factors into natural language processing models, and
Felix Hill (DeepMind) talking about learning embodied language.

We are deeply thankful to all area chairs and reviewers for their invaluable help in the selection of
the program, for their readiness in engaging in thoughtful discussions about individual papers, and for
providing valuable feedback to the authors. We are grateful to our Publicity chair, Yashar Mehdad
(Facebook AI), who set up and regularly updated *SEM’s website and publicized it through social media.
We thank the Publication Chair, Mark-Christoph Müller (HITS), for his help with the compilation of the
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proceedings, and the ACL-IJCNLP 2021 workshop organizers for all the valuable help and support with
organisational aspects of the conference. Finally, we thank all our authors and presenters for making
*SEM 2021 such an exciting event. We hope you will find the content of these proceedings as well as
the program of *SEM 2021 enjoyable, interesting and inspirational!

Vivi Nastase and Ivan Vulić, Program Co-Chairs

Lun-Wei Ku, General Chair
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Zarcone, Torsten Zesch, Shuai Zhang.

vi



Invited Talk: Why Do Embodied Language Learning?
Felix Hill

Deep Mind

Abstract: In this talk, I’ll give some good reasons to study language learning and processing in the
context of an embodied or situated agent. Learning in an embodied context is fundamentally different
from other ML settings. Working out how to perceive and move in addition to understanding and using
language can be a substantial additional burden for the learner. However, I will show that it can also bring
important benefits. The embodied learner sees the world from an egocentric perspective, is necessarily
located at a specific place at a given time, exerts some control over the learning data it encounters, and
confronts face-on the relationship between language and the physical world. These factors place strong
constraints on the learner’s experience, which can in turn lead to more human-like learning outcomes. Our
findings suggest that embodied learning may play an important role in convincingly replicating human
linguistic intuitions and behaviours in a machine.

Bio: Felix Hill is a Research Scientist at DeepMind, and leads a team focusing on grounded language
learning and processing. He has a Masters degree in pure mathematics from the University of Oxford,
and a Masters in Psycholinguistics and PhD in Computer Science from the University of Cambridge. His
graduate studies focused on representation-learning in neural network models of language, on which he
worked with many great collaborators including Ivan Vulić, Douwe Kiela, Yoshua Bengio, Kyunghyun Cho
and Jason Weston. At DeepMind, he has focused on developing better learning, meta-learning, reasoning,
memory systems and generalization in agents that explore and interact with simulated environments.
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Invited Talk: Seven Social Factors in Natural Language Processing:
Theory and Practice

Diyi Yang
Georgia Institute of Technology

Abstract: Recently, natural language processing (NLP) has had increasing success and produced
extensive industrial applications. Despite being sufficient to enable these applications, current NLP
systems often ignore the social part of language, e.g., who says it, in what context, for what goals. In this
talk, we take a closer look at social factors in language via a new theory taxonomy, and its interplay with
computational methods via two lines of work. The first one studies what makes language persuasive by
introducing a semi-supervised method to leverage hierarchical structures in text to recognize persuasion
strategies in good-faith requests. The second part demonstrates how various structures in conversations
can be utilized to generate better summaries for everyday interaction. We conclude by discussing several
open-ended questions towards how to build socially aware language technologies, with the hope of getting
closer to the goal of human-like language understanding.

Bio: Diyi Yang is an assistant professor in the School of Interactive Computing at Georgia Tech. She
is broadly interested in Computational Social Science, and Natural Language Processing. Diyi received
her PhD from the Language Technologies Institute at Carnegie Mellon University. Her work has been
published at leading NLP/HCI conferences, and also resulted in multiple award nominations from EMNLP,
ICWSM, SIGCHI and CSCW. She is named as a Forbes 30 under 30 in Science, a recipient of IEEE AI
10 to Watch, and has received faculty research awards from Amazon, Facebook, JPMorgan Chase, and
Salesforce.
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Duccio Pappadopulo, Lisa Bauer, Marco Farina, Ozan İrsoy and Mohit Bansal . . . . . . . . . . . . . . . 152

Toward Diverse Precondition Generation
Heeyoung Kwon, Nathanael Chambers and Niranjan Balasubramanian . . . . . . . . . . . . . . . . . . . . . . 160

One Semantic Parser to Parse Them All: Sequence to Sequence Multi-Task Learning on Semantic Parsing
Datasets

Marco Damonte and Emilio Monti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

ix



Multilingual Neural Semantic Parsing for Low-Resourced Languages
Menglin Xia and Emilio Monti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Script Parsing with Hierarchical Sequence Modelling
Fangzhou Zhai, Iza Škrjanec and Alexander Koller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Incorporating EDS Graph for AMR Parsing
Ziyi Shou and Fangzhen Lin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

Dependency Patterns of Complex Sentences and Semantic Disambiguation for Abstract Meaning Repre-
sentation Parsing

Yuki Yamamoto, Yuji Matsumoto and Taro Watanabe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

Neural Metaphor Detection with Visibility Embeddings
Gitit Kehat and James Pustejovsky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

Inducing Language-Agnostic Multilingual Representations
Wei Zhao, Steffen Eger, Johannes Bjerva and Isabelle Augenstein . . . . . . . . . . . . . . . . . . . . . . . . . . 229

Modeling Sense Structure in Word Usage Graphs with the Weighted Stochastic Block Model
Dominik Schlechtweg, Enrique Castaneda, Jonas Kuhn and Sabine Schulte im Walde . . . . . . . . 241

Compound or Term Features? Analyzing Salience in Predicting the Difficulty of German Noun Com-
pounds across Domains

Anna Hätty, Julia Bettinger, Michael Dorna, Jonas Kuhn and Sabine Schulte im Walde . . . . . . . 252

Spurious Correlations in Cross-Topic Argument Mining
Terne Sasha Thorn Jakobsen, Maria Barrett and Anders Søgaard . . . . . . . . . . . . . . . . . . . . . . . . . . . 263

Learning Embeddings for Rare Words Leveraging Internet Search Engine and Spatial Location Relation-
ships

Xiaotao Li, Shujuan You, Yawen Niu and Wai Chen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278

Overcoming Poor Word Embeddings with Word Definitions
Christopher Malon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288

Denoising Word Embeddings by Averaging in a Shared Space
Avi Caciularu, Ido Dagan and Jacob Goldberger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294

Evaluating a Joint Training Approach for Learning Cross-lingual Embeddings with Sub-word Informa-
tion without Parallel Corpora on Lower-resource Languages

Ali Hakimi Parizi and Paul Cook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302

Adversarial Training for Machine Reading Comprehension with Virtual Embeddings
Ziqing Yang, Yiming Cui, Chenglei Si, Wanxiang Che, Ting Liu, Shijin Wang and Guoping Hu308

x



Conference Program

Semantics in NLP

Did the Cat Drink the Coffee? Challenging Transformers with Generalized Event
Knowledge
Paolo Pedinotti, Giulia Rambelli, Emmanuele Chersoni, Enrico Santus, Alessandro
Lenci and Philippe Blache

Can Transformer Language Models Predict Psychometric Properties?
Antonio Laverghetta Jr., Animesh Nighojkar, Jamshidbek Mirzakhalov and John
Licato

Semantic shift in social networks
Bill Noble, Asad Sayeed, Raquel Fernández and Staffan Larsson

A Study on Using Semantic Word Associations to Predict the Success of a Novel
Syeda Jannatus Saba, Biddut Sarker Bijoy, Henry Gorelick, Sabir Ismail, Md Saiful
Islam and Mohammad Ruhul Amin

Recovering Lexically and Semantically Reused Texts
Ansel MacLaughlin, Shaobin Xu and David A. Smith

NLU and Inference

Generating Hypothetical Events for Abductive Inference
Debjit Paul and Anette Frank

NeuralLog: Natural Language Inference with Joint Neural and Logical Reasoning
Zeming Chen, Qiyue Gao and Lawrence S. Moss

Teach the Rules, Provide the Facts: Targeted Relational-knowledge Enhancement
for Textual Inference
Ohad Rozen, Shmuel Amar, Vered Shwartz and Ido Dagan

ParsFEVER: a Dataset for Farsi Fact Extraction and Verification
Majid Zarharan, Mahsa Ghaderan, Amin Pourdabiri, Zahra Sayedi, Behrouz
Minaei-Bidgoli, Sauleh Eetemadi and Mohammad Taher Pilehvar

BiQuAD: Towards QA based on deeper text understanding
Frank Grimm and Philipp Cimiano

xi



Discourse, Dialog, and Generation

Evaluating Universal Dependency Parser Recovery of Predicate Argument Struc-
ture via CompChain Analysis
Sagar Indurkhya, Beracah Yankama and Robert C. Berwick

InFillmore: Frame-Guided Language Generation with Bidirectional Context
Jiefu Ou, Nathaniel Weir, Anton Belyy, Felix Yu and Benjamin Van Durme

Realistic Evaluation Principles for Cross-document Coreference Resolution
Arie Cattan, Alon Eirew, Gabriel Stanovsky, Mandar Joshi and Ido Dagan

Disentangling Online Chats with DAG-structured LSTMs
Duccio Pappadopulo, Lisa Bauer, Marco Farina, Ozan İrsoy and Mohit Bansal
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