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Abstract
Research into Automatic Exercise Generation
(AEG) contributes new tools aimed at reduc-
ing the barrier to creating practice material,
but few have been deployed in actual instruc-
tion with real learners. The present study ex-
tends previous work by employing AEG tech-
nology in instruction with L2 learners to eval-
uate its pedagogical effectiveness. Thirty-two
second language learners of French were as-
signed to either a treatment condition, who
practised with generated exercises, or a control
condition that did no extra work. Both groups
completed pre-, post-, and delayed post-tests.
Participants in the treatment condition also
completed questionnaires that elicited data on
their in-practice emotions and the situations in
which they arose. Our preliminary results sug-
gest that AEG-based instruction can be peda-
gogically effective and support positive learn-
ing experiences, help to identify aspects of the
instruction that could be improved, and sug-
gest that a peer review mechanism could have
an important role in future CALL platforms
that use generated exercises.

1 Introduction

Despite the success of artificial intelligence in
many aspects of our daily lives, sightings of In-
telligent Computer Assisted Language Learning
(ICALL) systems outside of the research lab re-
main rare. One barrier to their more wide-spread
adoption is that equipping these systems with
enough exercises for sustained practice is costly,
requires a special skill set, and is beyond the scope
of many projects. Fortunately, a growing body of
research is investigating technology for Automatic
Exercise Generation (AEG), which employs lan-
guage technologies and linguistic resources to au-
tomatically generate practice materials.

The present study extends work in AEG by ex-
ploring the feasibility of using generated exercises
with real learners. The learning context is an e-
learning tool we have developed called COLLIE.

While previous work tends to focus on English,
COLLIE targets French grammatical gender, a lin-
guistic target that learners find difficult (Lyster
and Izquierdo, 2009). COLLIE scaffolds learning
of gender-predictive noun suffixes with nine ex-
ercise types, including three spoken exercises, all
of which can be generated automatically from ar-
bitrary French texts, and an instruction sequence
adapted from an effective human-led intervention.

We evaluated COLLIE by recruiting 32 French
L2 learners from three North American universi-
ties. Half of the participants were assigned to a
control condition, while another half completed an
automated version of the instructional treatment
in Lyster and Izquierdo’s (2009) study adapted
to online self-study and featuring only automat-
ically generated exercises. In this paper we re-
port on our findings showing positive learning out-
comes from pre-test to delayed-posttest, suggest-
ing that AEG can provide an effective context for
learning a challenging element of French gram-
mar. Self-reports from learners who practised with
COLLIE report largely positive emotional experi-
ences, and responses to open item questionnaires
pinpoint sources of frustration, related to speech
recognition and the instructional format, with the
majority of negative experiences not attributable
to the use of AEG.

2 Background

Research on tools aimed at reducing the burden
of creating learning materials for ICALL systems
has taken place since at least the early 2000s (e.g.,
Heift and Toole, 2002) and since then its value has
continued to be recognised (e.g., Presson et al.,
2013). Studies in the area aim at developing
computational methods, often based on underlying
natural language processing technology but not al-
ways (e.g., Malafeev, 2014), for automatically cre-
ating L2 practice exercises of different types.

An important aspect of research into AEG is
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evaluation. In our experience, the evaluations in
the literature can be grouped into three main con-
cerns:

• evaluations of the technology underlying the
exercise generation (e.g., Heift and Toole,
2002; Chalvin et al., 2013; Freitas et al.,
2013; Aldabe et al., 2006; Beinborn, 2016;
Colin, 2020; Ferreira and Pereira Jr., 2018;
Malafeev, 2015; Perez-Beltrachini et al.,
2012; Zilio et al., 2018; Baptista et al., 2016;
Zanetti et al., 2021);

• human expert judgments of exercise qual-
ity along different dimensions (e.g., Chink-
ina and Meurers, 2017; Chinkina et al., 2020;
Burstein and Marcu, 2005; Antonsen et al.,
2013; Chalvin et al., 2013; Pilán et al.,
2017; Pilán, 2016; Slavuj and Prskalo, 2021;
Malafeev, 2014; Freitas et al., 2013); and

• reports from actual tool use by students (e.g.,
Chinkina et al., 2020; Malafeev, 2014; An-
tonsen and Argese, 2018; Antonsen et al.,
2013; see also Galvan et al., 2016) or instruc-
tors (Toole and Heift, 2002; Burstein and
Marcu, 2005; Antonsen and Argese, 2018).

Most evaluations fall into the first two categories,
and while the third type is certainly related to our
interest in the readiness of AEG for deploying to
real learning situations, none of the studies inves-
tigate the instructional effectiveness of generated
exercises.

A crucial step in evaluating AEG is establishing
that new algorithms can deliver real value to L2
language instructors and learners. To this end, the
present study explores the extent to which practice
with automatically generated exercises delivers ef-
fective L2 learning. In this context, it is clearly im-
portant to study how learners’ proficiency on tar-
get linguistic features changes as a result of prac-
tice. Alongside L2 proficiency, learners’ affec-
tive (i.e., emotion-related) experiences in the prac-
tice activities are also important to consider be-
cause of the potential for different emotional expe-
riences to influence learning outcomes. The path-
ways between emotions and L2 proficiency devel-
opment are theorised to be dynamic and bidirec-
tional (Shao et al., 2020), and to interact with per-
sonal goals as well as the environment (Dörnyei,
2009), and so are very complex, but evidence for

the important role of emotions in SLA is emerg-
ing: Teimouri et al. (2019) in their meta-analysis
of SLA research on anxiety found strong support
for a negative relationship between anxiety and L2
achievement, suggesting that feelings of “tension,
apprehension, nervousness, and worry” (p. 2, as
cited in Spielberger, 1983) hinder L2 learning at a
macro level. In a longitudinal study of classroom
learning, Saito et al. (2018) found evidence for the
facilitating effects of positive emotions on practice
behaviour and L2 development.

In the context of self-study CALL practice us-
ing AEG, anxiety is perhaps less likely to play
an important role, but due to the uncertain readi-
ness of the emerging technology, other negative
emotions such as confusion, frustration or bore-
dom could hinder learning. Similarly, in-practice
feelings of enjoyment, interest, curiosity, or con-
fidence could “facilitate holistic thinking and cre-
ative problem solving, broaden the scope of atten-
tion and cognition, ... and enhance intrinsic moti-
vation and long-term efforts” (Shao et al., 2020, p.
8). Thus, affective experiences play an important
role in L2 instruction and so are a valuable dimen-
sion of evaluating instructional effectiveness. For
these reasons, in the present study we target the
following two research questions:

• To what extent can instruction based on au-
tomatically generated practice exercises im-
prove learners’ L2 grammatical accuracy?

• To what extent does AEG-based instruction
support positive learning experiences?

3 The present study

The study proceeded in three phases. In the de-
sign phase we searched the SLA literature for an
instructional approach to provide a solid pedagog-
ical basis for the to-be-generated exercises that at
the same time appeared technically feasible to au-
tomate. The approach we identified is a practice
sequence developed by Lyster (2016, 2018) with
three types of activities: noticing activities expose
learners to written and spoken language carefully
chosen to draw their attention to L2 features that
are difficult to learn; awareness activities stim-
ulate learners to reflect on the patterns they see
in the language; output activities prompt learn-
ers to test their hypotheses by producing written
and spoken language and receiving feedback. A
successful intervention study in the SLA literature
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(Lyster and Izquierdo, 2009) provided a concrete
example of the practice sequence and its exercises.
The intervention guided learners to notice and use
noun suffixes in French that predict grammatical
gender (e.g., most nouns ending in -ette tend to be
feminine), and we adopted it as a reference for the
technology we would develop. In what follows,
we refer to this study as the original intervention.

In the development phase, we developed the
technology to automatically generate the 9 dif-
ferent exercises used in the original intervention.
One or two could not be used because they were
technically too challenging, and we replaced those
with similar ones that were technically feasible.
This included an exercise generation pipeline us-
ing NLP, various linguistic resources, and a learner
model (see Section 4.1). To be able to collect
data on the effectiveness of the exercises with real
learners, we also developed user interfaces for the
exercises, a Learning Management System (LMS)
for researchers to carry out experiments, and a
number of research instruments (see Section 4.2).

In the evaluation phase we arranged a new in-
tervention modelled closely after the original in-
tervention we identified in the design stage. Keep-
ing our planned evaluation similar to the original
intervention had two advantages: 1) we could be
confident our instructional treatment had validity,
and 2) the human-led study could serve as a gold
standard against which we could compare learn-
ing outcomes of a second intervention that used
automatically generated exercises (see Malafeev,
2014 and Chinkina et al., 2020, who use a simi-
lar approach of comparing ratings of exercises to
a human gold standard).

4 Materials and Methods

4.1 Exercise generation pipeline

Among the existing methods for exercise genera-
tion (see Perez-Beltrachini et al., 2012 for a dis-
cussion of different methods), our approach has
the most in common with the systems developed
by Heift and Toole (2002) and Heck and Meurers
(2022) as our pipeline relies on NLP tools to han-
dle arbitrary documents as input (as opposed to be-
ing based on static corpora, e.g. Pilán et al., 2017,
or automatically generated language, e.g. Perez-
Beltrachini et al., 2012; Verweij, 2020). Our ap-
proach differs from (Heift and Toole, 2002) be-
cause the pipeline requires another NLP compo-
nent, namely a dependency parser, and unlike the

work by Heck and Meurers (2022), our pipeline
does not accept HTML but is limited to plain text,
as preserving the original look and feel of the doc-
ument was not an important requirement to realise
the instructional approach we selected.

The pipeline can be divided into two stages, an
intake stage, and a generation stage (see Figure 1).
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Figure 1: The exercise generation pipeline consists
of an intake stage (top) and a generation stage (bot-
tom). The system supports generating nine exercise
types for practising French grammatical gender: Read-
ing / Noticing (Rd); Sorting (St); Listing (Ls); Judg-
ing (Jg); Fill-in-the-Blanks targeting determiners (Fb)
and determiners and adjectives (Fa); Riddles (Rl); Say
the Word that Fits (Sw); and Object Identification (Oi).
During generation the system makes use of three lin-
guistic resources, Lexique (Lx); a database of readily
visualisable words (Vis); and GLAWI (GL), as well as
a Learner Model (LM).

In the intake stage, the pipeline stands ready
for processing. Documents can be submitted to
a Document Manager component by instructors or
researchers through a web authoring tool; alterna-
tively, larger numbers of documents can be batch
processed using a script utility. Once received, the
document is parsed into a structured data represen-
tation with Part of Speech tags and Dependency
Parsing annotations. These annotations are ob-
tained automatically using the Stanford CoreNLP
toolkit (Manning et al., 2014), which we have im-
plemented as a remote micro-service. Follow-
ing parsing, the document and its corresponding
parsed data structure is saved to a database for later
retrieval. Immediately after being stored, a Doc-
ument Profiler component analyses the document
annotations to search for instances of language
that are suitable for a given learning goal; for each
supported learning goal, matching instances are
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counted, and the results of this document intake
are also saved to the database as a cached profile
to support efficient ranking of documents accord-
ing to a learning goal of interest, or to discover
which learning goals are supported by a particular
document.

For the generation stage, we implement on-the-
fly exercise generation. This means that after doc-
uments are fully processed no exercises are gen-
erated immediately. Instead, the system waits un-
til there is a request from a user. Requests spec-
ify three arguments, 1) a document, 2) a learning
goal and 3) an exercise type. These arguments
are received by an Exercise Manager component,
which orchestrates the generation of the exercise.
First, the manager looks in the database to see if
an exercise for this triplet has already been gener-
ated, and if found it is returned. If not, the man-
ager searches in its registry of exercise generators.
Exercise Generators in the system are specialized
components that know how to build exactly one
exercise type for exactly one learning goal. At
pipeline initialisation time, the system searches
through its codebase and registers all components
implementing an Exercise Transformer interface.
Then, when a request to generate an exercise ar-
rives, the Exercise Manager searches this registry
to see if it has a suitable generator and if so, dele-
gates the exercise generation request.

Exercise generators all have in common that
they iterate over the lines of a document to per-
form checks on each line for pedagogical rele-
vance. These checks involve searching for depen-
dency parse relations as well as additional linguis-
tic criteria. Each line is processed differently de-
pending on the results of the checks: if the gener-
ator determines that a line contains an instance of
the learning goal (e.g., French grammatical gen-
der), the line is transformed to a data structure with
a format dictated by the particular exercise type
being generated (e.g., a fill-in-the-blank). Other-
wise, the generator either includes the raw text as
is for meaningful context, as with the Reading ex-
ercise generator, or discards the line, as in the Rid-
dle exercise. Depending on the exercise, genera-
tors employ additional linguistic resources for dif-
ferent purposes:

• Checking for adherence to predicted gram-
matical gender: When a generator encounters
a target word with a gender-predictive suf-
fix (e.g., words ending in -ette are nearly al-

ways feminine), it must verify that the gender
predicted by the suffix is indeed the word’s
actual gender (there can be exceptions, such
as squelette “skeleton” which has masculine
grammatical gender). The pipeline integrates
a Lexique database (New et al., 2004) to look
up the gender of words with predictive suf-
fixes and avoid words that are exceptions.

• Identification of readily visualisable words:
In the case of Object Identification exercises,
the generator must determine if a word with
a gender-predictive suffix can be easily de-
picted in an image. For this, we developed
an in-house resource that distinguishes be-
tween words that can be visualised easily
(e.g., une éruption “an eruption”) or with
difficulty (e.g., une abstraction “an abstrac-
tion”). The resource draws on three English-
language databases in psycholinguistics con-
taining ratings for words related to their
ease of visualisation (Wilson, 1988; Brys-
baert et al., 2013; Scott et al., 2018). In these
partially overlapping databases, each word
has a score related to how readily it can be vi-
sualised. As an approximation we first auto-
matically translated headwords to French and
then combined available ratings from the dif-
ferent databases by taking their mean. Fi-
nally, we set a threshold by experimenting
with different values and choosing the lowest
value that did not return unsuitable words. 1

• Clue creation for Riddle exercises: Our ap-
proach to clue creation is straightforward. We
integrate a linguistic resource called GLAWI
(Hathout and Sajous, 2016), which is a lex-
ical database containing definitions (among
other information) derived from Wiktion-
naire. The riddle generator obtains clues for
a target word by loading the relevant defini-
tions from GLAWI. Because the target word
can sometimes appear in the returned defini-
tions, in a second step we replace all occur-
rences of the target with underscore charac-
ters to ensure the riddle is not too easy.2

1We also manually reviewed the images to mark content
that was inappropriate for an educational context (e.g., nu-
dity, violence) but a detailed presentation of this is beyond
the scope of this paper.

2For a more creative approach to clue generation for those
working with English as a target language, see Galvan et al.,
2016
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• Selecting previously unseen words: an ad-
ditional resource used by some generators
is the system’s Learner Model. The learner
model tracks which nouns a learner has seen
and how often. For example, in Reading ex-
ercises, when a target word appears on the
page, the word’s appearance is logged and
registered with the learner model. This data
is then an important resource during the gen-
eration of the Judgment exercise, which aims
to help the learner generalise their knowledge
from words they have already seen to words
with the same gender predictive suffixes that
they have not yet encountered.

Currently the exercise pipeline supports genera-
tion for French grammatical gender with nine ex-
ercises (see Figures 2 - 4 below for examples), and
support for more languages is planned for the fu-
ture (e.g., grammatical gender for Dutch and Ger-
man). The pipeline is implemented in Java, and is
designed to be modular so that it can be integrated
into any back-end web application based on the
Java virtual machine.

4.2 COLLIE e-learning platform

To support our evaluation of AEG, we devel-
oped a web-based e-learning platform that learners
could use and into which the exercise pipeline de-
scribed above could be embedded. The platform
we have developed is called COLLIE, an abbre-
viation of Counter-balanced Language Learning
& Instruction made Easier. The name and plat-
form draws inspiration from Lyster’s (2007) ap-
proach to balancing meaning-focused classroom
learning, which can fall short of pushing learners
to become fully accurate speakers, with accuracy-
focused practice where they are pushed to notice
L2 features that are difficult to learn, reflect on and
apply patterns in the L2, and practice producing
written and spoken language. The vision for COL-
LIE is to make it easier for teachers to supplement
their classroom-based activities, which are usu-
ally about communicating, with accuracy-focused
exercises that students can practice on their own
time, using content related to their classroom ac-
tivities.

In its current implementation, COLLIE sup-
ports written and spoken practice with immedi-
ate feedback. Scaffolded feedback is feasible be-
cause of the system’s closed exercise design and
narrow focus on grammatical gender, though ex-

panding to support other learning goals or more
open exercises would require a more sophisticated
feedback mechanism (c.f. Rudzewitz et al., 2018).
To support feedback in spoken exercises, we rely
on a commercial Automatic Speech Recognition
(ASR) service provided by Google Cloud (Google
Cloud, nd) for transcribing recordings before they
are processed by the system’s feedback module.
The recognition model used by the system is for
European French (language tag ‘fr-FR’), and we
use a mechanism offered by the service to provide
a set of hints consisting of all possible combina-
tions of French singular definite and indefinite de-
terminers and a target noun (e.g. le squelette | la
squelette | un squelette | une squelette). This set-
ting helps to guide the ASR towards transcriptions
that are most likely for a given practice item.

As a web application, COLLIE consists of a
back-end web server based on the Grails frame-
work and a front-end set of user interfaces that
communicate using HTTP requests. The front-end
interface generates requests, which are received
at specific URL endpoints by the back-end for
processing by different application modules. The
modules are implemented in Java and Groovy as
object-oriented classes and deliver core function-
alities from the AEG and LMS domains related
to entities such as Document, Exercise, User, Lo-
gEvent, SpeechRecording and so on. All modules
have accompanying unit tests to support refactor-
ing.

Results from back-end processing are serialised
to JSON and returned to the front-end for render-
ing. All user interfaces for the platform are im-
plemented using the React.js single page web ap-
plication framework. User interface elements are
modular and paremeterised into reusable compo-
nents (e.g., a VoiceRecorder for audio recording).

4.3 Instruments

To measure changes in French grammatical ac-
curacy, we adopted three proficiency tests used
in the original intervention, two oral production
measures and a binary-choice test. As annota-
tions for the oral production recordings are not
yet complete, in this paper we present the binary-
choice test results as a preliminary indicator of in-
structional effectiveness. Participants completed
the test on the COLLIE platform. They viewed
80 different items featuring words with gender-
predictive suffixes one at a time (see Figure 5).
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Figure 2: In the Object Identification exercise, learners must name the object they see on the right while using the
correct determiner. This is a spoken exercise, where student’s answers are first transcribed using speech recogni-
tion, and then evaluated for correctness.

Figure 3: In Riddle exercises, clues appear on the left in bullet points, which learners must read to guess the
determiner and noun on the right (in blanks). Clues are selected automatically, and because their helpfulness can
vary, there is a hint button that if pressed reveals approximately half of the letters for the noun.

Figure 4: The Say the Word that Fits exercise asks students to fill blanks in a document by speaking the correct
determiner and noun combination. In the cases where speech recognition does not work accurately, which can be
the case sometimes for some participants, there is a keyboard icon they can press to type their answer.
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Presented with each word were buttons they could
click to choose between a masculine and feminine
determiner. Participants received instructions and
completed a short practice test before starting the
actual test.

Figure 5: An example item from the binary-choice test.

Along with the proficiency measures, we also
employed a questionnaire to measure affective ex-
periences related to the practice exercises. The in-
strument we selected is based on the well-known
Achievement Emotions Questionnaire (Pekrun
et al., 2002) which is now gaining attention in SLA
research (e.g., Shao et al., 2019). In our adapted
version of the questionnaire (see Figure 6), partici-
pants reported how frequently they felt an emotion
(Diener et al., 2009) in response to the following
prompt:

Please think about what you have been
doing and experiencing during today’s
grammar exercises. Then report how of-
ten you experienced each of the follow-
ing feelings, using the scale below. For
each item, select a number from 1 to 5,
and indicate that number with a mouse-
click.

Figure 6: A close-up of the questionnaire used to elicit
data on participants’ emotions during practice.

The questionnaire included 7 positive valence
emotions and 7 negative valence emotions, where
valence refers to whether an emotion is positive,
like feeling interested or curious, or negative, like
feeling bored or confused. Participants responded
using a 5-point scale, from very rarely (1), to
rarely (2), to sometimes (3), to often (4), or very
often and always (5).

Along with these quantitative items, the ques-
tionnaire also included open-ended items to
prompt learners to describe in their own words the
situations in which they felt the emotions they re-
ported.

4.4 Data collection
For the evaluation of COLLIE and its AEG tech-
nology, we arranged an intervention closely mod-
elled after the original intervention by Lyster and
Izquierdo (2009). In Fall of 2021 we recruited
32 participants from three North American uni-
versities. The participants were intermediate-level
learners of French and were actively attending a
French course at the time.

The entire data collection took place over 9
weeks (see Figure 7). At week 1 participants
completed the pretest. Immediately following the
pretest they were assigned to a treatment or con-
trol condition. The mechanism used for assign-
ment was an anticlustering algorithm available in
R (Papenberg and Klau, 2021) which distributed
participants between the two conditions based on
their pretest scores in order to ensure the two con-
ditions were balanced at the outset. Over the next
three weeks participants in the treatment condition
completed three practice sessions, once per week,
and following practice an exit survey on approx-
imately the fourth week. Both groups completed
a post-test on the sixth week of the study, and a
delayed post-test on the ninth and final week.

Figure 7: Data collection took place over 9 weeks.

The L2 instruction offered by COLLIE was on-
line self-study and proceeded as follows. Each
week participants received an invitation to regis-
ter for a time slot to practice. Each time partici-
pants logged in, they were shown a home screen
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with a simple list of tasks for them to complete
in the session. Tasks appeared as links that par-
ticipants could click to launch a practice exercise.
After participants completed a task, they were re-
turned to their home screen and the completed
task appeared with a line through it to indicate it
had been completed and to help build a sense of
progress. As participants worked on the exercises,
their work was automatically stored and saved on
the back-end so that in the event of a break or ac-
cidental page refresh their work was preserved. At
the end of each session participants completed the
learning experience questionnaire, after which a
message appeared informing them they have com-
pleted their session and that they could safely log
out.

Participants completed the learning experience
questionnaire on five occasions: once at the end
of session 1 (t1), two times in session 2 (t2a and
t2b), as this was a longer session and we wanted
to check the emotions halfway through the session
and again at the end of the session; and again at the
end in session 3 (t3). Finally, we also included the
emotion questionnaire in the exit survey approxi-
mately 1 week after practice (t4), to see what kind
of emotional experiences the participants would
report after having not practised for some time.

4.5 Analysis

In our analysis of learning outcomes, we have
the independent variable condition (either treat-
ment or control) and the dependent variable score,
which in this preliminary analysis is the raw score
from the binary-choice tests. Participants com-
pleted pre-, post- and delayed post-tests. To in-
vestigate how test scores changed over time, our
analysis compares scores for the two groups us-
ing a two-way repeated measures ANOVA with a
2 (condition: treatment or control) x 3 (test: pre,
post or delayed post) design.

For our analysis of participants’ learning experi-
ences we take a slightly different approach. Rather
than look at the frequency of the individual 14
emotions sampled by the questionnaire, we adopt
a more coarse-grained view that compares the fre-
quency of positive versus negative emotions. The
independent variable is valence (either positive
or negative), and the dependent variable is the
self-reported frequency. Treatment condition par-
ticipants completed the questionnaire five times,
yielding a two-way repeated measures ANOVA

with a 2 (valence: positive or negative) x 5 (time:
t1, t2a, t2b, t3, t4) design.

The aim with eliciting information about par-
ticular learning situations was to gain insight into
what the context or cause was for the emotions
participants reported. We reviewed the open item
responses and coded them with short one or two-
word labels, for example system error or exer-
cise repetitiveness. We then went over the la-
bels and distinguished between situations resulting
from the use of AEG technology and other causes.
In the present study we focus on situations related
to negative emotions, to detect any negative effects
of using generated exercises.

5 Results

5.1 Learning gains
Our analysis of learning outcomes returned a
main effect for test, F (1.78, 53.42) = 10.82,
MSE = 19.20, p < .001, η̂2p = .265, suggest-
ing that the scores change from pretest to delayed
posttest. There was no main effect of condition,
F (1, 30) = 3.60, MSE = 270.04, p = .068,
η̂2p = .107. Also returned is a test by condition
effect, F (1.78, 53.42) = 14.38, MSE = 19.20,
p < .001, η̂2p = .324.

Figure 8: Participant binary-choice test scores on
French grammatical gender at Week 1 (pre-test), Week
6 (post-test) and Week 9 (delayed post-test). The treat-
ment group improves with time, while control group
remains stable.

Post-hoc analysis of the test by condition effect
(Sidak) points to important changes for the treat-
ment group, returning a significant difference be-
tween pretest (M = 61.7) and posttest (M = 71.2),
and no difference between posttest and delayed
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posttest (M = 69.2). This suggests the intervention
helped the treatment group improve, and that this
improvement had not faded three weeks later. For
the control group, there were no significant differ-
ences, and their scores remained equivalent from
pretest (M = 61.1) to posttest (M = 59.6) to de-
layed posttest (M = 62.2), suggesting that the con-
trol group remained stable. Together, these find-
ings point to the pedagogical effectiveness of prac-
tising with the system.

5.2 Learning experience

Analysis of learning experience returned a main
effect of valence, F (1, 14) = 20.66, MSE =
2.14, p < .001, η̂2p = .596, suggesting that pos-
itive emotions were experienced more frequently
than negative ones. There was no main effect
for time, F (3.17, 44.43) = 2.18, MSE = 0.16,
p = .101, η̂2p = .134. We also observed a va-
lence by time effect, F (3.13, 43.85) = 15.94,
MSE = 0.17, p < .001, η̂2p = .532, suggesting
that positive and negative emotions had frequen-
cies that changed differently in the practice ses-
sions.

Figure 9: Self-reported frequency of positive vs. neg-
ative experiences over four weeks. Positive emotions
(in green) follow a U-shape curve, while for negative
emotions (in blue) there is a modest increase.

Post-hoc analysis indicates that positive emo-
tions follow a U-shape curve; they start high (M
= 3.49), but then drop significantly at the end of
session 2 (M = 2.9) and do not change signifi-
cantly in session 3, (M = 2.92). During this pe-
riod positive and negative emotions occur equally
frequently. At time point 4 there is again a signif-
icant increase (M = 3.27), when students had had

a break from practice and were looking back. For
the negative emotions, there is a modest but sig-
nificant increase from the start to the end of the
second session (M = 1.4 vs. M = 2.8).

5.3 Learning situations

In total we observed 169 instances of situations de-
scribed in the open questionnaire data that were re-
lated to negative emotions, from which 37 unique
categories emerged. Table 1 presents a subset of
the most frequently occurring situations associated
with negative emotions during practice, together
with less common situations that are interesting
because they can be attributed to the use of AEG
technology for creating the practice materials.

From the entries in the table, we see that there
are some clear links between negative emotions
and certain situations. Participants reported feel-
ing frustrated, discouraged or confused when the
ASR failed to accurately transcribe their speech.
Apparently the length of the exercises was some-
times too long, and this resulted in participants
feeling bored or frustrated. In some cases partici-
pants appeared to have difficulty with learning the
gender-predictive suffix patterns, despite the spe-
cial instructional sequence, and this led to frustra-
tion and confusion.

Interestingly, there appear to have been rela-
tively few situations directly related to the use of
AEG technology, but from a pedagogical point of
view those that we observed seem important and
worth sharing here. First, a number of partici-
pants reported being unable to answer an item cor-
rectly even when they tried all possible answers.
This occurred in a Say the Word that Fits exer-
cise (see Figure 4), where the exercise generation
pipeline created an item that had no target answer.
The problem seems to have occurred due to a de-
pendency parsing error that incorrectly assigned
a determiner relation to the text un peu (a little).
This caused the system to then look up the gender
of peu in Lexique which failed and then resulted
in no target answer being specified for the item.
When students came across this and tried all pos-
sible combinations of determiner and noun with-
out managing to have their answer accepted by the
system they understandably reported feeling frus-
trated or confused.

A second AEG-related error occurred in the
generation of Object Identification exercises (see
Figure 2) in which participants reported being con-
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Situation Example % Responses
(169)

Related emotions
(desc)

Related to
AEG

Inaccurate speech
recognition

“it took a really long time for the
computer to recognize my voice on
certain exercises”

13.6 frustration,
discouragement,
confusion

No

Length of exercises “the exercises feel too long” 13.6 boredom, frustration No

Learning challenges “I was frustrated because I couldn’t
exactly figure out the pattern”

8.9 frustration, confusion No

Unanswerable
questions

“even when I copy pasted the answer
in, it would not accept it”

8.9 frustration, confusion Yes

System errors “when I put un or une , it said
something’s not right”

7.7 frustration, confusion,
discouragement

No

Repetitive exercises “There was no variation in the format” 7.1 boredom No

Unsuitable images “some of the images which were meant
to display singular [objects] showed
multiple”

0.6 frustration Yes

Inappropriate riddle
clues

“definitions for the devinettes are
sometimes very unhelpful ... and
sometimes downright offensive”

0.6 frustration Yes

Table 1: Example situations from open-items, showing negative emotions only.

fused by some of the images that appeared. To
elicit the singular form of a target noun with its de-
terminer the exercise requires that the right-most
image shows a single instance of an object. The
images used in this exercise were automatically
downloaded and it appears in some cases the right-
most image actually contained multiple instances.
This led to confusion about whether the system ex-
pected an answer in singular or plural form.

A final issue occurred during the generation of
a Riddle exercise (see Figure 3). As described
above, clues for the riddles were created auto-
matically by retrieving definitions from a lexi-
cal database called GLAWI (Hathout and Sajous,
2016), with content derived from Wiktionnaire.
During the creation of a riddle for the target
une baleine (a whale), the system regrettably in-
cluded a colloquial and offensive definition from
the database, which a small number of participants
rightfully found unpleasant and frustrating.

6 Discussion

Tools that help to quickly author practice ma-
terial for ICALL systems have the potential to
help increase their impact in L2 instruction. Re-
search into technology for AEG has demonstrated
the feasibility of generating a variety of exercise
types, and human experts tend to judge the out-
put of these tools favourably, yet there has so far
been relatively little research evaluating the ef-

fectiveness of L2 instruction with generated ex-
ercises. The present study aimed to address this
gap by developing an exercise generation pipeline
and e-learning platform targeting French gram-
matical gender with pedagogy informed by SLA
research. Our evaluation of the platform inves-
tigated two dimensions of instructional effective-
ness: 1) learning outcomes and 2) affective learn-
ing experiences. With regard to learning, our pre-
liminary analysis of the binary-choice test scores
showed that participants who completed the in-
struction improved significantly in comparison to
a control group, suggesting that AEG can be an
effective instructional tool. In the original inter-
vention, Lyster and Izquierdo (2009) found that
scores on two oral proficiency measures followed
the same pattern as the binary-choice data. Cur-
rently we are working on completing annotations
of the speech recordings from our own oral pro-
duction measures, but we are optimistic that an
analysis of the data will also show improvements
and provide additional evidence for the effective-
ness of practice with AEG.

Our analysis of participants’ in-practice affec-
tive experiences indicates that positive emotions
were experienced more frequently than negative
ones, which is an encouraging finding. At the
same time, we found that the frequency of positive
and negative experiences changed over time, with
positive emotions following a U-shaped curve in
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which they occurred less frequently in later ses-
sions. These findings appear to indicate that the
instruction delivered by COLLIE is on the right
track but also that there is still room for improve-
ment.

In this regard, the descriptions that participants
provided of situations in which they experienced
negative emotions are an important source of in-
formation for improving the instruction. It is
somehow encouraging to find that the majority of
negative experiences seem to result from situations
unrelated to the use of AEG technology, being at-
tributable instead to issues with the instructional
format, such as repetitive or overly long exercises,
which can be addressed relatively easily. Improv-
ing the accuracy of the speech recognition is also
an important issue which can potentially be ad-
dressed by using an ASR engine trained on non-
native speech (van Doremalen, 2014), though this
is a much larger undertaking.

Although we observed relatively few negative
experiences directly attributable to AEG, the three
types of situations that did occur clearly will have
a negative impact on learning and should be ad-
dressed. The issue with the inappropriate riddle
clue is particularly concerning because it left at
least one individual feeling uncomfortable for the
rest of the practice session.

In the present study, only the images used in
the generation of Object Identification exercises
were reviewed to ensure their appropriateness for
instruction, but the issue above suggests that hu-
man review of automatically generated content has
a more important role in AEG than we initially
anticipated, and which without assessing affec-
tive dimensions of learning might have gone un-
detected.

A recommendation, based on the study here, is
for future work looking at exercise generation in
the context of a CALL platform to consider ex-
ploring the idea of a peer review mechanism that
encourages users to share the exercises they gener-
ate and to review each other’s exercises. One can
imagine a learning platform that shows the num-
ber of reviews for generated exercises, and possi-
bly makes use of badges to clearly mark exercises
that have been vetted by the community, to avoid
some of the negative experiences that we saw here.

7 Conclusions and Future work

In conclusion, this study suggests that it is feasible
to use automatic exercise generation to more eas-
ily create L2 practice exercises that are pedagogi-
cally effective and support positive learning expe-
riences. At the same time, the affective data sug-
gest that there is room for improvements to the in-
struction, and that a peer review mechanism could
be an important feature of future CALL systems
with AEG pipelines, to ensure more positive learn-
ing experiences.

In order to draw stronger conclusions about the
efficacy of AEG, there are some limitations that
need to be addressed. First, the current findings
are based on just one proficiency measure, the
binary-choice test. However, during the data col-
lection we also gathered data from two oral pro-
duction measures that, once annotated, could pro-
vide additional support. A second point would be
to recruit additional annotators to analyse and la-
bel the open-item questionnaire data for a more
robust qualitative analysis. Third, an interest-
ing point to follow up on would be to compare
the learning outcomes of the present study with
those found in the original human-led intervention
(Lyster and Izquierdo, 2009).

Finally, the present study focused on a single
aspect of learning a foreign language, grammati-
cal gender, over a relatively short time (three prac-
tice sessions). To obtain more support for the in-
structional effectiveness of AEG-based instruction
in general, it would be interesting to carry out an
evaluation with a system that supports a variety of
linguistic targets, such as the system developed by
Heck and Meurers (2022), over a longer period of
time and with more participants.
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et génération automatique d’exercices de gram-
maire. Theses, Université de Lorraine.
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