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Message from the Program Chairs

This volume documents the proceedings of the second workshop on People in Vision, Language, and
the Mind (formerly ONION 2020), held on June 2022 in Marseille, France, as part of the LREC 2022
conference (International Conference on Language Resources and Evaluation). This workshop focuses
on how people, their bodies and faces as well as mental states are described in text with associated
images, and modelled in computational and cognitive terms. Our goal is to build bridges between
researchers from the cognitive science, natural language processing, and vision communities who have
an interest in the representation of people. We have accepted six papers this year, three short and three
long, with topics varying from automatically generating descriptions of human faces to the ambiguity of
emotions to the meaning of nods. We hope that future P-VLAM workshops will continue to have such a
variety of topics in this interesting area of research.
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