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Abstract
Existing Arabic sentiment lexicons have low coverage—only a few thousand entries. In this paper, we present several large sentiment
lexicons that were automatically generated using two different methods: (1) by using distant supervision techniques on Arabic tweets, and
(2) by translating English sentiment lexicons into Arabic using a freely available statistical machine translation system. We compare the
usefulness of new and old sentiment lexicons in the downstream application of sentence-level sentiment analysis. Our baseline sentiment
analysis system uses numerous surface form features. Nonetheless, the system benefits from using additional features drawn from
sentiment lexicons. The best result is obtained using the automatically generated Dialectal Hashtag Lexicon and the Arabic translation
of the NRC Emotion Lexicon (accuracy of 66.6%). Finally, we describe a qualitative study of the automatic translations of English
sentiment lexicons into Arabic, which shows that about 88% of the automatically translated entries are valid for Arabic as well. Close to
10% of the invalid entries are the result of gross mistranslation, close to 40% are due to translation into a related word, and about 50%
are due to differences in how the word is used in Arabic.
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1. Introduction
Sentiment lexicons are lists of positive and negative words,
optionally with a score indicating the degree of polarity.
Sentiment analysis systems, including the best performing
ones such as the NRC-Canada system (Mohammad et al.,
2013; Kiritchenko et al., 2014a; Zhu et al., 2014), use sen-
timent lexicons to obtain significant improvements (Wilson
et al., 2013; Pontiki et al., 2014; Rosenthal et al., 2015; Mo-
hammad et al., 2016a). However, much of the past work has
focused on English texts and English sentiment lexicons.
Arabic sentiment analysis has benefited from recent work
(Farra et al., 2010; Abdul-Mageed et al., 2011; Badaro et
al., 2014; Refaee and Rieser, 2014), but a resource that is
particularly lacking is a large sentiment lexicon. Existing
lexicons contain only a few hundred to a few thousand en-
tries. Further, most do not indicate the degree of association
between a word and positive (or negative) sentiment. Kir-
itchenko et al. (2016) created a manually annotated Arabic
sentiment lexicon with real-valued sentiment scores; how-
ever, that lexicon too has only around one thousand entries.
In this paper, we describe how we created Arabic senti-
ment lexicons with tens of thousands of entries. These in-
clude new automatically generated ones as well as transla-
tions of existing English lexicons. We use the lexicons (old
and new) for sentiment classification of Arabic social me-
dia posts. Our baseline system uses numerous surface form
features. Nonetheless, the system benefits from using ad-
ditional features drawn from sentiment lexicons. We also
show the extent to which various sentiment lexicons are ef-
fective in sentiment analysis. The best result was obtained
using both the Dialectal Hashtag Lexicon and the translated
NRC Emotion Lexicon (an accuracy of 66.6%).
Finally, we present a study that qualitatively examines the
automatically generated Arabic translations of entries in an
English sentiment lexicon. A native speaker of Arabic de-
termined whether the automatic translations were appropri-
ate. An appropriate entry is an Arabic translation that has
the same sentiment association as its English source word.
Translated entries that were deemed incorrect were further

classified into coarse error categories. The study showed
that about 88% of the automatically translated entries are
valid for Arabic as well. Close to 10% of the errors were
caused by gross mistranslations, close to 40% by transla-
tions into a related word, and about 50% by differences in
how the word is used in Arabic. For further analysis of
how translation of words and sentences alters their senti-
ment, we refer the reader to Mohammad et al. (2016b) and
Salameh et al. (2015). All of the lexicons we created are
made freely available.1

2. Generating Arabic Sentiment Lexicons
We created Arabic sentiment lexicons automatically using
two different methods: (1) by using distant supervision
techniques on Arabic tweets, and (2) by translating English
sentiment lexicons into Arabic using Google Translate—
a freely available statistical machine translation system.2

Even though Google Translate is a phrase-based statisti-
cal machine translation system that is primarily designed
to translate sentences, it can also provide one-word trans-
lations. These translations are often the word representing
the predominant sense of the word in the source language.
Table 1 lists the number of entries in some of the existing
Arabic sentiment lexicons. Table 2 lists the number of en-
tries in each of the lexicons we created. Note that the man-
ually created Kiritchenko et al. (2016) lexicon, and the au-
tomatically generated Arabic lexicons (Table 2 - a.i., a.ii.,
a.iii.) have real-valued sentiment association scores. For
the purposes of these tables, terms with scores less than 0
are considered negative and those with scores greater than
or equal to 0 are considered positive.

2.1. New Arabic Sentiment Lexicons
The emoticons and hashtag words in a tweet can often act
as sentiment labels for the rest of the tweet. We use this
idea, commonly referred to as distant supervision (Go et
al., 2009), to generate three Arabic sentiment lexicons:

1http://www.saifmohammad.com/WebPages/ArabicSA.html
2Google Translate: https://translate.google.com
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• Arabic Emoticon Lexicon: We collected close to one
million Arabic tweets that had emoticons (“:)” or “:(”).
For the purposes of generating a sentiment lexicon,
“:)” was considered a positive label (pos) and “:(” was
considered a negative label (neg). For each word w,
that occurred at least five times in these tweets, a sen-
timent score was calculated using the formula shown
below (proposed earlier in Mohammad et al. (2013)
and Kiritchenko et al. (2014b)):

SentimentScore(w) = PMI(w, pos)−PMI(w, neg)
(1)

where PMI stands for Pointwise Mutual Information.
We refer to the resulting entries as the Arabic Emoti-
con Lexicon.

• Arabic Hashtag Lexicon: The NRC-Canada system
used 77 positive and negative seed words to gen-
erate the English NRC Hashtag Sentiment Lexicon
(Mohammad et al., 2013; Kiritchenko et al., 2014b).
We translated these English seeds into Arabic using
Google Translate. Among the translations provided,
we chose words that were less ambiguous and tended
to have strong sentiment in Arabic texts.

We polled the Twitter API to collect tweets that in-
cluded these seed words as hashtags. For the pur-
poses of generating a sentiment lexicon, a positive
seed hashtag was considered a positive label (pos) and
a negative seed hashtag was considered a negative la-
bel (neg). For each word w that occurred at least five
times in these tweets, we calculated a sentiment score
using Equation 1. We will refer to this lexicon as the
Arabic Hashtag Lexicon.

• Arabic Hashtag Lexicon (Dialectal): Refaee and
Rieser (2014) manually created a small sentiment lex-
icon of 483 dialectal Arabic sentiment words from
tweets. We used these words as seeds to collect tweets
that contain them, and generated a PMI-based senti-
ment lexicon just as described above. We refer to this
lexicon as the Dialectal Arabic Hashtag Lexicon or
Arabic Hashtag Lexicon (dialectal).

In Section 3, we show how we used these lexicons for sen-
timent analysis.

2.2. Generating Arabic Translations of English
Sentiment Lexicons

We used Google Translate to translate into Arabic the
words in each of the following English sentiment lexicons:
AFINN (Nielsen, 2011), Bing Liu Lexicon (Hu and Liu,
2004), MPQA Subjectivity Lexicon (Wilson et al., 2005),
NRC Emotion Lexicon (Mohammad and Turney, 2010;
Mohammad and Turney, 2013), NRC Emoticon Lexicon
aka Sentiment140 Lexicon (Mohammad et al., 2013; Kir-
itchenko et al., 2014b), and NRC Hashtag Sentiment Lex-
icon (Mohammad et al., 2013; Kiritchenko et al., 2014b).
Note that Google Translate was unable to translate some
words in these lexicons. Table 2 gives the number of words
translated (total) as well as a break down by sentiment cat-
egory (positive, negative, and neutral). In Section 4, we
present a study that manually examines a subset of the au-
tomatic translations.

3. Arabic Sentiment Analysis
To determine the usefulness of the Arabic sentiment lex-
icons, we apply them in a sentence-level sentiment anal-
ysis system. We build an Arabic sentence-level sentiment
analysis system by reconstructing the NRC-Canada English
system (Mohammad et al., 2013; Kiritchenko et al., 2014b)
to deal with Arabic text. A linear-kernel Support Vector
Machine (Chang and Lin, 2011) classifier is trained on the
available training data. The classifier leverages a variety of
surface-form and sentiment lexicon features. The surface
form features include the presence/absence of word and
character ngrams, all-cap words, hashtags, and punctuation
marks. The sentiment lexicon features are derived from lex-
icons described in Section 2. They include the number of
sentiment words with non-zero sentiment score, the sum of
sentiment scores of positive words (and separately negative
words), and the sentiment score of the last token. We pre-
process Arabic text by tokenizing with the CMU Twitter
NLP tool to deal with specific tokens such as URLs, user-
names, and emoticons. Then we use MADA to generate
lemmas (Habash et al., 2009). Finally, we normalize differ-
ent forms of Alif and Ya to bare Alif and dotless Ya.
We chose, for our experiments, an existing Arabic social
media dataset—the BBN Arabic Dialectal Text (Zbib et al.,
2012).3 It contains sentences from the blog posts, with a
mixture of expressions from the Levantine dialect of Ara-
bic as well as Modern Standard Arabic. We randomly se-
lected a subset of 1200 sentences, which we will refer to
as the BBN posts or BBN dataset, and annotated them for
sentiment on the crowdsourcing platform CrowdFlower.4

Table 3 shows ten-fold cross-validation accuracies obtained
on the BBN dataset by our Arabic sentiment analysis sys-
tem. Row a. shows results obtained using the various
surface-form features as baseline. The rows within b. and
c. show accuracies obtained by adding to the baseline sys-
tem features derived from the Arabic sentiment lexicons
and Arabic translations of English lexicons, respectively.
Observe that existing manually created sentiment lexicons
(Abdul-Mageed et al. (2011) lexicon, Refaee and Rieser
(2014) lexicon, and Kiritchenko et al. (2016) lexicon) pro-
vide only small improvements. While some of the automat-
ically generated Arabic sentiment lexicons provide similar
gains to the manual ones (accuracies around 63%), the Ara-
bic Hashtag Lexicon (dialectal) helps obtain marked im-
provements in accuracy (65.3%).
Arabic translations of English sentiment lexicons also im-
prove accuracies over the baseline, but not to the extent
of the Dialectal Arabic Hashtag Lexicon. This is proba-
bly because the dialectal lexicon has dialectal Arabic terms,
which are commonly used in social media texts. The dialec-
tal lexicon also has a much larger set of terms than any of
the manually created lexicons. Further, translation of En-
glish lexicon entries can lead to errors. The best results ob-
tained with translations of English lexicons are from using
the translated NRC Emotion Lexicon. Using both the Di-
alectal Hashtag Lexicon and the translated NRC Emotion
Lexicon gives us the best results overall (66.6%).

3https://catalog.ldc.upenn.edu/LDC2012T09
4http://www.crowdflower.com
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Resource Number of instances
positive negative neutral total

a. Arabic sentiment lexicons
Manual lexicons:

i. Abdul-Mageed et al. (2011) Lexicon 856 636 2490 3,982
ii. Refaee and Rieser (2014) Lexicon 135 348 - 483
iii. Kiritchenko et al. (2016) Lexicon 664 504 - 1,168

Table 1: Existing Arabic sentiment lexicons.

Resource Number of instances
positive negative neutral total

a. Arabic sentiment lexicons
Automatic lexicons:

i. Arabic Emoticon Lexicon 22,962 20,342 - 43,304
ii. Arabic Hashtag Lexicon 13,118 8,846 - 21,964
iii. Arabic Hashtag Lexicon (dialectal) 11,941 8,179 - 20,128

b. English lexicons translated into Arabic
Manual lexicons:

i. AFINN 878 1,598 - 2,476
ii. Bing Liu’s Lexicon 2,006 4,783 - 6,789
iii. MPQA Subjectivity Lexicon 2,718 4,911 570 8,199
iv. NRC Emotion Lexicon 2,317 3,338 8,527 14,182

Automatic lexicons:
v. NRC Emoticon Lexicon 15,210 11,530 - 26,740
vi. NRC Hashtag Lexicon 18,341 14,241 - 32,582

Table 2: New Arabic sentiment lexicons created as part of this project.

System Accuracy
(in percentage)

a. Baseline (uses word ngrams and other surface form features) 62.0

b. Baseline + Arabic lexicon
Manual lexicons:

i. Abdul-Mageed et al. (2011) Lexicon 62.2
ii. Refaee and Rieser (2014) Lexicon 63.0
iii. Kiritchenko et al. (2016) Lexicon 62.7

Automatic lexicons:
iv. the Arabic Emoticon Lexicon 62.4
v. the Arabic Hashtag Lexicon 63.0
vi. the Arabic Hashtag Lexicon (dialectal) 65.3
vii. lexicon features from iv., v., and vi. 63.5

c. Baseline + Arabic translation of English lexicon
Manual lexicons:

i. English lexicon: AFINN 63.4
ii. English lexicon: Bing Liu Lexicon 63.0
iii. English lexicon: MPQA 61.9
iv. English lexicon: NRC Emotion Lexicon 63.5

Automatic lexicons:
v. English lexicon: NRC Emoticon Lexicon 62.4
vi. English lexicon: NRC Hashtag Lexicon 61.7

d. Baseline + Arabic Hashtag Lexicon (dialectal)
+ Arabic translation of NRC Emotion Lexicon 66.6

Table 3: Sentiment classification accuracies on the BBN sentences. Highest scores in b., c., and d. are shown in bold.
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Before Translation After Translation
# English Entries # positive # negative # neutral # changed

positive 100 85 9 6 15 (15.0%)
negative 100 4 92 4 8 (08.0%)
neutral 100 5 7 88 12 (12.0%)
All 300 94 108 98 35 (11.7%)

Table 4: Annotations of NRC Emotion Lexicon’s sentiment association entries after automatic translation into Arabic.

Percentage of
Error categories total errors
1. Mistranslated 9.7
2. Translated to a related word 38.7
3. Translation correct, but 3a., 3b., or 3c. 51.6

3a. Different dominant sense 29.0
3b. Cultural differences 22.6
3c. Other reasons 0.0

Table 5: Percentage of erroneous entries assigned to each error category.

4. A Manual Study of Automatically
Translated Sentiment Entries

As shown above, lexicons created by translating existing
ones in other languages can be beneficial for automatic sen-
timent analysis. However, the above experiments do not ex-
plicitly quantify the extent to which such translated entries
are appropriate, and how translation alters the sentiment of
the source word. We conducted a small manual annotation
study of 300 entries from the NRC Emotion Lexicon to de-
termine the percentage of entries that were appropriate even
after automatic translation into the focus language (Arabic).
An appropriate entry is an Arabic translation that has the
same sentiment association as its English source word. Ad-
ditionally, translated entries that were deemed incorrect for
Arabic were classified into coarse error categories. A list of
pre-decided error categories was presented to the annotator,
but the annotator was also encouraged to create new error
categories as appropriate. The error categories provided are
shown below:

1. The word is completely mistranslated.

2. The translation is not perfect, but the English word is
translated into a word related to the correct translation.
The Arabic word provided has a different sentiment
than the English source word.

3. The translation is correct, but the Arabic word has a
different sentiment than the English source word.

(a) The dominant sense of the Arabic word is differ-
ent from the dominant sense of the English source
word, and they have different sentiments.

(b) Cultural and life style differences between Arabic
and English speakers lead to different sentiment
associations of the English word and its transla-
tion.

(c) Some other reason (give reason if you can).

The annotator was a native speaker of Arabic, who was also
fluent in English.

We chose the NRC Emotion Lexicon for the study because
it was manually created and because it has neutral terms
as well (in addition to positive and negative terms). Since
manual annotation is tedious, for this study, we randomly
selected 100 positive words, 100 negative words, and 100
neutral words from the lexicon.
Table 4 shows the results of the human annotation study. Of
the 100 positive entries examined, 85 entries were marked
as appropriate in Arabic as well. Nine of the translations
were marked as being negative in Arabic, and six were
marked as neutral. Similarly, 92% of the translated nega-
tive entries and 88% of the translated neutral entries were
marked appropriate in Arabic. Overall, 11.7% of the trans-
lated entries were deemed incorrect for Arabic.
Table 5 gives the percentage of erroneous entries assigned
to each error category. Observe that close to 10% of the
errors are caused by gross mistranslations, close to 40% of
the errors are caused by translations into a related word,
and about 50% of the errors are caused, not by bad transla-
tion, but by differences in how the word is used in Arabic—
either because of different sense distributions (29%) or be-
cause of cultural differences (22.6%).

5. Conclusions
We created new Arabic sentiment lexicons using techniques
of distant supervision, and showed their usefulness in the
sentiment analysis of social media posts. We also translated
existing English sentiment lexicons (four manually created
ones and two that were created automatically) into Arabic
using Google Translate. We showed that the lexicons im-
prove performance over and above a competitive baseline
classifier that uses various surface-form features. The Ara-
bic Dialectal Hashtag Lexicon was especially useful, but
adding features from translated lexicons further improved
classification accuracy. Finally, we analyzed a subset of the
automatically translated sentiment lexicon entries to show
the extent to which sentiment is preserved after translation.
We also identified the different reasons that can lead to er-
roneous entries in the translated lexicon. All of our lexicons
are made freely available.
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