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Abstract
We present a reading corpus in Modern Standard Arabic to enrich the sparse collection of resources that can be leveraged for
educational applications. The corpus consists of textbook material from the curriculum of the United Arab Emirates, spanning all 12
grades (1.4 million tokens) and a collection of 129 unabridged works of fiction (5.6 million tokens) all annotated with reading levels
from Grade 1 to Post-secondary. We examine reading progression in terms of lexical coverage, and compare the two sub-corpora
(curricular, fiction) to others from clearly established genres (news, legal/diplomatic) to measure representation of their respective genres.
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1. Introduction

Corpora are built for a wide range of purposes such as mod-
eling language use for linguistics research, instructional
material for educators, or training data for natural language
processing (NLP) applications. Continued efforts in creat-
ing such resources are instrumental in furthering research
for all application domains of NLP, namely, parsing and
part-of-speech (POS) tagging, speech recognition, machine
translation, document classification, etc.

Work in NLP for Modern Standard Arabic (MSA) is gain-
ing momentum as more resources and tools are developed
(Habash, 2010). Corpus data for MSA has been mostly
sourced from the news genre (Zaghouani, 2014), while
there are far fewer specialized resources, such as corpora
for educational applications (Zaghouani et al., 2014; Al-
faifi et al., 2013). As a particular type of educational re-
source, a level-annotated reading corpus can be leveraged
for a multitude of applications: text simplification, auto-
matic readability assessment, computer-assisted language
learning, data-driven pedagogy, text genre and register pro-
filing, and so on. Building a corpus of this nature con-
tributes to the variety of resources at our disposal, allowing
for research in Arabic NLP to progress in new directions.

In this paper, we present a reading corpus in MSA collected
from textbooks of the United Arab Emirates (UAE) curricu-
lum and a collection of 129 unabridged works of fiction.
The curriculum texts are labeled with levels from grade 1
to 12 and the fiction texts are at a Post-secondary level,
i.e., adult-level reading that is accessible to someone after
achieving 12th grade reading proficiency. This corpus was
created in the context of a project on the Simplification of
Arabic Masterpieces for Extensive Reading (SAMER) in-
tended to simplify works of Arabic fiction to a level that is
more accessible for school-aged readers (Al Khalil et al.,
2017).

The paper is organized as follows. Section 2 presents re-
lated work in corpus creation; Section 3 describes the cor-
pus collection and annotation; We analyze the data in Sec-
tion 4 before stating our conclusions and future work.

2. Background and Related Work

The multi-faceted complexity of MSA makes it a challeng-
ing language to tackle in NLP. There is the issue of mor-
phological complexity due to its wide inflectional range and
rich composition of clitics (Habash, 2010). Then, there is
the challenge of resolving ambiguity due to its writing sys-
tem with optional diacritics. While it is common to see
fully diacritized texts for children, older readers are ex-
pected to resolve ambiguity from experience and context
in readings where diacritics are often partial or omitted.

Corpora in Arabic have predominantly been collected from
news data to serve as general purpose text for NLP applica-
tions (Habash, 2010; Zaghouani, 2014). In recent years, the
various dialects of Arabic began receiving more attention
(Shoufan and Al-Ameri, 2015; Khalifa et al., 2016; Jarrar
et al., 2016). Specialized corpora have also been released
for various NLP applications such as machine translation
(Ziemski et al., 2016), plagiarism detection (Bensalem et
al., 2013), sentiment analysis (Abdul-Mageed and Diab,
2012), and error correction (Alfaifi et al., 2013; Zaghouani
et al., 2014) to name a few. High-resource languages, on
the other hand, have enjoyed a wider variety of specialized
corpora, including data for pedagogical and educational ap-
plications (Pravec, 2002; Braun et al., 2006; Laufer and
Ravenhorst-Kalovski, 2010). Also, recently reignited inter-
est in text readability assessment as a computational task
has encouraged more work in the creation of curricular and
pedagogical corpora (Collins-Thompson, 2014; François,
2014; Volodina et al., 2014; Zalmout et al., 2016).

Budding research in computational readability for MSA has
led to the creation of leveled corpora from curriculum texts.
For instance, a corpus of 150 texts from the Saudi Arabian
(KSA) curriculum labeled with [easy, intermediate, diffi-
cult] (Al-Khalifa and Al-Ajlan, 2010), and a corpus of 1196
texts totaling 400K words from the Jordanian curriculum
(Al Tamimi et al., 2014). To the best of our knowledge, a
corpus at the scale of the curricular data collected in our
work (1.4M tokens) has yet to be released.
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Maitha is a clever hard-working student. She listens to her parents, and keeps her prayers. She wakes up early, eats her
breakfast, brushes her teeth, and puts on her school uniform. She greets her classmates with a smile, and sits quietly and
attentively in her class.
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Poetry of wisdom became prevalent in Arabic literature. It is a kind of poetry that clarifies divine commandments, morals,
principals, and values. It also discloses and transmits past experiences across generations, telling stories from which we
learn lessons and wisdom. This poetry can come in the form of one line, a few lines, or a whole poem.
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One day when I was teaching at the Khedive School I entered the classroom and found all the mathematics tools lined up
purposefully in a pattern. My students were not ignorant of my hate of mathematics, and I never concealed to them that I
considered myself ignorant in the field. Their goal was to jest with me so that I make the big fuss they desire but never attain.
And I did not; I only called the janitor who carried the tools and put them back in their place; then I started the lesson.
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Then I went to this window, and no sooner had I opened it than my soul filled up with majestic awe of these slumbering trees,
these fragrant flowers, and these birds dreaming in the nooks of branches. This is all mine, I share it with no one, and no one
crowds me for it. I can toy with it if I wish, whenever I wish, however I wish, and I answer to no one about it.

Figure 1: Samples of reading text from different levels of the corpus

3. Corpus Description

In this section, we discuss the variety observed in the cor-
pus with illustrative examples. We then document the data
collection and processing efforts, and present descriptive
statistics and details of the text annotations.

3.1. Text Varieties in the Corpus

This corpus consists of two sub-corpora: a diverse body of
texts combining the full UAE curriculum, and a body of
fiction texts derived from the Hindawi collection. A curric-
ular sub-corpus, especially one covering different subjects,
includes almost all kinds of texts: expository, transactional,
procedural, argumentative, informative, narrative, literary,
scientific, etc. A fiction-based corpus provides a special
register of the language, and has been used to study both
general linguistic features and more specific stylistic fea-
tures (Biber, 2011). The key difference between the two
bodies of texts is that while the curricular sub-corpus is fo-
cused on information delivery and educational growth as-
sessment, the second is occupied with the literary aesthetic
and is thus pleasantly blasé about teaching and learning.
Between the two, however, one can capture the full spec-
trum of written language phenomena that a school-educated
Arabic-speaker would experience, allowing the corpus to
qualify as a general corpus (McEnery et al., 2006).

Illustrative Examples To give samples of the texts in-
cluded in each level, we chose four short pieces that best
reflect the nature and variety of those texts. For the first
three pieces, each piece comes from a grade that tends to be
midrange in the grades of that level; with the fourth piece

coming from, perhaps, the best well-known novel in that
literary collection. The first textual piece comes from the
2nd grade and it describes a person and her daily habits. It
is fully diacritized. The text is – as is expected in this intro-
ductory level – direct, concrete, and less complex. It is gen-
erally one-dimensional comprised mainly of short declara-
tive sentences. The second piece comes from the 7th grade
and it describes a genre of poetry in Arabic. It is also fully
diacritized. It is expository, conceptual, and meta-lingual
(using language about language). It is more complex in
terms of both vocabulary and sentence structure and length.
The third piece comes from the 10th grade and it is ex-
cerpted from a memoir. It is not diacritized. It is story-like
told in the first person. Its style is narrative made of sev-
eral complex sentences and expressions. The fourth piece
comes from a well-known novel in the Hindawi collection,
The Call of the Curlew by Taha Hussein.1 It is not dia-
critized. It is an introspective musing by the omnipresent
narrator. It is made of run-on complex sentences with more
abstract vocabulary. It has a clear literary style, typically
found in fiction: mixing the concrete with the poetic to pro-
duce a pleasant emotive sense.

3.2. Data Gathering and Extraction

Curriculum The curriculum textbooks were obtained as
InDesign2 files spanning 12 grades (Elementary Grade
1 to Secondary Grade 12) and three subjects (Arabic lan-

1Accessible at http://www.hindawi.org/books/
13052715/

2Adobe InDesign desktop publishing software http://
www.adobe.com/products/indesign.html
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guage, social studies, Islamic studies). We converted each
InDesign file into an intermediary HTML format then into
raw UTF-8 text format. The curriculum files were obtained
from the UAE Ministry of Education.3

Fiction We collected 129 works of fiction available in
the public domain from the online catalog of the Hindawi
Foundation.4 We downloaded the individual e-book files
in .epub5 format and converted them to an intermediary
HTML format then into raw UTF-8 text format.

3.3. Building the Corpus

For the curricular sub-corpus, all data pertaining to a given
grade is labeled with its corresponding grade level go-
ing from primary grade level 1 to secondary (high school)
grade level 12. Additional annotation for subject (Arabic
Language, Social Studies, Islamic Studies), term (1st, 2nd,
sometimes 3rd) and unit number (each unit is marked in
the textbook’s table of contents as a set of lessons under
a theme with specific learning objectives).

Books in the fiction sub-corpus are all labeled at the Post-
secondary level indicating they are accessible to readers
having achieved reading proficiency of the full 12-grade
curriculum. Each book has a unique ID tied to its meta-
information (author and title) as well as manually annotated
year of copyright and publication.

We annotated each token in the corpus with morphological
information including lemma, POS using the MADAMIRA
tool for morphological disambiguation (Pasha et al., 2014).
We expect a drop in accuracy on this genre of text given that
MADAMIRA has been trained on news data. An in-house
evaluation on an example of literary fiction text6 shows
a drop of 4% absolute in word analysis performance for
choice of lemma and POS. While lower than on news text,
the performance is still at a high 92%.

Table 1 presents summary statistics on all the collected text,
differentiating the curricular and fiction sub-corpora. The
Sentences represent complete lines of text. Words counts
in the text are reported by whitespace-based tokens (includ-
ing punctuation and numbers as separate words). To get a
sense of lexical richness, we also compute unique tokens,
i.e., types, and unique lemmas for the word forms occurring
in the text.

The learner’s vocabulary after completing Grade 12 edu-
cation reaches 22K distinct lemmas (closer to 18K when
proper nouns, punctuation and digits are excluded). When
compared to English, Nation (2013) estimates a learner to

3The corpus obtained from the UAE Ministry of Education
pertained to the curriculum applied between 2014 and 2016. The
current curriculum was designed with a richer selection of liter-
ary and informational readings. We look forward to analyzing the
current curriculum as part of ongoing collaboration with the UAE
Ministry of Education.

4On 06/29/2017 from http://www.hindawi.org/
5http://idpf.org/epub
6Chapter 1 of Ibrahim Alkatib, by Ibrahim Al-Mazini (1889-

1949).

Grade Level Sentences Tokens Types Lemmas
1 10,860 57,409 9,193 4,391
2 8,580 65,014 10,142 4,390
3 10,966 87,460 13,692 5,531
4 11,597 108,946 18,291 7,059
5 8,833 86,096 15,727 6,453
6 9,710 108,557 19,862 7,937
7 12,112 116,176 21,489 8,466
8 11,619 118,288 21,092 8,175
9 13,176 172,175 25,547 9,850
10 11,518 171,340 27,003 10,196
11 12,253 157,453 27,827 10,364
12 10,812 165,791 31,323 11,732

Curriculum (All) 132,036 1,414,705 89,446 22,143

Fiction (avg. per book) 1,279 43,367 10,584 4,719
Fiction (All) 165,005 5,594,310 261,920 44,498

Table 1: Summary statistics for the leveled reading corpus

require a vocabulary of 15K to 20K words in order to opti-
mally read and comprehend text with no obstruction from
unknown vocabulary. However, we bear in mind that vo-
cabulary is not the only indicator of level. One must take
into account how common or specialized the vocabulary is,
semantic fields, discourse, style, and so on to fully assess
reading level beyond word frequency.

4. Quantitative Corpus Analysis

We describe a preliminary exploration of the corpus by con-
ducting two studies: lexical coverage progression over the
curriculum as a measure of the grade-leveling scheme’s va-
lidity, and a similarity comparison with other well-known
corpora in the news genre (Gigaword (Parker et al., 2011))
and the legal/diplomatic genre (UN Corpus (Ziemski et al.,
2016)) to establish curricular and fiction texts as distinct
genres.

All studies in Section 4 are performed on content tokens
only. In other words, we exclude punctuation and digits
(non-content tokens) from our calculations, which make up
18% and 15% of all tokens in the curricular and fiction sub-
corpora, respectively. We also discount any content words
not in the MADAMIRA vocabulary database, i.e., out-of-
vocabulary tokens, which amount to 0.96% of all content
tokens in the curricular sub-corpus and 2.2% of all content
tokens in the fiction sub-corpus.

Level Lexical
Coverage

1 n/a
2 93.6%
3 95.3%
4 96.1%
5 97.2%
6 97.3%
7 97.6%
8 98.6%
9 98.1%

10 98.5%
11 98.5%
12 99.4%

Post-secondary 97.1%

Table 2: Lexical coverage in levels 1 to 12; Average lexical
coverage per book in the post-secondary level
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4.1. Lexical Coverage

We examine whether the grade-leveling scheme is a valid
indication of reading level by measuring lexical coverage.
Lexical coverage is defined as follows: a word list is said to
provide lexical coverage of 80% of a given text if 80% of all
word tokens in said text occur in that word list. When read-
ing a text, the amount of vocabulary familiar to the reader
influences comprehension, which raises the question of lex-
ical threshold, i.e., the minimum rate of lexical coverage
for reading comprehension. Studies on lexical thresholds
for reading set a lexical coverage of 95% as the minimum
threshold for adequate comprehension7 and lexical cover-
age of 98% as the threshold for optimal (unassisted) com-
prehension. See (Nation, 2006; Laufer and Ravenhorst-
Kalovski, 2010) for further details.

Steps for the curricular sub-corpus lexical coverage:

• Selecting a target Gradei
• Computing familiar vocabulary from all previous

grades [1,i-1] as a list of unique lemmas
• Calculating the total count of tokens in Gradei cor-

responding to lemmas that exist in the list of familiar
vocabulary

• Reporting the lexical coverage as the ratio of tokens
matching the list over total token count for the target
Gradei

Steps for the fiction sub-corpus lexical coverage:

• Selecting a target Booki
• Computing familiar vocabulary from all curricular

grades [1,12] as a list of unique lemmas
• Calculating the total count of tokens in Booki corre-

sponding to lemmas that exist in the list of familiar
vocabulary

• Computing the lexical coverage as the ratio of tokens
matching the list over total token count for the target
Booki

• Reporting the lexical coverage as the average of all
lexical coverage ratios computed for the 129 books in
the fiction sub-corpus8

Table 2 presents the results of the study carried out
according to the steps described for both sub-corpora.
We point out that no lexical coverage is reported for
Grade 1. Although vocabulary acquisition does occur prior
to Grade 1, our curricular sub-corpus lacks data for the
Kindergarten level. We rely on the 95% minimum and 98%
optimal thresholds for English as a ballpark estimate, being
fully aware that these threshold numbers may vary for MSA
and our target readership. We observe a clear progression
across the curricular levels and a lexical coverage ratio indi-
cating that the 95% minimum threshold is consistently met
while the optimal threshold of 98% is reached starting the

7Usually measured by testing and scoring readers with com-
prehension questions (Nation, 2006).

8Averaging per book is more representative of the lexical cov-
erage required for reading any work of fiction at a post-secondary
level.

Gigaword 65.5%
Curriculum 76.7% 71.0%

UN 57.3% 68.5% 64.4%
Fiction Gigaword Curriculam

Table 3: Dice Similarity (1) between corpora of different
genres

8th Grade, at which time learners are expected to have ac-
quired a much richer vocabulary. The post-secondary lex-
ical coverage of 97.1% suggests that vocabulary acquired
from readings in a 12-grade curriculum allows for adequate
reading and understanding of a work of fiction.

4.2. Genre Similarity and Difference

A similarity comparison of our corpus with other es-
tablished corpora in the news genre (Gigaword (Parker
et al., 2011)) and the legal/diplomatic genre (UN Corpus
(Ziemski et al., 2016)) can approximate difference in genre,
which could potentially establish this corpus as representa-
tive of the curricular genre.
We use the Dice Coefficient (1) to compute similarity be-
tween pairs of corpora. Given that the curricular sub-corpus
is the smallest in size with 1.4M tokens, for comparison we
use randomly sampled subsets of nearly 1.4M tokens for
each of Gigaword, UN and the Fiction sup-corpus. The
similarity is calculated on unique lemma sets A and B for
each comparison pair.

Dice =
2 · |A ∩B|
|A|+ |B|

(1)

We report the results of pairwise Dice similarity com-
parisons for the four corpora in Table 3. The UN corpus
using specialized legal/diplomatic language behaves as ex-
pected, being the least similar to other genres. It presents
with the lowest similarity score of 57.3% in the UN-Fiction
comparison, given that legal or administrative language is
quite different from literary writing. We note with inter-
est the Gigaword-Fiction 65.5% similarity. This compari-
son of two corpora from clearly distinct genres (news and
literary texts) gives us a better sense of what 65% simi-
larity or rather 35% difference means between two clearly
established genres. The 23%, 29% and 36% respective dif-
ference in Curriculum (-Fiction, -Gigaword, -UN) compar-
isons could indicate sufficient distance between the curric-
ular corpus and the others for it to be representative of its
own curricular/educational genre.

5. Conclusion and Future Work

We presented a corpus for reading in MSA that was col-
lected from curricular texts (1.4M tokens) and works of fic-
tion (5.6M tokens). The corpus was annotated with reading
levels per grade for the curricular sub-corpus and a post-
secondary level for the collection of novels in the fiction
sub-corpus. We assessed the validity of a grade-leveling
scheme using progression of lexical coverage over the cur-
riculum. A similarity comparison with other established
corpora in the news genre, and the legal/diplomatic genre
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could potentially establish this corpus as representative of
the curricular or educational genre.

In the future, we plan to use this corpus in modeling lev-
els of reading proficiency to simplify works of fiction in the
context of the SAMER project. We also plan on annotating
portions of the corpus with morphological and syntactic in-
formation. It is our intent to work on releasing this data in
full-text format and/or as an n-gram frequency dataset to be
exploited in training NLP tools for any number of educa-
tional applications.
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