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Abstract

Supervised event extraction systems are lim-
ited in their accuracy due to the lack of avail-
able training data. We present a method for
self-training event extraction systems by boot-
strapping additional training data. This is
done by taking advantage of the occurrence
of multiple mentions of the same event in-
stances across newswire articles from multi-
ple sources. If our system can make a high-
confidence extraction of some mentions in
such a cluster, it can then acquire diverse train-
ing examples by adding the other mentions as
well. Our experiments show significant per-
formance improvements on multiple event ex-
tractors over ACE 2005 and TAC-KBP 2015
datasets.

1 Introduction

Event extraction is a challenging task, which aims
to discover event triggers in a sentence and classify
them by type. Training an event extraction system
requires a large dataset of annotated event triggers
and their types in a sentence. Unfortunately, be-
cause of the large amount of different event types,
each with its own set of annotation rules, such
manual annotation is both time-consuming and ex-
pensive. As a result, popular event datasets, such
as ACE (Walker et al., 2006) and TAC-KBP (Mi-
tamura et al., 2015), are small (e.g., the median
number of positive examples per subtype is only
65 and 86, respectively) and biased towards fre-
quent event types, such as Attack.

When an event occurs, there are often multiple
parallel descriptions of that event (Figure 1) avail-
able somewhere on the Web due to the large num-
ber of different news sources. Some descriptions
are simple, explaining in basic language the event
that occurred. These are often easier for exis-
ting extraction systems to identify. Meanwhile,

1) LSU fires head coach Les Miles after 12 seasons.
2) Les Miles is out at LSU after 12 seasons in Baton
Rouge.
3) On Sunday morning, LSU athletic director Joe Alleva
told Les Miles that the coach would no longer represent
Louisiana State.

Figure 1: Example of a cluster of paraphrases. Shared
entities are bolded, and the triggers are italicized.
Some, such as the first sentence, are very simple. Oth-
ers, like the third sentence are more difficult.

other descriptions might use more complex lan-
guage that falls outside the scope of typical event
extractors, but which, if identified, could serve as
valuable training data for said systems.

We automatically generate labeled training data
for event trigger identification leveraging this
wealth of event descriptions1. Specifically, we first
group together paraphrases of event mentions. We
then use the simple examples in each cluster to as-
sign a label to the entire cluster. This simplifies the
task of extracting events from difficult examples;
rather than having to identify whether an event oc-
curs, and which word serves as a trigger for that
event, our system needs only to identify the most
likely trigger for the given event. Finally, we com-
bine the new examples with the original training
set and retrain the event extractor.

Our experiments show that this data can be
used with limited amounts of gold data to achieve
significant improvement over both standard and
neural event extraction systems. In particular, it
achieves 1.1 and 1.3 point F1 improvements over a
state-of-the-art system in trigger identification on
TAC-KBP and ACE data respectively. Moreover,
we show how the benefit of our method varies as a
function of the amount of fully-supervised training
data and the number of additional heuristically-
labeled examples.

1The generated data and our code can be found at
https://github.com/jferguson144/NewsCluster
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2 Approach

Our goal is to automatically add high quality la-
beled examples, which can then be used as addi-
tional training data to improve the performance of
any event extraction model. Our data generation
process has three steps. The first is to identify clus-
ters of news articles all describing the same event.
The second step is to run a baseline system over
the sentences in these clusters to identify events
found in each cluster. Finally, once we have iden-
tified an event in one article in a cluster, our sys-
tem scans through the other articles in that cluster
choosing the most likely trigger in each article for
the given event type.
Cluster Articles In order to identify groups of
articles describing the same event instance, we use
an approach inspired by the NewsSpike idea intro-
duced in Zhang et al. (2015). The main intuition is
that rare entities that are mentioned a lot on a sin-
gle date are more indicative that two articles are
covering the same event. We assign a score, S,
to each pair of articles, (ai, aj) appearing on the
same day, for whether or not they cover the same
event, as follows:

S(ai, aj) =
∑

e∈Eai∩Eaj

count(e, dateai,aj )
count(e, corpus)

, (1)

where Ea is the list of named entities for the ar-
ticle a, and count is the number of times the en-
tity appears on the given date, or in the whole cor-
pus. This follows from the intuition above by re-
ducing the weight given to common entities. For
example, United States appears 367k times in the
corpus, so it is not uncommon for it to appear
hundreds of times on a single day, and articles
mentioning it could be covering completely dif-
ferent topics. Meanwhile Les Miles appears only
1.6k times in the corpus, so when there are hun-
dreds of mentions involving Les Miles on a sin-
gle day, it is much more likely that he participated
in some event. Accumulating these counts over
all shared entities between two articles thus indi-
cates whether the articles are covering the same
event. We then group all articles that cover the
same event according to this score into clusters.
Label Clusters Then, given clusters of articles,
we run a baseline extractor which was trained on
what limited amount of fully-supervised training
data is available. The hope is that one or more
of a cluster’s sentences will use language similar

enough to our training data that the extractor can
make an accurate prediction. Our system keeps
any cluster in which the baseline system identifies
at least some threshold, θevent, of event mentions
for a single event type, and labels those clusters
with the identified type.
Assign Triggers After labeling, the event clus-
ters are comprised of articles in which at least one
sentence should contain event mentions of the la-
beled type. Because most current event extrac-
tion systems require labeled event triggers for sen-
tences, we identify those sentences and the event
triggers therein so that we can run the baseline
systems. For each sentence we identify the most
likely trigger by checking the similarity of the
word embeddings to the canonical vector for that
event. This vector is computed as the average of
the embeddings of the event triggers, vt, in the
gold training data: vevent = 1

|Tevent|
∑

t∈Tevent

vt,

where Tevent is the set of triggers for this event
in the gold training data. If the maximum similar-
ity is greater than some threshold, θsim, the sen-
tence and the corresponding trigger are added to
the training data.
Event Trigger Identification Systems Event
extraction tasks such as ACE and TAC-KBP have
frequently been approached with supervised ma-
chine learning systems based on hand-crafted fea-
tures, such as the system adapted from Li et al.
(2013) which we make use of here. Recently,
state-of-the-art results have been obtained with
neural-network-based systems (Nguyen et al.,
2016; Chen et al., 2015; Feng et al., 2016). Here,
we make use of two systems whose implementa-
tions are publicly available and show that adding
additional data would improve their performance.

The first system is the joint recurrent neural
net (JRNN) introduced by Nguyen et al. (2016).
This model uses a bi-directional GRU layer to en-
code the input sentence. It then concatenates that
with the vectors of words in a window around the
current word, and passes the concatenated vec-
tors into a feed-forward network to predict trig-
ger types for each token. Because we are only
classifying triggers, and not arguments, we don’t
include the memory vectors/matrices, which pri-
marily help improve argument prediction, or the
argument role prediction steps of that model.

The second is a conditional random field (CRF)
model with the trigger features introduced by Li
et al. (2013). These include lexical features, such
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as tokens, part-of-speech tags, and lemmas, syn-
tactic features, such as dependency types and arcs
associated with each token, and entity features,
including unigrams/bigrams normalized by entity
types, and the nearest entity in the sentence. In
particular, we use the Evento system from Fergu-
son et al. (2017).

3 Experimental Setup
Labeled Datasets We make use of two labeled
datasets: ACE-2005 and TAC-KBP 2015. For the
ACE data, we use the same train/development/test
split as has been previously used in (Li et al.,
2013), consisting of 529 training documents, 30
development documents, and a test set consisting
of 40 newswire articles containing 672 sentences.
For the TAC-KBP 2015 dataset, we use the offi-
cial train/test split as previously used in Peng et al.
(2016) consisting of 158 training documents and
202 test documents. ACE contains 33 event types,
and TAC-KBP contains 38 event types.

For our approach, we use a collection of news
articles scraped from the web. These articles
were scraped following the approach described in
Zhang and Weld (2013). The process involves
collecting article titles from RSS news seeds, and
then querying the Bing news search with these ti-
tles to collect additional articles. This process was
repeated on a daily basis between January 2013
and February 2015, resulting in approximately 70
million sentences from 8 million articles. Al-
though the seed titles were collected during that
two year period, the search results include articles
from prior years with similar titles, so the articles
range from 1970 to 2015.

Evaluation We report the micro-averaged F1
scores over all events. A trigger is considered
correctly labeled if both its offsets and event type
match those of a reference trigger.

Implementation details For creating the
automatically-generated data, we set thresholds
θevent and θsim to 2 and 0.4 respectively, which
were selected according to validation data. We
use CoreNLP (Manning et al., 2014) for named
entity recognition, and we use a pre-trained
Word2Vec model (Mikolov et al., 2013) for the
vector representations.

For the JRNN model, we follow the parameter
settings of (Nguyen et al., 2016) and use a context
window of 2 for context words, and a feed-forward
neural network with one hidden layer for trigger

ACE TAC-KBP
P R F1 P R F1

CRF

0% 62.9 70.0 66.3 53.5 52.3 52.9
10% 64.5 69.8 67.0 59.9 49.3 54.1∗
20% 65.1 70.2 67.6∗ 59.3 49.2 53.8
30% 65.1 69.9 67.4 58.1 49.4 53.4

JRNN

0% 65.7 72.9 69.1 68.8 49.2 57.3
10% 67.4 72.7 69.9 65.4 52.1 58.0
20% 67.6 73.5 70.4∗ 65.3 52.8 58.4∗
30% 67.5 73.3 70.3 64.7 52.9 58.2

HNN 84.6 64.9 73.4 - - -
SSED - - - 69.9 48.8 57.5

Table 1: Results after adding varying amounts of
automatically-generated news data. Percentages indi-
cate the amount of additional data relative to the size
of the gold training data. Using a modest amount of
semi-supervised data improves extractor performance
on both ACE & TAC-KBP events. * indicates that the
difference in F1 relative to training with just the gold
data is statistically significant (p < 0.05).

prediction with hidden layer size of 300. Finally,
for training, We apply the stochastic gradient de-
scent algorithm with mini-batches of size 50 and
the AdaDelta update rule (Zeiler, 2012) with L2

regularization. For the CRF model, we maximize
the conditional log likelihood of the training data
with a loss function via softmax-margin (Gimpel
and Smith, 2010). We optimize using AdaGrad
(Duchi et al., 2011) with L2 regularization.

4 Experiments
Varying Amounts of Additional Data In
this section we show that the addition of
automatically-generated training examples im-
proves the performance of both systems we
tested it on. We sample examples from the
automatically-generated data, limiting the total
number of positive examples to a specific number.
In order to avoid biasing the system in favor of a
specific event type, we ensure that the additional
data has a uniform distribution of event types. We
run 10 trials at each point, and report average re-
sults.

Table 1 reports the results of adding varying
amounts of our generated data to both CRF and
JRNN systems. We observe that that adding any
amount of heuristically-generated data improves
performance. Optimal performance, however, is
achieved fairly early in both datasets. This is likely
due to the domain mismatch between the gold and
additional data. For reference purposes, we also
include the result of using the HNN model from
(Feng et al., 2016) and the SSED system from
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Figure 2: Adding a reasonable amount (200 examples
per event) of semi-supervised data on top of limited
amounts of gold training data improves performance
across the board, but the gain is dramatic when the
number of supervised examples is extremely small.

(Sammons et al., 2015), which are the best re-
ported results on the ACE-2005 and TAC-KBP
2015 corpora respectively. These systems could
also benefit from our additional data since our ap-
proach is system independent.

Varying Amounts of Supervised Data In
this section we evaluate how the benefit of
adding semi-supervised data varies given differ-
ent amounts of gold (supervised) data to start. We
conjecture that semi-supervision will be more ben-
eficial when gold data is very limited, but the con-
clusion isn’t obvious, since semi-supervision is
more likely to add noisy examples in this case.
Specifically, we limit the number of positive gold
examples for each event by randomly sampling
the overall set. We then add in the same amount
of automatically-generated data to each trial. We
again run 10 trials for each size, and report the av-
erage.

The results for this experiment using the CRF
model can be seen in figure 2: training with large
amounts of semi-supervised data improves per-
formance considerably when limited gold train-
ing data is available, but those gains diminish with
more high-quality supervised data. We observe the
same trend for the JRNN system as well.

Discussion We randomly selected 100 examples
from the automatically-generated data and manu-
ally annotated them. For each example that did
not contain a correctly labeled event mention, we
further annotated where in the pipeline an error oc-
curred to cause the incorrect labeling. This break-
down can be seen in table 2. As observed in the ta-
ble, the errors are mainly due to the incorrect event
identification or trigger assignment.

Correct 72

Incorrect
clustering 5
event identification 13
trigger assignment 10

Table 2: The results of manually labeling 100 examples
that were automatically-generated using JRNN as the
supervised system.

Incorrect clustering refers to cases in which a
sentence does not cover the same topic as other
sentences in its cluster. This was primarily caused
by entities participating in multiple events around
the same time period. For example, this occurred
in sentences from the 2012 US presidential elec-
tion coverage involving Barack Obama and Mitt
Romney.

Incorrect event identification refers to clusters
that were incorrectly labeled by the supervised
system. The primary reason for these errors is
due to domain mismatch between the news arti-
cles and the gold data. For example, our system
identifies the token shot in Bubba Watson shot a
67 on Friday as an attack event trigger. Because
the gold data does not contain examples involv-
ing sports, the baseline system mistakenly identi-
fies a paraphrase of the above sentence as an at-
tack event, and our system is not able to fix that
mistake. However, this problem can be solved by
training the baseline extractor on the same domain
as the additional data.

Incorrect trigger assignment refers to errors in
which a sentence is correctly identified as con-
taining an event mention, but the wrong token is
selected as a trigger. The most common source
of this error is tokens that are strongly associ-
ated with multiple events. For example, shoot-
ing is strongly associated with both attack and die
events, but only actually indicates an attack event.

Looking through the correct examples, the data
collection process is able to identify uncommon
triggers that do not show up in the baseline train-
ing data. For example, it correctly identifies “of-
fload” as a trigger for Transfer-Ownership in Bar-
clays is to offload part of its Spanish business to
Caixabank. Despite the trigger identification step
having no context awareness, the process is also
able to correctly identify triggers that rely on con-
text, such as “contributions” triggering Transfer-
Money in Chatwal made $188,000 of illegal cam-
paign contributions to three U.S. candidates via
straw donors.
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5 Related Work

A challenge in event extraction is the relatively
small number of labeled training examples avail-
able. Researchers have dealt with this by framing
event extraction in a way that allows them to rely
heavily on systems built for dependency parsing
(McClosky et al., 2011) and semantic role labeling
(Peng et al., 2016). Unlike these researchers, we
join a line of work that attempts to directly harvest
additional training examples for use in traditional
event extraction systems.

Distant supervision is one source of additional
data that has been successfully applied to rela-
tion extraction tasks (Riedel et al., 2010; Hoff-
mann et al., 2011; Mintz et al., 2009), which align
a background knowledge base to an accompany-
ing corpus of natural language documents. For
event extraction, such data sources are not as eas-
ily available since there are no pre-existing stores
of tuples of attacks, movements or meetings.

Other work has generated additional data by us-
ing a pattern-based model of event mentions and
bootstrapping on top of a small set of seed exam-
ples. Huang and Riloff (2012) begin with a set of
nouns that are specific to certain event roles and
extract patterns based on the contexts in which
those words appear. Li et al. (2014) extracted
additional patterns using various event inference
mechanisms.

The work most similar to ours is that of Liao and
Grishman (2010, 2011) to identify articles from a
corpus which described the same event instances
found in training examples. These articles are then
used in self-training an ACE-trained system af-
ter being filtered to select passages with consis-
tent roles and triggers. Their method provides a
2.7 point boost to F1, but their baseline system re-
sults are much lower than ours (54.1 vs 69.1) and it
is unclear what improvement their method would
have on a state-of-the-art extractor. In addition,
their system attempts to identify relevant articles
that describe event instances already present in
their training data, while we attempt to find clus-
ters of sentences describing a common event, at
least one of which we can confidently label.

The use of parallel news streams to acquire
event extraction training data in an unsupervised
fashion was explored in (Zhang et al., 2015),
whose clustering methods we have adapted here.
Unlike Zhang et al., we have a defined event on-
tology for which we are acquiring data, rather than

attempting to learn event types from the data. Fur-
thermore, we use an extractor trained on fully-
supervised examples to filter clusters, in contrast
to Zhang et al., whose method is completely un-
supervised, which allows us to relax some of the
assumptions made by Zhang et al. and consider
“spikes” of individual entities as opposed to pairs.

6 Conclusion

We present a method for self-training event extrac-
tion systems by taking advantage of parallel men-
tions of the same event instance in newswire text.
By examining clusters of sentences which produce
at least two extractions of the same event type and
assigning a trigger label to each sentence via word
embedding similarity, we add diverse training ex-
amples to our dataset. Our experiments show a 1.3
point F1 increase in trigger labeling for a state-of-
the-art baseline system on ACE, and a 1.1 point in-
crease on TAC-KBP. For future research, this work
can be applied to arbitrary event extraction models
to improve performance, or make up for a lack of
training data. The code and data are publicly avail-
able at our github repository.
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