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Abstract

Event detection remains a challenge due
to the difficulty at encoding the word se-
mantics in various contexts. Previous
approaches heavily depend on language-
specific knowledge and pre-existing nat-
ural language processing (NLP) tools.
However, compared to English, not all
languages have such resources and tools
available. A more promising approach
is to automatically learn effective features
from data, without relying on language-
specific resources. In this paper, we de-
velop a hybrid neural network to cap-
ture both sequence and chunk information
from specific contexts, and use them to
train an event detector for multiple lan-
guages without any manually encoded fea-
tures. Experiments show that our approach
can achieve robust, efficient and accurate
results for multiple languages (English,
Chinese and Spanish).

1 Introduction

Event detection aims to extract event triggers
(most often a single verb or noun) and classify
them into specific types precisely. It is a cru-
cial and quite challenging sub-task of event ex-
traction, because the same event might appear in
the form of various trigger expressions and an ex-
pression might represent different event types in
different contexts. Figure 1 shows two examples.
In S1, “release” is a verb concept and a trigger for
“Transfer-Money” event, while in S2, “release ” is
a noun concept and a trigger for “Release-Parole”
event.

Most of previous methods (Ji et al., 2008; Liao
et al., 2010; Hong et al., 2011; Li et al., 2013; Li et
al., 2015b) considered event detection as a classi-
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Figure 1: Event type and syntactic parser results
of an example sentence.

fication problem and designed a lot of lexical and
syntactic features. Although such approaches per-
form reasonably well, features are often derived
from language-specific resources and the output of
pre-existing natural language processing toolkits
(e,g., name tagger and dependency parser), which
makes these methods difficult to be applied to dif-
ferent languages. Sequence and chunk are two
types of meaningful language-independent struc-
tures for event detection. For example, in S2,
when predicting the type of a trigger candidate “
release”, the forward sequence information such
as “court” can help the classifier label “release”
as a trigger of a “Release-Parole” event. How-
ever, for feature engineering methods, it is hard
to establish a relation between “court” and “re-
lease”, because there is no direct dependency path
between them. In addition, considering S1, “Eu-
ropean Union” and “20 million euros” are two
chunks, which indicate that this sentence is related
to an organization and financial activities. These
cluese are very helpful to infer “release” as a trig-
ger of a “Transfer-Money” event. However, chun-
kers and parsers are only available for a few high-
resource languages and their performance varies a
lot.
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Figure 2: An illustration of our model for event trigger extraction (here the trigger candidate is “release”).
Fv and Bv are the output of Bi-LSTM and C2, C3 are the output of CNN with convolutional filters with
widths of 2 and 3.

Recently, deep learning techniques have been
widely used in modeling complex structures and
proven effective for many NLP tasks, such as ma-
chine translation (Bahdanau et al., 2014), rela-
tion extraction (Zeng et al., 2014) and sentiment
analysis (Tang et al., 2015a). Bi-directional long
short-term memory (Bi-LSTM) model (Schuster
et al., 1997) is a two-way recurrent neural network
(RNN) (Mikolov et al., 2010) which can capture
both the preceding and following context informa-
tion of each word. Convolutional neural network
(CNN) (LeCun et al., 1995) is another effective
model for extracting semantic representations and
capturing salient features in a flat structure (Liu et
al., 2015), such as chunks. In this work, we de-
velop a hybrid neural network incorporating two
types of neural networks: Bi-LSTM and CNN, to
model both sequence and chunk information from
specific contexts. Taking advantage of word se-
mantic representation, our model can get rid of
hand-crafted features and thus be easily adapted
to multiple languages.

We evaluate our system on the event detection
task for various languages for which ground-truth
event detection annotations are available. In En-
glish event detection task, our approach achieved
73.4% F-score with average 3.0% absolute im-
provement compared to state-of-the-art. For Chi-
nese and Spanish, the experiment results are also
competitive. We demonstrate that our combined
model outperforms traditional feature-based meth-
ods with respect to generalization performance
across languages due to: (i) its capacity to model
semantic representations of each word by captur-
ing both sequence and chunk information. (ii) the

use of word embeddings to induce a more general
representation for trigger candidates.

2 Our Approach

In this section, we introduce a hybrid neural net-
works, which combines Bi-directional LSTM (Bi-
LSTM) and convolutional neural networks to learn
a continuous representation for each word in a
sentence. This representation is used to predict
whether the word is an event trigger or not. Specif-
ically, we first use a Bi-LSTM to encode semantics
of each word with its preceding and following in-
formation. Then, we add a convolutional neural
network to capture structure information from lo-
cal contexts.

2.1 Bi-LSTM
In this section we describe a Bidirectional LSTM
model for event detection. Bi-LSTM is a type
of bidirectional recurrent neural networks (RNN),
which can simultaneously model word represen-
tation with its preceding and following informa-
tion. Word representations can be naturally con-
sidered as features to detect triggers and their
event types. As show in (Chen et al., 2015), we
take all the words of the whole sentence as the in-
put and each token is transformed by looking up
word embeddings. Specifically, we use the Skip-
Gram model to pre-train the word embeddings to
represent each word (Mikolov et al., 2013; Bah-
danau et al., 2014).

We present the details of Bi-LSTM for event
trigger extraction in Figure 2. We can see that
Bi-LSTM is composed of two LSTM neural net-
works, a forward LSTMF to model the preced-
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ing contexts, and a backward LSTMB to model
the following contexts respectively. The input
of LSTMF is the preceding contexts along with
the word as trigger candidate, and the input of
LSTMB is the following contexts plus the word
as trigger candidate. We run LSTMF from the be-
ginning to the end of a sentence, and run LSTMB

from the end to the beginning of a sentence. Af-
terwards, we concatenate the output Fv of LSTMF

and Bv of LSTMB as the output of Bi-LSTM. One
could also try averaging or summing the last hid-
den vectors of LSTMF and LSTMB as alterna-
tives.

2.2 Convolution Neural Network

As the convolutional neural network (CNN) is
good at capturing salient features from a sequence
of objects (Liu et al., 2015), we design a CNN
to capture some local chunks. This approach has
been used for event detection in previous studies
(Nguyen and Grishman, 2015; Chen et al., 2015).
Specifically, we use multiple convolutional filters
with different widths to produce local context rep-
resentation. The reason is that they are capable
of capturing local semantics of n-grams of various
granularities, which are proven powerful for event
detection. In our work, multiple convolutional fil-
ters with widths of 2 and 3 encode the semantics of
bigrams and trigrams in a sentence. This local in-
formation can also help our model fix some errors
due to lexical ambiguity.

An illustration of CNN with three convo-
lutional filters is given in Figure 3. Let
us denote a sentence consisting of n words
as {w1, w2, ...wi, ...wn}, and each word wi is
mapped to its embedding representation ei ∈ Rd.
In addition, we add a position feature (PF), which
is defined as the relative distance between the cur-
rent word and the trigger candidate. A convolu-
tional filter is a list of linear layers with shared pa-
rameters. We feed the output of a convolutional
filter to a MaxPooling layer and obtain an output

vector with fixed length.

2.3 Output

At the end, we concatenate the bidirectional se-
quence features: F and B, which are learned from
the Bi-LSTM, and local context features: C2 and
C3, which are the output of CNN with convolu-
tional filters with width of 2 and 3, as a single vec-
tor O = [F,B,C2, C3]. Then, we exploit a soft-
max approach to identify trigger candidates and
classify each trigger candidate as a specific event
type.

2.4 Training

In our model, the loss function is the cross-entropy
error of event trigger identification and trigger
classification. We initialize all parameters to form
a uniform distribution U(−0.01, 0.01). We set the
widths of convolutional filters as 2 and 3. The
number of feature maps is 300 and the dimension
of the PF is 5. Table 1 illustrates the setting param-
eters used for three languages in our experiments
(Zeiler, 2012).

3 Experiments

In this section, we will describe the detailed exper-
imental settings and discuss the results. We eval-
uate the proposed approach on various languages
(English, Chinese and Spanish) with Precision (P),
Recall (R) and F-measure (F). Table 1 shows the
detailed description of the data sets used in our ex-
periments. We abbreviate our model as HNN (Hy-
brid Neural Networks).

3.1 Baseline Methods

We compare our approach with the following
baseline methods.

(1) MaxEnt, a basesline feature-based method,
which trains a Maximum Entropy classifier with
some lexical and syntactic features (Ji et al., 2008).

(2) Cross-Event (Liao et al., 2010), using
document-level information to improve the perfor-
mance of ACE event extraction.

(3) Cross-Entity (Hong et al., 2011), extracting
events using cross-entity inference.

(4) Joint Model (Li and Ji, 2014), a joint struc-
tured perception approach, incorporating multi-
level linguistic features to extract event triggers
and arguments at the same time so that local pre-
dictions can be mutually improved.
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Language
Word Embedding Gradient Learning Method Data Sets
corpus dim method parameters Corpus Train Dev Test

English NYT 300 SGD learning rate r = 0.03 ACE2005 529 30 40
Chinese Gigaword 300 Adadelta p = 0.95, δ = 1e−6 ACE2005 513 60 60
Spanish Gigaword 300 Adadelta p = 0.95, δ = 1e−6 ERE 93 12 12

Table 1: Hyperparameters and # of documents used in our experiments on three languages.

Model
Trigger Identification Trigger Classification

P R F P R F
MaxEnt 76.2 60.5 67.4 74.5 59.1 65.9
Cross-Event N/A N/A N/A 68.7 68.9 68.8
Cross-Entity N/A N/A N/A 72.9 64.3 68.3
Joint Model 76.9 65.0 70.4 73.7 62.3 67.5
PR N/A N/A N/A 68.9 72.0 70.4
CNN 80.4 67.7 73.5 75.6 63.6 69.1
RNN 73.2 63.5 67.4 67.3 59.9 64.2
LSTM 78.6 67.4 72.6 74.5 60.7 66.9
Bi-LSTM 80.1 69.4 74.3 81.6 62.3 70.6
HNN 80.8 71.5 75.9 84.6 64.9 73.4

Table 2: Comparison of different methods on En-
glish event detection.

(5) Pattern Recognition (Miao and Grishman,
2015), using a pattern expansion technique to ex-
tract event triggers.

(6) Convolutional Neural Network (Chen et al.,
2015), which exploits a dynamic multi-pooling
convolutional neural network for event trigger de-
tection.

3.2 Comparison On English

Table 2 shows the overall performance of all meth-
ods on the ACE2005 English corpus. We can
see that our approach significantly outperforms
all previous methods. The better performance of
HNN can be further explained by the following
reasons: (1) Compared with feature based meth-
ods, such as MaxEnt, Cross-Event, Cross-Entity,
and Joint Model, neural network based methods
(including CNN, Bi-LSTM, HNN) performs better
because they can make better use of word semantic
information and avoid the errors propagated from
NLP tools which may hinder the performance for
event detection. (2) Moreover, Bi-LSTM can cap-
ture both preceding and following sequence in-
formation, which is much richer than dependency
path. For example, in S2, the semantic of “court”
can be delivered to release by a forward sequence
in our approach. It is an important clue which can
help to predict “release” as a trigger for “Release-
Parole”. For explicit feature based methods, they
can not establish a relation between “court” and
“release”, because they belong to different clauses,

and there is no direct dependency path between
them. While in our approach, the semantics of
“court” can be delivered to release by a forward
sequence. (3) Cross-entity system achieves higher
recall because it uses not only sentence-level in-
formation but also document-level information. It
utilizes event concordance to predict a local trig-
ger’s event type based on cross-sentence infer-
ence. For example, an “attack” event is more
likely to occur with “killed” or “die” event rather
than “marry” event. However, this method heav-
ily relies on lexical and syntactic features, thus
the precision is lower than neural network based
methods. (4) RNN and LSTM perform slightly
worse than Bi-LSTM. An obvious reason is that
RNN and LSTM only consider the preceding se-
quence information of the trigger, which may miss
some important following clues. Considering S1
again, when extracting the trigger “releases”, both
models will miss the following sequence “20 mil-
lion euros to Iraq”. This may seriously hinder the
performance of RNN and LSTM for event detec-
tion.

3.3 Comparison on Chinese

For Chinese, we follow previous work (Chen et al.,
2012) and employ Language Technology Platform
(Liu et al., 2011) to do word segmentation.

Table 3 shows the comparison results between
our model and the state-of-the-art methods (Li et
al., 2013; Chen et al., 2012). MaxEnt (Li et al.,
2013) is a pipeline model, which employs human-
designed lexical and syntactic features. Rich-C
is developed by Chen et al. (2012), which also
incorporates Chinese-specific features to improve
Chinese event detection. We can see that our
method outperforms methods based on human de-
signed features for event trigger identification and
achieves comparable F-score for event classifica-
tion.

3.4 Spanish Extraction

Table 4 presents the performance of our method
on the Spanish ERE corpus. The results show that
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Model
Trigger Identification Trigger Classification

P R F P R F

MaxEnt 50.0 77.0 60.6 47.5 73.1 57.6
Rich-C 62.2 71.9 66.7 58.9 68.1 63.2
HNN 74.2 63.1 68.2 77.1 53.1 63.0

Table 3: Results on Chinese event detection.

HNN approach performed better than LSTM and
Bi-LSTM. It indicates that our proposed model
could achieve the best performance in multiple
languages than other neural network methods. We
did not compare our system with other systems
(Tanev et al., 2009), because they reported the re-
sults on a non-standard data set .

Model
Trigger Identification Trigger Classification

P R F P R F

LSTM 62.2 52.9 57.2 56.9 32.6 41.6
Bi-LSTM 76.2 63.1 68.7 61.5 42.2 50.1
HNN 81.4 65.2 71.6 66.3 47.8 55.5

Table 4: Results on Spanish event detection.

4 Related Work

Event detection is a fundamental problem in infor-
mation extraction and natural language process-
ing (Li et al., 2013; Chen et al., 2015), which
aims at detecting the event trigger of a sentence
(Ji et al., 2008). The majority of existing methods
regard this problem as a classification task, and
use machine learning methods with hand-crafted
features, such as lexical features (e.g., full word,
pos tag), syntactic features (e.g., dependency fea-
tures) and external knowledge features (WordNet).
There also exists some studies leveraging richer
evidences like cross-document (Ji et al., 2008),
cross-entity (Hong et al., 2011) and joint inference
(Li and Ji, 2014).

Despite the effectiveness of feature-based meth-
ods, we argue that manually designing feature
templates is typically labor intensive. Besides,
feature engineering requires expert knowledge and
rich external resources, which is not always avail-
able for some low-resource languages. Further-
more, a desirable approach should have the abil-
ity to automatically learn informative representa-
tions from data, so that it could be easily adapted
to different languages. Recently, neural network
emerges as a powerful way to learn text represen-
tation automatically from data and has obtained
promising performances in a variety of NLP tasks.

For event detection, two recent studies (Nguyen
and Grishman, 2015; Chen et al., 2015) explore
neural network to learn continuous word represen-
tation and regard it as the feature to infer whether a
word is a trigger or not. Nguyen (2015) presented
a convolutional neural network with entity type in-
formation and word position information as extra
features. However, their system limits the con-
text to a fixed window size which leads the loss of
word semantic representation for long sentences.

We introduce a hybrid neural network to learn
continuous word representation. Compared with
feature-based approaches, the method here does
not require feature engineering and could be di-
rectly applied to different languages. Compared
with previous neural models, we keep the advan-
tage of convolutional neural network (Nguyen and
Grishman, 2015) in capturing local contexts. Be-
sides, we also incorporate a Bi-directional LSTM
to model the preceding and following information
of a word as it has been commonly accepted that
LSTM is good at capturing long-term dependen-
cies in a sequence (Tang et al., 2015b; Li et al.,
2015a).

5 Conclusions

In this work, We introduce a hybrid neural net-
work model, which incorporates both bidirectional
LSTMs and convolutional neural networks to cap-
ture sequence and structure semantic information
from specific contexts, for event detection. Com-
pared with traditional event detection methods,
our approach does not rely on any linguistic re-
sources, thus can be easily applied to any lan-
guages. We conduct experiments on various lan-
guages ( English, Chinese and Spanish. Empirical
results show our approach achieved state-of-the-
art performance in English and competitive results
in Chinese. We also find that bi-directional LSTM
is powerful for trigger extraction in capturing pre-
ceding and following contexts in long distance.
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