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Abstract

This paper studies how the argumentation
strategies of participants in deliberative dis-
cussions can be supported computationally.
Our ultimate goal is to predict the best next
deliberative move of each participant. In
this paper, we present a model for delibera-
tive discussions and we illustrate its oper-
ationalization. Previous models have been
built manually based on a small set of dis-
cussions, resulting in a level of abstraction
that is not suitable for move recommenda-
tion. In contrast, we derive our model statis-
tically from several types of metadata that
can be used for move description. Applied
to six million discussions from Wikipedia
talk pages, our approach results in a model
with 13 categories along three dimensions:
discourse acts, argumentative relations, and
frames. On this basis, we automatically
generate a corpus with about 200,000 turns,
labeled for the 13 categories. We then oper-
ationalize the model with three supervised
classifiers and provide evidence that the
proposed categories can be predicted.

1 Introduction

Deliberation is the type of discussions where the
aim is to find the best choice from a set of possible
actions (Walton, 2010). This type is influential for
making decisions in different processes including
collaborative writing. Studies have shown the posi-
tive impact of deliberation on the quality of several
document types, such as scientific papers, research
proposals, political reports, and Wikipedia articles,
among others (Kraut et al., 2012).

However, deliberative discussions may fail, ei-
ther by agreeing on the wrong action, or by reach-
ing no agreement. While the former is hard to

measure, the latter is, for example, clearly reflected
in the number of disputed discussions on Wikipedia
(Wang and Cardie, 2014).

Although agreement can never be guaranteed,
a deliberative argumentation strategy of a discus-
sion’s participants makes it more likely (Kittur
et al., 2007). With strategy, we here mean the se-
quence of moves that participants take during the
discussion. Such a sequence is effective if it leads
to a successful discussion. To achieve effectiveness,
every participant has to understand the current state
of a discussion and to come up with a next deliber-
ative move that best serves the discussion. For new-
comers, this requires substantial effort and time,
especially when a discussion grows due to conflicts
and back-and-forth arguments. Here, automated
tools can help by annotating ongoing discussions
with a label for each move or by providing a textual
summary of past moves (Zhang et al., 2017a,b). A
way to go beyond that is to let the tool recommend
the best possible moves according to an effective
strategy. This is the ultimate goal of our research.

As a substantial step towards this goal, two fun-
damental research questions are addressed in the pa-
per at hand: (1) How to model deliberative discus-
sions in light of the aim of agreement, and (2) how
to operationalize the model in order to identify dif-
ferent argumentation strategies and to learn about
their effectiveness.

Different models of deliberative discussions
have been proposed in previous studies. These
models were developed based on expert analyses
of a small set of sampled discussions (see Section
2). However, the small size, in fact, confines the
ability to develop a representative model, which
should ideally cover a wide range of moves while
being abstract to fit the majority of discussions.

To overcome this limitation, we propose to de-
rive a model statistically from a large set of discus-
sions. We approach this based on different types of
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metadata that people use to describe their moves on
Wikipedia talk pages, the richest source of delibera-
tive discussions on the web. Particularly, we extract
the entire set of about six million discussions from
all English Wikipedia talk pages. We parse each
discussion to identify its structural components,
such as turns, users, and time stamps. Besides, we
store four types of metadata from the turns: the
user tag, a shortcut, an in-line template, and links.
To learn from the metadata, we cluster the types’
instances based on their semantic similarity. Then,
we map each cluster to a specific concept (e.g., ‘pro-
viding a source’), and the related concepts into a set
of categories (e.g., ‘providing evidence’). Table 2
shows the categories of our model.

Analyzing the distribution of these categories,
we find that each turn ideally should have (1) one
of six categories that we call discourse acts, (2) one
of three categories that we call argumentative re-
lations, and (3) one of four categories that we call
frames. As such, our model is in line with three
well-established theories: speech act theory (Searle,
1969), argumentation theory (Peldszus and Stede,
2013), and framing theory (P. Levin et al., 1998).
A model instance is sketched in Figure 1.

Based on the model, we generate a new large-
scale corpus using the metadata automatically:
Webis-WikiDebate-18 corpus. Basically, if a turn
in a discussion has metadata that belongs to a spe-
cific category according to the above-mentioned
analysis, it is labeled with that category. The cor-
pus includes 2400 turns labeled with a discourse
act, 7437 turns labeled with a relation, and 182,321
turns labeled with a frame.

To operationalize our model, we train three su-
pervised classifiers for acts, relations, and frames
on the corpus. The classifiers employ a rich set
of linguistic features that has been shown to be
effective in similar tasks (Ferschke et al., 2012).
The results of our experiments suggest that we are
able to predict the labels with a comparable perfor-
mance to the one achieved in similar tasks.

Overall, the contribution of this paper is three-
fold: (1) A data-driven approach for creating a new
model of deliberative discussions that is aligned
with well-established theories, (2) a corpus with
about 200,000 turns labeled for 13 different cate-
gories, and (3) a classification approach that pre-
dicts the labels of turns. All developed resources
are freely available at https://www.webis.
de/data/data.html.

2 Related Work

Modeling deliberative discussions in Wikipedia has
been already addressed in different studies. The
central goal of these studies is to minimize the co-
ordination effort among discussion participants. In
particular, Ferschke et al. (2012) have proposed a
model of 17 dialogue acts, each belonging to one
of four categories: article criticism, explicit per-
formative, information content, and interpersonal.
The model was derived by performing a manual
analysis of 30 talk pages in the Simple English
Wikipedia. Based on the model, a new corpus of
1367 turns has been created and used to train and
evaluate a multi-label classifier for predicting the
model’s acts. Another model is the one proposed
by Viegas et al. (2007). The model consists of 11
different dialogue acts. These acts have been used
to manually label 25 talk pages from the English
Wikipedia. Furthermore, Bender et al. (2011) have
developed a model for authority claims and align-
ment moves in Wikipedia discussions. The model
then has been used to label 47 talk pages.

Rooted in the limitation of being derived from
a small sample, these models obtain low coverage
and/or are over-abstracted. This is indicated by
labels such as ‘other’ (Viegas et al., 2007) or by a
very abstract ‘information providing’ act (Ferschke
et al., 2012), which covers 78% of the turns. We
argue that recommending such moves for new par-
ticipants will not be useful. On the other hand, the
model of Ferschke et al. (2012) does not include
anything similar to ‘propose alternative action’, for
example, although such a concept was shown to be
important in deliberative dialogues (Walton, 2010).

Moreover, no existing model distinguishes the
three dimensions of turns: act, relation, and frame.
They either consider only one dimension or mix an
act with a relation, such as in the label: ‘criticizing
unsuitable or unnecessary content’ (Ferschke et al.,
2012). This is a problem for predicting the next
best deliberative move. For example, consider a
discussion about adding new content to an article,
where the participants support the action with dif-
ferent acts (e.g., ‘providing evidence’), but all of
them consider the ‘writing quality’ frame. A new
turn attacks the action by providing evidence that
the action would violate the ‘neutral point of view’.
The best next move should actually consider this
frame, since no content that violates ‘neutral point
of view’ policy should be added, regardless of its
adherence to the ‘writing quality’.

https://www.webis.de/data/data.html
https://www.webis.de/data/data.html
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Figure 1: Left: An excerpt of a discussion in a Wikipedia talk page. Right: The labels of each turn in the
discussion according to our proposed model.

In contrast, our approach of deriving the model
using thousands of different ‘descriptions’ of
moves written by the numerous Wikipedia users
is, in our view, more likely to give a representa-
tive picture of how people argue in deliberative
discussions. This, in turn, leads not only to high
coverage, but also to better abstraction. Our model
is in line with three well-known theories, which we
summarize in the next paragraph.

Speech act is a widely accepted theory in prag-
matics (Searle, 1969). Based on this theory, many
research papers have been proposed for modeling
different domains, such as one-on-one live chat
(Kim et al., 2010), persuasiveness in blogs (Anand
et al., 2011), twitter conversations (Zarisheva and
Scheffler, 2015), and online dialogues (Khanpour
et al., 2016). In the context of argumentation the-
ory (Peldszus and Stede, 2013), agreement detec-
tion is a related direction of work which has been
studied in discussions (Rosenthal and McKeown,
2015). Notably, Andreas et al. (2012) annotated
822 turns from 50 talk pages with three labels:
‘agreement’, ‘disagreement’, and ‘non’. Anyhow,
over the last few years, argumentation mining be-
came a hot topic in our community, where several
studies have went beyond the agreement detection

to investigate the identification of the ‘support’ and
‘attack’ relations in argumentation discourses (Peld-
szus and Stede, 2013). Finally, framing is one of
the important theories in discourse analysis (Ent-
man, 1993). This theory has been studied widely
in different domains, such as news article (Naderi
and Hirst, 2017) and political debates (Tsur et al.,
2015). These three theories back up the essence of
our proposed model. We found that a participant in
a discussion writes her text considering a specific
act, an argumentative relation, and a frame.

The metadata in Wikipedia have been used for
different tasks. The ‘infobox’ has been exploited
in the tasks of question answering (Morales et al.,
2016) and summarization (Ye et al., 2009), among
others. Moreover, Wang and Cardie (2014) have
used specific discussion templates to identify dis-
cussions that are disputed. Besides Wikipedia,
metadata such as ‘point for’, ‘point against’, and
‘introduction’ have been used successfully for mod-
eling argumentativeness in debate platforms (Al-
Khatib et al., 2016a). Also, The metadata for user
interactions, such as the ‘delta indicator’ and users
votes in Reddit ChangeMyView discussions have
been used to model the persuasiveness of a text
(Tan et al., 2016).
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We started the investgation of strategies for writ-
ing argumentative texts in previous work. In (Al-
Khatib et al., 2016b), we have presented a corpus
for argumentation strategies in news editorials. We
then used this corpus and other data in (Al-Khatib
et al., 2017) to identify patterns of strategies across
different general topics. In contrast to those two
studies targeting monological texts, here we ad-
dress argumentation strategies in dialogical texts.

3 Modeling Deliberative Discussions

The web is full of platforms where users can share
and discuss opinions, beliefs, and ideas. In case of
deliberative discussions, in particular, participants
try to find the best action from several choices. Ap-
parently, the participants there follow a strategy to
achieve an effective discussion, i.e., each partici-
pant tries to come with the best deliberative move
that leads to achieve the goal of discussion.

The numerous deliberative discussions on these
platforms do not only include user-written text, but
also different types of metadata that users add to
benefit the coordination between them. For exam-
ple, users vote for specific posts, summarize texts,
include references to the sources they use, refer
to the discussion policies of a platform, or report
bad behavior of others. Overall, the available meta-
data represents a valuable resource that provides
insights into three main aspects of a discussion:
The functions of users’ moves, the users’ roles, and
the discussion topics along with their flows. We
propose to exploit the metadata for modeling argu-
mentation strategies in deliberative discussions.

To this end, we proceed in four general steps:
(1) metadata inspection, which includes investigat-
ing the used metadata and its functions, (2) con-
cept origination, where clusters of similar metadata
are created and mapped to corresponding concepts,
(3) concept categorization, where similar concepts
are abstracted into a defined set of categories, and
(4) category composition, where possible overlaps
between categories should be identified.

The idea of this approach is not only to model the
strategies, but also to allow for an operationaliza-
tion of the resulting model by providing a dataset
for training classifiers. In particular, the metadata
can also be used to label discussions based on dis-
tant supervision (Mintz et al., 2009). In the follow-
ing, we describe how we implement our approach
to derive a new model of Wikipedia discussions,
using the metadata provided by the participants.

3.1 Discussion Parsing

As part of the management policies of Wikipedia,
each article has an associated page called ‘Talk’.
The main purpose of the talk page is to allow users
to discuss how to improve the article through spe-
cific actions that they agree on. Most of these dis-
cussions can be seen as deliberative, since all partic-
ipants share the same goal: finding the best action
to improve the article.

When a user has a proposal on how to improve
an article, she can open a discussion on the article’s
talk page, specifying a title and the main topic of
discussion. Usually, the topic denotes a sugges-
tion to perform a specific action, such as adding,
merging, or deleting certain content of the article,
among others. Ideally, multiple users then partic-
ipate in the discussion about whether the action
would improve the article or not.

Each single comment written by a user at a spe-
cific time is called a ‘turn’. A turn may reply di-
rectly to the main topic of the discussion or to any
other turn. Overall, a discussion consists of the
title, the main topic, and a number of turns written
by users with attached time stamps (see Figure 1).
Based on a manual inspection of the turns’ texts
of 50 discussions, we found four general types of
metadata used by the participants: user tags, short-
cuts, inline-templates, and external links.

To derive a model from Wikipedia, we need to
extract and parse the whole set of discussions on all
talk pages, including both ongoing and closed ones.
This is all but trivial, particularly due to the fact that
the creation of a discussion is solely done by the
users; although Wikipedia describes the required
format of the different parts of a discussion in de-
tail, not all users follow the format, often forgetting
required symbols or mistakenly confusing a symbol
with another one. In the implementation of our ap-
proach, we built upon the English Wikipedia dump
created on March 1st, 2017. Given a Wikipedia
dump, we parse it in the following steps:

Extraction of Talk Pages First, we obtain the
talk pages. We use the Java Wikipedia Library
(JWPL) from Zesch et al. (2008), which converts
a Wikipedia dump into a database that provides an
easy-to-use access to the dump components.

Extraction of Discussions Next, we extract the
discussions from the talk pages. To this end, we
develop several regular expressions that capture the
format for starting and ending a discussion.
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Corpus Component Instances

Page 5 807 046
Discussion 5 941 534
Discussion template 144 824
Turn 20 816 860

Registered users 739 244
Turns by registered users 10 926 670
Turns by anonymous user 9 890 190

Tag 99 889
Shortcut 425 583
Inline template 3 382 443
Links 4 824 085

Turns with tag and shortcut 2 347
Turns with tag and inline template 61 521
Turns with shortcut and inline template 170 065

Table 1: Instance counts of the different compo-
nents of the Webis-WikiDiscussions-18 corpus.

Identification of Structure Given the discus-
sion, we identify their structure. We created a
specific template to mine the title. The topic of
the discussion is simply given by the first turn. To
identify and correctly segment all users’ turns, we
use several indicators, for instance, indentations.

Identification of Turn Metadata Finally, we
identify the metadata of each turn. We analyzed
how users include the tags in their turns, finding
that they usually start a turn with a user tag in triple
quotation marks. A shortcut starts with ‘WP:’, fol-
lowed by a name for the shortcut, together encap-
sulated by brackets. Also templates are placed
between double parentheses, but they do not start
with ‘WP:’. Links are simply identified by either
of the affixes ‘www.’ and ‘http:’.

3.2 The Webis-WikiDiscussions-18 Corpus

The result of the parsing process is a large-scale
corpus of Wikipedia discussions. In particular, the
Webis-WikiDiscussions-18 corpus we created con-
tains about six million discussions, consisting of
about 20 million turns. The turns comprise around
74,000 different tags with a total of about 100,000
instances, around 7000 different shortcuts with
about 400,000 instances, and around 51,000 dif-
ferent inline templates with about 3.3 million in-
stances. Half of the turns are written by registered
users. Table 1 lists the exact instance counts.

3.3 Model Derivation

We now explain how we derive a model of delib-
erative discussions from the metadata obtained in
the previous subsection. The derivation process

includes the four steps outlined in the beginning of
this section.

Metadata Inspection As mentioned before, a
turn on Wikipedia includes up to four types of
metadata: user tag, shortcut, inline template, and
external link. Each type has a specific definition, a
suggested usage, and properties that we discuss in
the following paragraphs.

A user tag is a short text that a discussion par-
ticipant uses to describe or summarize her contri-
bution. Most tags indicate the main function of
the contribution, such as ‘proposal’ and ‘question’.
Users can define any free-text tag they want us-
ing a noun, verb, etc. Analyzing the tags in the
crawled discussions, we found the most frequent
tags to be rather general and meaningful, whereas
less frequent tags often capture aspects of the topic
of discussion, such as ‘Israel-Venezuela relations’
in the discussion about ‘Foreign relations of Israel’.
Sometimes, tags are used to get the attention of spe-
cific users, such as ‘For who reverted my change’.
Unfortunately, many users also misuse tags, for
example, by including the whole turn’s text there
or by encoding meaningless information.

A shortcut is an abbreviation text link that redi-
rects the user to some page on Wikipedia. Although
shortcuts may link to any Wikipedia page, they are
often used to link to rules or policies. The respec-
tive pages belong to one of five categories:
(1) Behavioral guidelines: Pages that describe how
users should interact with each other (e.g., during
a discussion). This includes that users should be
“good-faith” (WP:AGF), among others.
(2) Content guidelines: Pages that describe how
to identify and include information in the articles,
such as those about how an article should have
reliable and accepted sources (WP:RELIABLE).
(3) Style guidelines: Pages that contain advice
on writing style, formatting, grammar, and sim-
ilar. This includes how to write the introduction
(WP:LEAD) and headings (WP:HEADINGS), and
what style to use for the content (WP:MOS).
(4) Notability guidelines: Pages that illustrate the
conditions of testing whether a given topic warrants
its own article. The most common shortcut in this
category is (WP:N).
(5) Editing guidelines: Pages that provide informa-
tion on the metadata of articles, such as the articles’
categories (WP:CAT).

Overall, we found that shortcuts are used partic-
ularly frequently for style, content, and behavioral
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guidelines in Wikipedia discussions. The partic-
ipants mainly use them to discuss the impact of
applying an action that has been proposed to be
performed on a Wikipedia article. For example,
adding a lot of content to the introduction of an
article may violate the style guidelines. A user can
indicate this by referring to the style rules using the
shortcut (WP:LEAD).

An inline template is a Wikipedia page that has
been created to be included in other pages. Inline
templates usually comprise specific patterns that
are used in many articles, such as standard warn-
ings or boilerplate messages. For example, there
are templates for including a quotation, citation, or
code, among others. Templates are used frequently
in Wikipedia discussions, with the objective of writ-
ing readable and well structured turns.

An external link, finally, points to a web page
outside Wikipedia. External links occur both in
Wikipedia articles and in Wikipedia discussions.
While there are some restrictions for using them
in articles, they can be used without restriction in
discussions. We found that these links are used
in Wikipedia discussions to point to evidence on
the linked web pages. In particular, they often
link to research, news, search engines, educational
institutions, and blogs.

Concept Origination We analyzed the usage of
the four types of metadata in Wikipedia discussions
and identified a set of concepts. Each concept pri-
marily describes the turn that a participant writes:

User tags: We explored all 376 tags that oc-
curred at least 35 times. As discussed before, the
tags could be seen as a keywords that describe the
turns. Often, different tags refer to the same con-
cept, for example, ‘conclusion’, ‘summary’, and
‘overall’ all capture the concept of ‘summarization’,
i.e., the main function of the respective turns is to
summarize the discussion. As a result, we identi-
fied 32 clusters. We examined some turns belong-
ing to each cluster, and mapped each cluster to a
specific concept that describes it.

Shortcuts: Analogously, we explored all 99
shortcuts that occurred at least 900 times. Since
the shortcuts themselves do not describe the turn,
but rather the policy pages they refer to, we ana-
lyzed these pages by reading their first paragraphs
and by checking their relation to the pages of the
five shortcut categories we discussed before (e.g.,
‘behavioral’). This resulted in the identification of

12 concepts. We found that each shortcut concept
describes the main quality aspect that a turn ad-
dresses. For example, ‘writing content’ specifies
how a proposed action influences the quality of the
writing of the associated article.

Inline-templates: Our investigation of this type
led only to concepts that we already found before
for the tags and shortcuts, such as ‘stating a fact’.

External links: Similar to the templates, we iden-
tified concepts in the links that we also observed in
the tags, such as ‘providing source’.

Concept Categorization The concepts that we
identified in the user tags can be grouped into six
categories that we see as ‘discourse acts’:

1. Socializing: All concepts related to social in-
teraction, such as thanking, apologizing, or
welcoming other users.

2. Providing evidence: All concepts concerning
the provision of evidence. Evidence may be
given in form of a quote, an example, a fact,
references, a source, and similar.

3. Enhancing the understanding: All concepts
related to helping users understand the topic
of discussion or a discussion itself. This can
be done by giving background information,
by clarifying misunderstandings, or by sum-
marizing the discussion, among others.

4. Recommending an act: All concepts propos-
ing to add a new aspect to the discussion, to
ask more users to participate in the discus-
sion, or to come up with an alternative to the
proposed action.

5. Asking a question: All concepts related to
questions serving different purposes, such as
obtaining information on the topic of discus-
sion, requesting reasons of specific decisions,
and similar.

6. Finalizing the discussion: All concepts related
to the decision of a discussion, including re-
porting the decision, committing it, or closing
the discussion to move it to the archive.

In addition, we identified three further categories
based on the user tags, which we see as relevant to
‘argumentation theory’. Each represents a relation
between the turn and the topic of discussion or
between the turn and another turn:

1. Support relation: The turn agrees with or sup-
ports another turn or the topic of discussion,
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for instance, by providing an argument in fa-
vor of the one in the ‘supported’ turn.

2. Attack relation: The opposite of the ‘support
relation’, i.e., the turn disagrees or attacks
another turn or the topic of discussion.

3. Neutral relation: The turn has a neutral rela-
tion to another turn or the topic of discussion
when it neither support nor attack it.

Finally, we identified four categories based on
the shortcuts that we see as relevant to ‘framing
theory’. They target a quality dimension of the
article or of the discussion itself:

1. Writing quality: Turns that mainly address
issues related to the quality of writing of an
article, such as whether adding new content
complies with the style guidelines for lead
sections, the layout, or similar.

2. Verifiability and factual accuracy: Turns that
address issues related to the quality of ref-
erences, the reliability of sources, copyright
violations, plagiarism, and similar.

3. Neutral point of view: Turns that focus on a
fair representation of viewpoints and on how
to avoid bias.

4. Dialogue management: Turns that concen-
trate on issues related to managing the dis-
cussion, such as reporting abusive language,
preserving respect between users, encourag-
ing newcomer participants, and similar.

Category Composition Given these categories,
we investigated the interaction between them in
20 discussions, for instance, to see whether the
categories are orthogonal. We found that each turn
may have one discourse act, one relation, and one
frame at the same time. For example, a turn may
support another turn by providing evidence (say, of
the type ‘source’), while focusing on the writing
quality frame. Table 2 shows the categories of our
model and their concepts.

4 Model Operationalization

In this section, we present the operationalization
process of our proposed model for deliberative ar-
gumentation strategies. First, we explain the con-
struction of Webis-WikiDebate-18: a large-scale
corpus for our model that we generated automati-
cally based on the metadata in discussions. Then,
we discuss the development and evaluation of a

classification approach which we use for predicting
the model’s categories.

4.1 The Webis-WikiDebate-18 Corpus
To create a corpus for our model, we decided to
rely again on the metadata. In particular, for each
category in our model, we retrieved the metadata
instances that had been used to derive the category,
and then labeled any turn that included any meta-
data with this category. For example, the user tag
‘overall’ was used to originate the concept ‘summa-
rization’, which was abstracted into the category
‘enhancing the understanding’. Accordingly, all the
turns that included this tag were labeled with the
category ‘enhancing the understanding’. This pro-
cess is in line with the distant supervision paradigm.
In case a turn contained metadata belonging to two
categories, we excluded it from the corpus. This
happened with some shortcuts in particular. Basi-
cally, such cases indicate that some turns address
more than one frame.

Overall, the corpus comprises 2400 turns la-
beled with one of the six discourse act categories,
7437 turns with one of the relation categories, and
182,321 turns with one of the frame categories. In
order to verify the reliability of the corpus, we ran-
domly sampled about 100 turns from each category,
ensuring that all the category’s concepts are taken
into consideration. The turns in the samples were
verified (i.e., whether they belong to the assigned
category) by a worker hired from the freelancing
platform upwork.com. The worker was a native
speaker of English with deep expertise in writing.
Table 3 shows statistics of the corpus, including the
percentage of turns in each sample that belong to
the assigned category according to the expert. In
general, this verification result is comparable to the
inter-annotator agreement achieved in some related
studies (Ferschke et al., 2012).

4.2 Classification Approach
Based on the Webis-WikiDebate-18 corpus, we
develop three supervised classifiers: one for the
discourse acts, one for the relations, and one for the
frames. Since this paper does not aim at proposing
a novel approach for the classification tasks, but
rather at showing the ability to operationalize the
model, we follow existing work that has proposed
methods for the tasks at hand. Particularly, we
implement a rich set of features that have been used
by others before. These features capture lexical,
semantic, style, and pragmatic properties of turns.

upwork.com
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Dimension Category Concepts

Discourse act Socializing (1) Thank a user, (2) Apologize from a user, (3) Welcome a user,
(4) Express anger

Providing evidence (1) Provide a quote, (2) Reference, (3) Source, (4) Give an example,
(5) State a fact, (6) Explain a rational

Enhancing the understanding (1) Provide background info, (2) Info on the history of similar discussions,
(3) Introduce the topic of discussion, (4) Clarify a misunderstanding,
(5) Correct previous own or other’s turn, (6) Write a discussion summary,
(7) Conduct a survey on participants, (8) Request info

Recommending an act (1) Propose alternative action on the article,
(2) Suggest a new process of discussion, (3) Propose asking a third party

Asking a question (1) Ask a general question about the topic,
(2) Question a proposal or arguments in a turn

Finalizing the discussion (1) Report the decision, (2) Commit the decision, (3) Close the discussion

Argumentative Support (1) Agree, (2) Support

relation Neutral (1) Be neutral.

Attack (1) Disagree, (2) Attack, (3) Counter-attack

Frame Writing quality (1) Naming articles, (2) Writing content, (3) Formatting, (4) images,
(5) Layout and list

Verifiability and factual accuracy (1) Reliable sources, (2) Proper citation (3) Good argument

Neutral point of view (1) Neutral point of view

Dialogue management (1) Be bold. (2) Be civil, (3) Don’t game the system

Table 2: The concepts covered by each category of each of the three principle dimensions of our model.

Dimension Category Turns Prec.

Discourse act Socializing 83 0.71
Providing evidence 781 0.49
Enhancing the understanding 671 0.56
Recommending an act 137 0.82
Asking a question 106 0.71
Finalizing the discussion 622 0.71

Argumentative Support 2895 1.00
relation Neutral 1937 0.63

Attack 2605 1.00

Frame Writing quality 19893 0.51
Verifiability and factual ac. 72049 0.89
Neutral point of view 60007 0.89
Dialogue management 30372 0.74

Table 3: Number of turns in each category of Webis-
WikiDebate-18 corpus and the precision of sampled
turns for each category according to an expert.

In short, we used the following features: The fre-
quency of word 1–3-grams, character 1–3-grams,
chunk 1–3-grams, function word 1–3-grams, and
of the first 1–3 tokens in a turn. The number
of characters, syllables, tokens, phrases, and sen-
tences in a turn. the frequencies of part-of-speech
tag 1–3-grams. The mean SentiWordNet score of
the words in a turn (http://sentiwordnet.
isti.cnr.it). The frequency of each word
class of the General Inquirer (http://www.
wjh.harvard.edu/~inquirer). The depth

level of turns in the discussion. For the relation
classifier, we had additional features that consider
the target of the relation (the parent turn), namely,
the cosine, euclidean, manhattan, and jaccard simi-
larity between turn and parent turn.

4.3 Experiments and Results

As a preprocessing step, we cleaned the turns in
the Webis-WikiDebate-18 Corpus by removing all
the metadata: user tags, shortcuts, user and time
stamps, etc. Then, we grouped the turns that belong
to the discourse act categories in a single dataset
(say, the ‘discourse act dataset’). The same was
performed for the turns belonging to relations and
frames. We then split each of the three datasets
randomly into training (60%), development (20%),
and test (20%) sets. We ensured that turns from the
same discussion should appear only in either of the
split sets, in order to avoid biasing the classifiers
by topical information.

We trained different machine learning models
on the training sets and evaluated them on the de-
velopment sets. The models included those which
had been used before in similar tasks, such as naive
bayes, logistic regression, support vector machine,
and random forest. We tried both under and over-
sampling on the training sets. The best results in the
three tasks were achieved by using support vector

http://sentiwordnet.isti.cnr.it
http://sentiwordnet.isti.cnr.it
http://www.wjh.harvard.edu/~inquirer
http://www.wjh.harvard.edu/~inquirer
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Dimension Category Prec. Rec. F1

Discourse act Socializing 0.14 0.11 0.13
Providing evidence 0.63 0.77 0.69
Enhancing the understand. 0.62 0.55 0.58
Recommending an act 0.13 0.09 0.10
Asking a question 0.80 0.19 0.31
Finalizing the discussion 0.67 0.74 0.71

Argumentative Support 0.53 0.59 0.56
relation Neutral 0.55 0.50 0.52

Attack 0.50 0.49 0.50

Frame Writing quality 0.74 0.47 0.57
Verifiability and factual ac. 0.62 0.74 0.67
Neutral point of view 0.59 0.56 0.58
Dialogue management 0.64 0.56 0.60

Table 4: The precision, recall, and F1-score of our
classifiers for all categories of the three dimensions.

machine without sampling the training sets.
We used the support vector machine implemen-

tation from the LibLinear library (Fan et al., 2008)
on the test sets and report the results in Table 4.
Overall, the three classifiers achieved results that
are comparable to the results of previous methods
on the corresponding tasks (Ferschke et al., 2012;
Zhang et al., 2017a). We obtained the best results
in the frame task, followed by relations and then
discourse acts. Apparently, the results correlate
with the size of the datasets. In case of discourse
acts, the classifier achieves low F1-scores for ‘so-
cializing’, ‘recommending an act’, and ‘asking a
question’. These categories have a significantly
smaller number of turns compared to other cate-
gories, which makes identifying them harder. The
effectiveness of classifying the relation and frame
categories, on the other hand, appears promising
given the difficulty of these tasks.

We point that we considered mainly the turns’
texts in our experiments. In principle, this helps to
get an idea about the effectiveness of our approach
in Wikipedia as well as other registers for discus-
sions. Nevertheless, including the metadata and
structural information of the analyzed discussions
is definitely worthwhile in general, and will natu-
rally tend to lead to notably higher effectiveness.

5 Discussion and Conclusion

While our approach to modeling argumentation
strategies in deliberative discussions may seem
Wikipedia-specific, the derivation of concepts and
categories from metadata can be transferred to
other online discussion platforms. We expect the
general derivation steps to be the same, whereas

the techniques applied within each step may differ
depending on the types, frequency, and quality of
metadata. For example, the consistent usage of the
most common user tags in Wikipedia discussions
helps originating concepts manually. In contrast,
other metadata might require the use of computa-
tional methods, such as clustering, keyphrase ex-
traction, and textual entailment.

Unlike previous approaches to the modeling of
discussions on Wikipedia, our model decouples
the three principle dimensions of discussions: dis-
course acts, argumentative relations, and frames.
We argue that the distinction of these dimensions
is key to develop tool support for discussion par-
ticipants, for example, for recommending the best
possible move in an ongoing discussion.

Also, our model helps analyzing the influence
of user interaction and behavior on the effective-
ness of discussion decisions. For example, some
Wikipedia users focus on the frame ‘well written’
while ignoring others, which may negatively affect
the accuracy of an article’s content. Also, users of-
ten attack other turns, instead of considering neutral
acts such as clarifications of misunderstandings.

Many categories in our model will apply to delib-
erative discussions in general, particularly the dis-
course acts and argumentative relations. While the
found frames are more Wikipedia-specific, similar
play a role on collaborative writing platforms. For
example, when writing a scientific paper, possible
frames are the ‘writing quality’ or the ‘verifiability
of content and citations’.

Besides the model, we created two large-scale
corpora: The Webis-WikiDiscussions-18 corpus, in-
cluding the entire set of Wikipedia discussions (at
the time of parsing) with annotated discussion struc-
ture and metadata, and the Webis-WikiDebate-18
corpus, where turns are labeled for their discourse
acts, argumentative relations, and frames. We be-
lieve that these corpora will help foster research on
tasks such as argument mining, among others.

Finally, we operationalized our Wikipedia dis-
cussion model in three support vector machine clas-
sifiers with tailored features. Our experiment re-
sults confirm that categories of our model can be
predicted successfully. In future work, we plan to
study how to distinguish effective from ineffective
discussions based on our model as well as how to
learn from the strategies used in successful discus-
sions, in order to predict the best next deliberative
move in an ongoing discussion.
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